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Transgenic harvest
African nations are laying foundations to extend 
the use of GM technology on the continent.

The use of genetically modified (GM) crops for food divides 
opinion, especially when it comes to Africa. Sharp views on 
the technology in the developed world, honed by more than a 

decade of arguments in Europe and elsewhere, are too easily projected 
onto Africa, with the continent portrayed as a passive participant in 

the global melodrama over GM food. So it is heartening to see a group 
of 19 African nations working to develop policies that should make it 
clear to all sides in the debate that Africa can make up its own mind.

After more than nine years, talks between member states of the 
Common Market for Eastern and Southern Africa (COMESA) have 
produced a draft policy on GM technology, which was sent for national 
consultation last month. COMESA is a trade bloc, and its proposals 
aim to develop research and trade in GM crops. But they also state that 
decisions should be based on sound science and evidence. 

Under the proposals, a nation that wants to grow a GM crop com-
mercially would inform COMESA, which would then carry out a 
science-based risk assessment — COMESA seems to have sufficient 
access to scientific expertise to fulfil this role. The body would judge 

Stem-cell laws in China fall short
The Chinese government’s regulations of stem-cell treatments are admirable in principle, but 
tougher enforcement measures are needed to protect patients.

China does not want to be known as the Wild West of unproven 
medical technologies. Last year, the government took an 
important step when it announced regulations requiring, 

among other things, that anyone who offers stem-cell procedures 
should present clinical data supporting their efficacy, and secure 
approval from the health ministry (see Nature 459, 146; 2009). 

Such regulations are sorely needed. A leading bioethicist in China 
last year estimated that more than 100 laboratories there offer stem-cell 
procedures, many of them unproven, although some clinics reportedly 
stopped offering the treatments after the regulations took effect. But 
the government needs to do more than simply announce rules; it needs 
to give companies clear instructions for complying with them.

The regulations have made little difference so far to Beike Biotechnol-
ogy in Shenzhen, China’s — and perhaps the world’s — most prolific 
purveyor of stem-cell treatments. Beike develops therapies for disorders 
ranging from multiple sclerosis to lupus, based on adult and umbili-
cal-cord stem cells. Its treatments, offered by more than 30 hospitals 
throughout China, have been injected into about 9,300 patients, who pay 
as much as US$26,000 for the procedure. Roughly half have muscular 
dystrophy or spinal-cord injuries, but many experts say that stem-cell 
treatments for those conditions are not ready for clinical use.

Beike has not tested the efficacy of its treatments in formal clini-
cal trials, says Alex Moffett, chief executive of Bangkok-based Beike 
Holdings and a spokesman for Beike Biotechnology, although he does 
say that some phase I safety trials are taking place. The company offers 
numerous testimonials on its website as evidence that its treatments 
work. But some media accounts report scepticism, and the mother of 
one Beike patient complained directly to Nature that her son’s condi-
tion did not improve at all.

Moffett says that he believes in the need for evidence based on clini-
cal trials. As the company plans an expansion into Malaysia, the Phil-
ippines and Thailand, he says, it will complete clinical trials of every 
treatment’s safety and efficacy, at no cost to patients, before offering 

the procedures commercially. He says that Beike “probably should 
have” taken the same approach in China.

Yet the company has passed muster with the government, says Mof-
fett. Officials have visited Beike’s facilities without closing them down, 
which he interprets as tacit approval for the treatments. He says he 
knows of no application steps for formal approval from the health 
ministry — and requested that Nature forward him any information 
about such procedures. 

The problem, it seems, is that the regulations do not include enough 
details for implementation and enforcement. The health ministry is 
now considering proposed guidelines, created by a group of scientists 
and ethicists, that set out clear criteria for preclinical and clinical 
studies, and clinical applications. One of the committee members said 
that the guidelines call for an approval process that is easily accessible, 
includes an ethical review and is based on solid scientific data. 

The committee member says that the government will decide “soon” 
whether and how to implement the guidelines. (A Chinese academic 
who has been following the issue says that implementation has been 
held up by disagreements between different government agencies.) 

Soon cannot be soon enough. The guidelines need to be approved and 
put in place as fast as possible, and enforced swiftly and effectively. The 
longer that unproven therapies stay on the market, the greater is the risk 
that a history of use can be framed as evidence of safety and efficacy. 

Since an investigation of China’s food and drug agency a few years 
ago found it to be rife with corruption (see Nature 446, 598–599; 2007 
and Nature Med. 13, 889; 2007), the government has worked hard to 
put together a system that balances drug-company profit, the require-
ments of drug innovation, and patients’ health and welfare. Those 
efforts offer a model for regulation of stem-cell therapies. Anything 
less than a clear, detailed set of rules is a disservice to scientists who are 
working hard to understand stem cells and their clinical promise, to 
companies that are taking big financial risks and doing proper clinical 
trials, and most of all to patients. ■
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Garage biology
Amateur scientists who experiment at home 
should be welcomed by the professionals.

For the past two years, a group of molecular-biology enthusiasts has 
met regularly in Cambridge, Massachusetts, to discuss science.  
Their conservation is not entirely theoretical: they swap stories 

about the experiments they perform in rudimentary labs built in their 
kitchens, basements and garages. These meetings are not unique: simi-
lar gatherings are cropping up across the United States and Europe, as 
amateur scientists get together to compare protocols and results from 
experiments they design and conduct at home. 

Do-it-yourself biologists emerged into the spotlight after the first 
meeting, in a Cambridge pub, in 2008. Their exploits have since earned 
them a moniker fit for the headlines of the twenty-first century: biohack-
ers (see page 650). Media coverage has taken its toll on the public’s per-
ception of ‘DIYbio’. Stories in the press are often peppered with sweeping 
claims of the monumental advances to be made by unleashing the talents 
of the public at large on important biological questions. Equally com-
mon are breathless warnings that a bioterrorist is busy crafting the next 
plague in a garage, safe from the watchful eye of the authorities. 

Neither image rings true. Most biohackers are hobbyists who delight 
in crafting their own equipment and who tackle projects no more 
sophisticated than those found in an advanced high-school biology 
lab. This is not to belittle their achievements — the most basic lab 
experiments can be a challenge without the institutional infrastructure 
professional scientists take for granted. And it is not necessarily the 
sophistication of the techniques, but the questions to which they are 
applied, that makes for compelling science. Nevertheless, the high 
financial and educational barriers to cutting-edge molecular biol-
ogy means that garage labs are unlikely to solve the world’s energy or 
health problems any time soon. As for that imagined bioterrorist, US 
experts at the FBI’s Weapons of Mass Destruction Directorate have 

investigated and found no sign of a biohacker who intends harm.
Nevertheless, the bureau is wise to plan ahead. The FBI has 

embarked on a laudable and proactive programme to establish ties 
with the amateur biology community. FBI agents attend DIYbio 
meetings and invite DIYbio leaders to conferences on bioterrorism. 
This has yielded some practical plans, such as notifying police and 
fire stations about local garage labs, to avoid unpleasant surprises or 
false alarms in the event of an emergency. But some in the biohack-
ing community worry that the constant focus on bioterrorism has 
taken attention and resources away from a more pressing issue: basic 
biosafety. How should a biohacker dispose of unwanted genetically 
engineered bacteria? How does an amateur biologist avoid exposure 
to fumes from the chemicals used to isolate and manipulate DNA? 
What is a safe bacterium for a hobbyist to play with? 

These are questions that crop up daily in a garage lab, and amateur 
biologists have struggled to find answers. Although institutions such as 
the US National Institutes of Health (NIH) and the Centers for Disease 
Control and Prevention have established biosafety guidelines, these are 
aimed at institutional biosafety officers with training in the field. Laden 
with jargon and focused on advanced work with dangerous chemicals 
and pathogens that hobbyists are unlikely to encounter, the guidelines 
are little help in the garage. Does this knowledge gap provide an oppor-
tunity for professional scientists to engage and support the DIYbio 
community? Some researchers argue it does, with professionals helping 
garage biologists craft safety guidelines and standards that could be 
understood by the enthusiast. Biohackers could also be brought onto 
biosafety committees at their local university or medical centre. These 
committees are required by the NIH to include at least one member 
who is not a professional scientist. Serving on a such committee would 
expose the hobbyist to the regulations and protocols that research insti-
tutions use to protect workers and the environment. 

Biohackers are an example of the growing ‘citizen science’ move-
ment, in which the public takes an active role in scientific experiments. 
Citizen science can help stimulate public support for science, and can 
introduce fresh ideas from novel disciplines. Science is a professional 
business but it would be a shame if the only interested knock on the 
hobbyists’ doors came from those in law enforcement. ■

whether the crop is safe for the environment and human consumption.  
If the assessment proves positive, blanket approval would probably be 
given for the crop to be grown commercially in all COMESA coun-
tries. National governments would retain the power to decide whether 
or not to proceed.

Risk assessments are currently left to individual countries, but this 
requires scientific expertise, money and a well-established regula-
tory system. That combination is rare in Africa, and only four coun-
tries — Malawi, Zambia, Zimbabwe and Kenya — have passed laws  
specifically to govern GM organisms. This helps to explain why there 
are so few GM crops grown commercially across Africa. Even field 
trials of GM crops are scarce, although tests of a banana engineered 
to resist bacterial disease will begin in Uganda this week (see Nature 
doi:10.1038/news.2010.509; 2010). 

Under the COMESA plan, the African nations are consulting on a 
biosafety road map to guide the development of national regulations 
on transgenic organisms, and on regimes and mechanisms for moni-
toring and inspection. A communication strategy to provide countries 
with the latest scientific information on GM organisms is also under 
discussion.

The consultation is expected to continue until March, with a deci-
sion coming from the relevant ministers soon after. If agreed, the pro-
posals will help many more African nations to explore agricultural 
biotechnology should they wish to, and perhaps to profit from the 
increased food security that the technology has the potential to pro-
vide. By working together, nations will also benefit from greater access 
to the experience of commercial issues relating to GM technology that 

is currently the preserve of just a few African countries. 
For their efforts so far, these nations should be applauded, as should 

the African scientists who have managed to get their voices heard in 
a difficult and contentious debate. The moves signal a shift towards 
evidence-based assessments of technologies that could hold much 
promise for the continent.

African countries have been wise to draw from the speed and enthu-
siasm with which nations such as Brazil have exploited GM technol-
ogy, rather than the confused and fearful stance of European countries 
such as France. The few GM crop initiatives across Africa are already 
dispelling some myths peddled by the anti-GM lobby, such as the 
image of poor African farmers being exploited by profiteering mul-
tinational companies. In fact, many of the existing projects involv-
ing GM organisms in Africa are public–private partnerships through 
which companies donate their best technologies royalty-free. 

It is by no means certain that the COMESA proposals will get 
through the consultation unscathed. A key sticking point is concern 
in some countries that regional guidelines would usurp national  
sovereignty. And although Zambia is the only country in the bloc to 
take an explicit anti-GM stance, others are pushing for tougher rules 
that could restrict the adoption of the technology. 

African countries should not let ideological opposition to GM tech-
nology cloud the admirably clear view that they have taken on the issue 
so far. Food and water shortages that already ravage the continent 
will only get worse, and GM technology offers a promising way to 
tackle poverty and poor agricultural productivity. The question is not 
whether countries there should adopt GM crops, but how quickly. ■
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Scientists need a shorter 
path to research freedom
Francis Collins explains why the NIH is launching a bid to help some doctoral 
students dramatically reduce the time required to start an independent career.

Over the past half-century, a great many things have changed 
in biomedical research. Along the way, postdoctoral training 
has become an established step in a research career. But this 

development has proved a double-edged sword for some — and 
possibly for the whole field.

Without question, postdoctoral training has enriched the experience 
of many by allowing protected time for full immersion in research. 
Postdocs provide essential skills and serve as first authors on many 
important papers, thus boosting research productivity. But these gains 
must be set against the significantly longer time it now takes for most 
young scientists to launch independent research careers. The average 
age of PhD scientists awarded their first research grant from the US 
National Institutes of Health (NIH) last year was 42. In 1981, the 
average was 36. As director of the NIH, I believe this is a problem that 
should be addressed. We must develop ways to liberate our brightest 
minds to pursue high-risk, high-reward ideas 
during their most creative years. 

There are many complex reasons for the 
increased training periods, including an 
academic culture that emphasizes the need 
for longer, sometimes multiple, postdoc posi-
tions to build a stellar CV. There is a shortage 
of faculty vacancies, and institutions often 
insist that recruits win independent funding 
before appointing them to tenure-track posts. 
And there is too little emphasis on alternative 
scientific careers, such as industry, law, teach-
ing and policy.

Many young researchers baulk at the pros-
pect of such an extended period of limited 
intellectual autonomy. It is also a concern to veterans such as myself. 
I fear that science may be suffering because of a failure to encourage 
the independence of the next generation of great minds. 

My own pathway to independence involved a three-year postdoctoral 
fellowship in human genetics in the lab of Sherman Weissman at Yale 
School of Medicine in New Haven, Connecticut. I was fortunate to 
be mentored by an adviser who encouraged autonomy and creativ-
ity. I used the opportunity to develop an innovative approach, called 
chromosome jumping, for crossing large strands of DNA to identify 
genes responsible for inherited disorders. It was a good launching pad; 
I received my first R01 grant from the NIH at age 34, the same year I 
began a faculty position at the University of Michigan in Ann Arbor.

In my lab at the NIH, I strive to cultivate the independence of young 
scientists as early as possible. One of my strategies is to assign new 
recruits a ‘thinking period’ devoted to formulat-
ing project ideas. Through an iterative process 
involving myself and the recruit, we refine the 
research direction until we have settled on a 
good fit. I think this strategy has worked well in 

encouraging forward thinking, but it may still be a halfway solution. 
For the most creative of young scientists, nothing can equal the chance 
to have a lab of one’s own.

To provide such opportunities, several programmes aimed at pro-
moting greater independence at earlier career stages have sprung up 
over the years, producing some spectacular investigators. And so, after 
much consultation with outside advisers, the NIH this week launched its 
own effort, the Early Independence Award Program (see go.nature.com/
nFqYE5), which will initially support ten creative young scientists to 
pass almost immediately from completing a PhD to running their own 
laboratories. The awards will be paid by the NIH Director’s Common 
Fund and administered through a peer-reviewed application process, 
supporting an investigator at a level of US$250,000 in direct costs per 
year for five years — the equivalent of a standard NIH R01 grant. 

Unlike many similar programmes, the awards will give students flex-
ibility to seek a position at any suitable institu-
tion. Applicants will need to work with the 
institution’s academic leaders to negotiate an 
independent position that would be activated 
if they win an award. We hope that department 
heads will find this an attractive tool for recruit-
ing talent to invigorate their institution’s research 
environment. For its part, the institution must 
provide the young investigator with space and 
resources, and a level of mentoring equivalent 
to that provided to assistant professors.

I am aware that many speed bumps may 
lie on this expressway to independence. The 
programme requires highly motivated and 
mature applicants who are talented and confi-

dent enough to launch their own research programme and negotiate 
support from a department chair. And it requires institutions willing to 
support an award winner who will be unusually young in their career. 
The pilot programme, which we expect to be highly competitive, will 
issue its first awards next year. Although not intended to replace tradi-
tional postdoctoral training, the pilot can be scaled up if successful. 

This programme is not for everyone, and postdoctoral positions 
will continue to expand the skills and experience of most young scien-
tists. But for exceptional individuals with the intellectual and experi-
mental sophistication to initiate an independent career at the end 
of doctoral training, this programme will provide the opportunity. I 
have been involved in the launch of many pilots, including that of the 
Human Genome Project, but I have a special affinity for this one: the 
future of biomedical research relies on the creativity and energy of its 
investigators. Unleashing that capability at all stages of a scientist’s 
career should be a priority for us all. ■

Francis Collins is director of the US National Institutes of Health. 
e-mail: francis.collins@nih.gov
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The likelihood that a human embryo cultured 
during in vitro fertilization (IVF) will develop 
successfully to the five-day mark can be predicted 
with about 93% sensitivity and specificity from 
three early developmental events.

In IVF, 50–70% of embryos never make it to 
the blastocyst stage, which begins five or six days 
after fertilization. Renee Reijo Pera at Stanford 
University in California and her group analysed 
images of 242 IVF embryos (pictured) taken 

with microscopic time-lapse photography. 
They found that those that would go on to form 
blastocysts showed specific developmental 
patterns, such as the first cytokinesis — cleavage 
that results in two separate cells — lasting less 
than 33 minutes. The team devised an algorithm 
to automatically screen embryos for this and two 
other parameters, and found that it could predict 
which embryos would reach the blastocyst stage.
Nature Biotechnol. doi:10.1038/nbt.1686 (2010)

B I O T E C H N O L O G Y

Pictures predict embryos’ fate

C A N C E R  B I O L O G Y

Tumours pave 
their own path
For tumour cells to infiltrate 
new tissues, they must first 
clear an escape route from their 

H Y D R O L O G Y

Groundwater 
stores running dry
Groundwater supplies are 
shrinking at an increasing 
rate — according to new 
estimates, annual depletion 
more than doubled from 126 
cubic kilometres in 1960 to 
283 cubic kilometres in 2000.

About one-third of the 
world’s inhabitants have limited 
access to fresh water, and many 
must draw from underground 
aquifers — often more rapidly 
than natural processes can refill 
them. Marc Bierkens at Utrecht 
University in the Netherlands 
and his colleagues combined 
a groundwater database with 
a global hydrological model. 
They found depletion rates 

C O G N I T I V E  N E U R O S C I E N C E

Vicious cycle of 
overeating
Obese people are known to 
have a less sensitive reward 
centre in the brain, which 
drives them to overeat. This 
may, in turn, further dampen 
their reward circuitry for food.

Eric Stice at the University 
of Texas at Austin and his 
co-workers used functional 
magnetic resonance imaging 
to scan the brains of 20 
overweight female volunteers 
of similar body mass index 
(BMI) as they sipped either 
a chocolate milkshake or 
a tasteless solution. The 
researchers repeated the tests 
six months later. They found 
that women who had a greater 
than 2.5% increase in their 
BMI over the interim period 
showed a reduced response 
in the brain’s striatum to the 
milkshake relative to their 
baseline response, as well as 
to women whose weight had 
remained steady over the six-
month period.
J. Neurosci. 30, 13105–13109 
(2010) 

N E U R O S C I E N C E

Guide the way to 
nerve repair
If severed, nerves outside 
the brain and spinal cord 
can reconnect and resume 
functioning. Unexpectedly, 
the molecular mechanism 
behind this remarkable ability 
turns out to involve fibroblasts 
— a type of cell that helps with 
wound repair.

Alison Lloyd at University 
College London and her 
colleagues used fluorescence 
microscopy to observe how 
cut nerves mend themselves in 
rats. They observed fibroblasts 
at the site of injury make 
contact with Schwann cells, 
which surround and protect 

to be highest in some of the 
world’s major agricultural 
regions, including northwest 
India, northeast China, and the 
central United States. 

The authors also found 
that a significant amount of 
the extracted groundwater 
evaporates and precipitates 
over the ocean, accounting for 
about 25% of the annual rise in 
sea level.
Geophys. Res. Lett. 
doi:10.1029/2010GL044571 
(2010)

neurons. Signalling between 
the two cell types prompted 
the Schwann cells to clump 
into tiny cords that guide the 
regrowth of neurons across 
the wound (pictured). This 
response, the authors found, 
is mediated by a protein called 
SOX2, which is also involved 
in reprogramming cells to a 
stem-cell-like state. 
Cell 143, 145-155 (2010)
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E N V I R O N M E N TA L  S C I E N C E

Where greenhouse gases start
Household consumption is responsible for 
72% of global greenhouse-gas emissions, 
according to work by Edgar Hertwich and 
Glen Peters at the Norwegian University 

of Science and Technology in Trondheim. Another 10% is a 
result of government consumption, with the remainder due to 
activities such as building construction. 

The authors analysed emissions using a model of goods 
and services consumption and trade across 73 nations. The 
analysis suggests that food, including agricultural production, 
is the largest component of consumption, accounting for 20% 
of all emissions worldwide. Residential energy consumption 
and building maintenance comes in second at 19%, with 
private household transportation contributing 17%. 
Environ. Sci. Technol. 43, 6414–6420 (2009)

✪ HigHly read
on pubs.acs.org
in the last month

community
choice The most viewed 

papers in science
S T E M  C E L L S

Reprogramming 
cells with RNA
Careful reprogramming yields 
specialized cells able to develop 
into any tissue type. Such cells, 
known as induced pluripotent 
stem (iPS) cells, have been 
made by using viruses to 
insert four key genes into 
their genome, but this carries 
the risk of turning the cells 
cancerous. A new method not 
only does away with genes, it 
also seems to be more efficient. 

Derrick Rossi at Harvard 
Medical School in Boston, 
Massachusetts, and his 
colleagues chemically 
modified RNAs transcribed 
from the four genes — KLF4, 
c-MYC, OCT4 and SOX2 — 
and introduced these into 
human fibroblast cells. This 
method (pictured bottom, 
in Petri dishes) proved more 
efficient at generating iPS 
cells than the virus method 
(pictured top). Furthermore, 
treating the iPS cells with an 
additional RNA transcript 
turned them into muscle cells. 
Cell Stem Cell doi:10.1016/j.
stem.2010.08.012 (2010)

I N F E C T I O U S  D I S E A S E

Battling bacterial 
blood infection 
The tissue damage seen in 
sepsis — which is triggered 
most often by a microbial 
infection and can cause organ 
failure and death — is caused 
by a component of red blood 
cells. Help is at hand, however, 
as the blood also contains a 
protein that combats these 
effects. 

Bacterial infection causes red 
blood cells to rupture, releasing 
the oxygen-transporting 
molecule haemoglobin. As this 
oxidizes, it releases free haeme, 
which can trigger programmed 
cell death. Miguel Soares at 
the Gulbenkian Institute of 
Science in Oeiras, Portugal, 
and his team found that mice 
lacking a protein that breaks 
down haeme had higher levels 
of haeme in their blood and 
an increased susceptibility 
to sepsis. In addition, 
administering extra haeme to 
normal mice pushed low-grade 
infections to become septic. 
But giving the animals a protein 

C E L L  B I O L O G Y

Thriving with 
genomic errors
Organisms with the wrong 
number of chromosomes 
often die or have growth 
abnormalities, yet most 

E C O L O G Y

Not-so-extinct 
animals
Of all the mammalian species 
thought to have become 
extinct since the year 1500, 
about one-third have at some 
stage been rediscovered.

Diana Fisher and Simon 
Blomberg at the University 

primary site by remodelling 
their environment. Michael 
Olson of the Beatson 
Institute for Cancer Research 
in Glasgow, UK, and his 
colleagues have identified two 
proteins, LIMK1 and LIMK2, 
that are active in cells on a 
tumour’s leading edge and 
seem to pave the way.

The LIMK proteins 
regulate actin, a key protein 
in the cellular skeleton. The 
researchers found that if these 
proteins were inhibited in 
cultured breast and skin cancer 
cells, the cells were still motile 
on a two-dimensional surface, 
but became less invasive in 
three-dimensional assays. 
Two processes normally 
associated with remodelling — 
degradation of nearby proteins 
and deformation of the matrix 
surrounding the cancer cells — 
were also impaired, suggesting 
that the cells failed to reshape 
their environment and forge a 
way out. 
J. Cell Biol. doi:10.1083/
jcb.201002041 (2010)

cancers have the same error 
and thrive. To figure out 
how cancer cells overcome 
this growth disadvantage, 
Angelika Amon at the 
Massachusetts Institute of 
Technology in Cambridge and 
her colleagues analysed the 
genomes of 14 yeast strains 
with extra chromosomes 
and higher growth rates. 
The researchers teased out a 
mutation in a gene coding for 
an enzyme known as Ubp6. 
This enzyme normally works 
to remove a molecule called 
ubiquitin from proteins, 
preventing the proteins from 
being degraded in the cell. 

The researchers found that 
some strains with the Ubp6 
mutation proliferated faster 
than similar ones without the 
mutation. These strains also 
had protein compositions that 
were closer to those of normal 
yeast cells than were those of 
strains without the mutation, 
suggesting that the Ubp6 
mutants degrade the excess 
proteins generated by their 
extra chromosomes.
Cell 143, 71–83 (2010) 

of Queensland in Brisbane, 
Australia, examined the 
scientific literature and 
compared past and present 
Red Lists of threatened species 
compiled by the International 
Union for Conservation of 
Nature. The authors’ analysis 
revealed that animal species 
that have suffered habitat 
loss are more likely to be 
rediscovered than those that 
have become extinct owing to 
over-hunting, or introduced 
predators or disease. 

Furthermore, iconic species 
such as the Tasmanian tiger 
(Thylacinus cynocephalus) are 
searched for more frequently 
— and with less success — 
than less-iconic animals, such 
as the Australian lesser stick-
nest rat (Leporillus apicalis), 
which may still exist.
Proc. R. Soc. B doi:10.1098/
rspb.2010.1579 (2010)
For a longer story on this 
research, see go.nature.com/
bwheEM
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called haemopexin neutralized 
haeme’s toxic effects. 
Sci. Transl. Med. 2, 51ra71 (2010)
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The completion of a 10-year,  
US$650-million project to record 
ocean biodiversity was announced at a 
symposium in London on 4 October. 
Begun in 2000, the Census of Marine 
Life employed more than 2,700 
scientists to catalogue the diversity, 
distribution and abundance of life 
in the world’s seas. It has logged 
nearly 30 million observations and 
has described more than 1,000 new 
species — such as the ‘Yeti crab’ Kiwa 
hirsuta (pictured, right), discovered 
in 2005. Despite such successes, the 
organization that got the project 
started — the Sloan Foundation in 
New York — is not funding a second 
census, and no other major sponsors 
have stepped up (see Nature 467, 
514–515; 2010). 

Ocean census

Oil-spill research
Details of BP’s ten-year 
US$500-million research 
programme to monitor 
environmental damage 

R e s e a R c h

Earth-like planet
Astronomers have found the 
first potentially habitable 
planet outside our Solar 
System. Steve Vogt of the 
University of California, 
Santa Cruz, Paul Butler of 
the Carnegie Institution of 
Washington in Washington 
DC and their colleagues 
declared the finding on 
29 September. A paper is in 
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Unethical study
The US government on 
1 October issued a formal 
apology for a 1946–48 study 
in Guatemala on potential 
treatments for syphilis, 
in which as many as 696 
prisoners, soldiers and 
mental-health patients were 
infected with or exposed to the 
disease. The study, conducted 
by US-funded scientists, was 
unearthed by Susan Reverby, 
a professor of women’s 
studies at Wellesley College in 

French budget
France’s ministry of science and 
higher education was spared 
deep cuts in the country’s 
deficit-reducing budget for 
2011, announced last week. 
Research minister Valérie 
Pécresse said the ministry 

China’s Moon shot
China’s second unmanned 
lunar probe, Chang’e 2, was 
due to be orbiting the Moon 
five days after its launch 
on 1 October. The probe is 
carrying a laser altimeter and 
a camera to survey prospective 
sites for a Moon lander, itself 
expected to launch in 2013. 

NASA budget
NASA’s future priorities were 
firmed up on 29 September 
when a three-year, US$58-
billion outline budget for 
the agency was passed by 
Congress. The act instructs 
NASA to use resources from 
a cancelled Moon-rocket 
programme to develop a 
heavy-lift vehicle for missions 
to deep space, and provides 
$1.6 billion to commercial 
companies building rockets to 
reach the International Space 
Station. It also calls for an 
additional Space Shuttle flight 
before the fleet retires in 2011, 
at a cost of $500 million, which 
may divert resources from 
research. See go.nature.com/
ngtqnb for more.

P o l i c y

Stem-cell stay
US federal funding for human 
embryonic stem-cell (hESC) 
research can continue while 
a lawsuit seeking to block it 
works its way through the 
courts, a District of Columbia 
appeals court ruled on 
28 September. The ruling 
puts a long-term stay on a 
preliminary injunction, which 
froze new and unpaid grant 
monies, that a lower court 
issued on 23 August. It had 
agreed with plaintiffs arguing 
that hESC research violates 
federal law by destroying 
embryos. The government is 
appealing that decision. Oral 
arguments in the case are to 
be scheduled shortly after 
4 November, the date by which 
appeal briefs must be filed. For 
updates, see www.nature.com/
stemcellfunding. would get a €4.7-billion 

(US$6.4-billion) increase over 
last year, although €3.5 billion 
of this comes from last year’s 
research stimulus package, 
much of which cannot be 
spent immediately. Cash 
directly for research would 
rise by €468 million, or 1.9% 
— inflation is currently 1.4%. 
French unions note that in 
real terms some core-research 
funding agencies — such as 
the marine research agency 
(IFREMER) and the national 
research centre (CNRS) will see 
budgets drop. See go.nature.
com/sj17nq for more.

press at The Astrophysical 
Journal. The planet, the sixth 
to be detected orbiting Gliese 
581, a cool red dwarf star 
20.3 light years from Earth, 
is 3–5 times Earth’s mass; its 
average surface temperature 
is 228 K, or higher if the 
planet has an atmosphere. 
Astrophysicist Sara Seager 
of the Massachusetts 
Institute of Technology in 
Cambridge says the discovery 
is both “incremental and 
monumental”. See go.nature.
com/n9eg4y for more.

from the oil spill in the Gulf 
of Mexico were belatedly 
announced on 29 September. 
BP had pledged the money 
in May, but an edict from the 
White House in June stalled 
much of its distribution, by 
directing that the company 
coordinate its efforts with state 
authorities. The programme 
will now be administered by 
BP and a partnership of five 
Gulf Coast states; BP and the 
partnership will appoint an 
equal number of scientists to 
a peer-review research grants 
board.
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ComiNg up
10–13 OctOber
Evidence on what 
drove the evolution of 
marine animals that 
once lived on land, such 
as penguins and sea 
turtles, is presented at 
the Society of Vertebrate 
Paleontology’s 70th 
anniversary meeting, 
in Pittsburgh, 
Pennsylvania.
go.nature.com/tdkswu

11–13 OctOber
Cancer genome 
sequencing and the 
Human Microbiome 
Project are discussed at 
a Beyond the Genome 
meeting, at Harvard 
Medical School in 
Boston, Massachusetts.
go.nature.com/9avsal

BuSiNESS wAtCh
Amyris Biotechnologies, a synthetic-
biology start-up co-founded by engineer 
Jay Keasling at the University of California, 
Berkeley, has had a modest stock-market 
debut. The firm, of Emeryville, California, 
engineers yeast to make hydrocarbon fuels 
and other chemicals from sugarcane. On 
28 September, Amyris raised US$85 million, 
selling 5.3 million shares at $16 apiece; the 
price climbed 8% by the end of that week. It 
had hoped for $100 million. The launch can 
still be considered a success, as the biofuels 
market is weak and many firms are seeing 
low valuations, says Mark Bunger, research 
director of business consultancy Lux 
Research in San Francisco, California. 
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GREENTECH IPO
Investors cautiously welcomed the initial public
o�ering of synthetic biology start-up Amyris.
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Nobel physicist dies
Georges Charpak, who 
won the 1992 Nobel Prize 
in Physics for inventing the 
principles behind modern 
particle detectors, died on 
29 September aged 86. From 
1959, he worked at CERN, 
Europe’s premier particle-
physics laboratory near 
Geneva, Switzerland. His 
designs enabled researchers 
to track many particles 
electronically in real time. The 

NSF head approved
The US Senate on 
30 September confirmed 
Subra Suresh as director 
of the National Science 
Foundation (NSF) for a six-
year term. Nominated for 
the post by President Barack 
Obama’s administration in 
June, Suresh was previously 
dean of engineering at the 
Massachusetts Institute of 
Technology in Cambridge 
(see Nature 465, 673; 2010). 
He replaces nuclear engineer 
Arden Bement.

B u s i n e s s

Patent pool nudge
The US National Institutes 
of Health has given a small 
but symbolic boost to a 
fledgling effort to speed 
access to affordable HIV/
AIDS medicines in developing 
countries. The agency said 
it would become the first to 
share a drug patent with the 
three-month-old Medicines 
Patent Pool (MPP), an 
initiative backed by the 
international drug-purchasing 
facility UNITAID. The health 
agency will license to the MPP 
its patent on the anti-retroviral 
drug darunavir. That won’t 
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Herpes vaccine fail
An experimental vaccine 
against herpes simplex 
virus (HSV) failed to 
prevent infection in a 
trial of more than 8,000 
women, its manufacturer 
GlaxoSmithKline announced 
last week. The drug firm, 
based in London, plans to 
scupper the Simplirix vaccine. 
Despite a huge potential 
market, investors didn’t 
have high expectations for 
Simplirix, says Hedwig Kresse, 
at Datamonitor in London. 
There were already questions 
over its effectiveness.

immediately allow a cheaper 
generic version, as additional 
darunavir patents are held 
by drug maker Tibotec, a 
subsidiary of US firm Johnson 
& Johnson. Tibotec is in 
discussions with the MPP, a 
spokeswoman said.

technique involved an array 
of parallel wires suspended 
in a gas. A particle passing 
through the gas would create 
ions, which were attracted to 
the wires, producing a current. 
That design “wasn’t the most 
elegant”, he said, “but it was 
useful”.

Schön keeps PhD
A court in Freiburg, Germany, 
on 27 September upheld the 
right of disgraced physicist 
Jan Hendrik Schön to keep 

a w a R d s

Nobel winners
Robert Edwards won the 2010 
Nobel Prize in Physiology or 
Medicine for his development 
of in vitro fertilization. 
The Nobel Prize in Physics 
went to Andre Geim and 
Konstantin Novoselov for their 
experiments on graphene. 
See pages 641–642 for more. 
Nature went to press before the 
chemistry prize was awarded, 
but full details will be available 
at go.nature.com/4bmndd. 

Plants under threat
More than 20% of the world’s 
380,000 plant species are at 
risk of extinction, making 
plants more threatened than 
birds, says the first global 
analysis of plant biodiversity. 
The study, called the Sampled 
Red List Index for Plants, was 
conducted by researchers at 
the Royal Botanic Gardens, 
Kew in the UK, and was 
published on 28 September. 
Seed-bearing plants, or 
gymnosperms, are most at 
risk; habitat loss is the biggest 
threat to survival. See nature.
com/7gf5lu for more.

his doctoral degree. The 
judgement reverses a 2004 
decision by Schön’s alma 
mater, the University of 
Konstanz in Germany, to 
withdraw his 1997 PhD 
because his later behaviour 
showed him “unworthy” 
to hold it. The university is 
considering an appeal. Schön, 
who was a staff physicist at 
Lucent Technologies’ Bell Labs 
in New Jersey, is notorious 
for perpetrating a remarkable 
string of fabrications in 
high-profile papers published 
between 2000 and 2002 in the 
fields of organic and molecular 
electronics. 

Massachusetts. She alerted the 
government to her findings 
before publishing them. See 
p.645 for more.
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Q&A The historian who 
uncovered the Guatemala 
syphilis scandal p.645

POLICY Top US court to rule on 
investigations into scientists’ 
private lives p.644

b y  A l i s o n  A b b o t t

Very few scientists can say that four mil-
lion people are alive because of their 
work, but Robert Edwards is one of 

those few. His development of the technique 
at the heart of that claim — in vitro fertilization 
(IVF) — has won him this year’s Nobel Prize in 
Physiology or Medicine. 

To make IVF possible, Edwards had to solve 
numerous problems in basic biology — some 

of which opened the door for embryonic stem-
cell research — while facing bitter opposition 
from churches, politicians and even some of 
his eminent colleagues at the University of 
Cambridge, UK. An outgoing yet thoughtful 
personality who eagerly engaged in public 
debate, Edwards was hurt by charges that his 
work was unethical.

But thanks also to his collaboration with 
another outsider, Patrick Steptoe, an obste-
trician at the Oldham and District General 

Hospital, the world’s first test-tube baby, Lou-
ise Brown, was born in 1978. Within five years, 
150 test-tube babies had been born worldwide. 
Since then, IVF has become mainstream, and 
Edwards and Steptoe have been lauded for help-
ing give life to millions. Had he not died in 1988, 
Steptoe would probably have shared the prize.

In 2001, Edwards won a Lasker award, which 
often presages the Nobel. Two years ago he cel-
ebrated the 30th anniversary of IVF at a sym-
posium where the impact of this work on many 
levels of society — biology and medicine, but 
also law, ethics, the arts and social anthropol-
ogy — was discussed. At 85, Edwards is now 
too frail to give interviews, but his wife told the 
Nobel Foundation of his happiness at receiving 
the prize. “No other scientist could have trans-
formed so many aspects of our society,” says 
Martin Johnson, one of Edwards’s first gradu-
ate students and now professor of reproductive 
sciences at the University of Cambridge.

Edwards began his research career in the 
early 1950s working on the reproductive biol-
ogy of mice. After harvesting eggs from female 
mice, he learned how to coax them, and eggs 
from other species, to mature and be fertilized 
in a test tube. He also worked out how to con-
trol the timing of the rodents’ ovulation — 
which annoyingly tended to happen at night 
— by administering certain hormones.

Soon after he joined the National Institute 
for Medical Research in London in 1958, 
Edwards began applying his findings, and 
those of other groups working on reproduc-
tive biology, to humans. He acquired slices of 
human ovaries from surgeons, and from these 
he isolated immature eggs. He spent two disap-
pointing years failing to coax them to mature 
in vitro, until he realized that the process 
required at least 24 hours of incubation, not 
the 12 hours that rodent eggs required. “It is 
these empirical observations that move science 
forward,” says Ian Wilmut of the MRC Centre 
for Regenerative Medicine at the University of 
Edinburgh, UK, who also had to modify the 
conventional timing of cell incubation to cre-
ate the first cloned mammal, Dolly the sheep. 
“These things seem very small in retrospect, 
but they are critical.”

By 1968, Edwards had fine-tuned the matu-
ration of human eggs, learning how to fertilize 
them with the potential father’s sperm and to 
prod them into forming embryos that could 
be implanted. Having moved to the Univer-
sity of Cambridge he needed a collaborator to 
help him apply these techniques in human 

A w A r d s

Baby boom bags 
Nobel prize
UK pioneer of in vitro fertilization wins medicine honour.

Robert Edwards (pictured in 1989) overcame a series of obstacles to make in vitro fertilization a reality.
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patients. Having read about Steptoe’s pio-
neering work on laparoscopy — the placement 
of a fibre-optic endoscope into the abdomen 
to view internal organs — in his small hospital 
in northern England, Edwards picked up the 
phone. Steptoe was already using the method 
to withdraw fluid from the reproductive tract 
and agreed that he could also use it to extract 
eggs. Working as equal partners, the pair set 
out their own ethical guidelines, agreeing to 
stop if patients or children were endangered, 
but not in deference to what Edwards called 
“vague religious or political reasons”.

The UK Medical Research Council refused to 
fund their work, believing it could lead to babies 
with severe abnormalities, and disapproving of 
the pair’s high profile in the media (M. H. John-
son et al. Hum. Reprod. 25, 2157–2174; 2010). 

Johnson recalls the “strange atmosphere” 
in the 1960s and 1970s, when the prospect of 
overpopulation seemed to be a bigger societal 
concern than infertility. “There was no aware-
ness then of the personal pain of infertility,” 
he says. “I remember eminent Cambridge sci-
entists would tell us that our PhD supervisor 
was off his rocker.” He also recalls Max Perutz 
and James Watson, both Nobel laureates at 
Cambridge, telling him it was irresponsible 
to interfere with the beginning of life. “Often 
people refused to speak to us in the tea room 
because they disapproved of what we were 
doing.” Johnson stuck by Edwards though, 
finding him “inspirational and visionary”. 

The technique has not only benefitted infer-
tile couples — it can also help parents to avoid 
passing on serious inherited diseases such as 
cystic fibrosis or Huntington’s disease to their 
children, by selecting embryos that are free of 
dangerous mutations for implantation.

In addition, it has enabled the field of human 
embryonic stem-cell research. Reproductive 
biologist Outi Hovatta of the Karolinska Insti-
tute’s IVF clinic in Stockholm, where new 
human embryonic stem-cell lines are derived 
from spare embryos, says that Edwards was the 
first, in 1984, to publicly discuss the benefits of 
such cells to medical research, and the ethical 
dilemmas that would inevitably accompany 
them. He was equally prescient on the need 
for oversight of his powerful technique, advo-
cating in 1971 that a legal authority should be 
established to control IVF. The UK Human 
Fertilisation and Embryology Authority was 
founded 20 years later. ■

b y  G e o f f  b r u m f i e l

Sheets of carbon with the potential to 
revolutionize electronics and materials 
science have bagged this year’s Nobel 

Prize in Physics. Andre Geim and Konstantin  
Novoselov at the University of Manches-
ter, UK, have been awarded the prize for 
their work on graphene, a one-atom-thick 
hex agonal mesh of carbon atoms that has 
become physicists’ material du jour.

Geim and Novoselov reported the first free-
standing graphene samples in 2004, having 
used little more than adhesive tape to create 
the material. Their team stuck the tape to a 
piece of graphite, peeled off flakes of carbon 
and then separated graphene from the rest of 
the flakes. Placing the graphene onto a silicon 
substrate, the researchers showed that it is a 
good electrical conductor1.

Graphene’s relatively recent rise to promi-
nence makes it an unusual candidate for a 
Nobel, and marks the shortest lag-time 
between experiment and award since Johannes  
Georg Bednorz and Karl Alexander Müller 
won the physics prize for their discovery 
of high-temperature superconductivity in 
1987, 18 months after their findings were 
published.

“I think very few doubted that there would 
be a Nobel prize,” says Andrea Ferrari, an elec-
trical engineer at the University of Cambridge, 
UK, who researches graphene applications. 
But, he adds, “I was surprised that it came so 
early.” The award caught even Geim off guard. 
“When I got the telephone call, I thought, ‘oh 
shit!’”, he told reporters at a press conference 
shortly after the announcement. “The second 
thought that came to my mind was, ‘Oh dear, 
I will not win many more prizes’.”

Graphene’s win may be down to the 
astonishing speed at which the field has 
developed. Almost immediately after its 

discovery, researchers realized that graphene 
was no ordinary material. Electrons travel-
ling through the sheets display unusual quan-
tum behaviours that can be easily studied2,3. 
Graphene’s two-dimensional nature, and its 
atomic structure, also causes electrons to 
move through it much faster than they do 
through materials such as silicon.

These properties make graphene a hot 
prospect for constructing computer chips. 
Although the sheets themselves do not 
behave as semiconductors, thin ribbons of 
graphene do. The ribbons’ properties are not 
ideal for electronics, but advocates believe 
that graphene’s speedy electrons and poten-
tial affordability could allow it to one day 
supplant silicon. A nearer-term use may be 
as a transparent, conducting layer in touch 
screens4, or as flexible displays. 

Graphene has also been teamed with DNA 
to create a chemical sensor, and can even act 
as a sponge to clean polluted water. Geim 
thinks that the material has the potential to be 
as revolutionary as plastics. “My hope is that 
graphene and other two-dimensional crystals 
will change our everyday lives,” he says. ■

1. Novoselov, K. S. et al. Science 306, 666–669 
(2004).

2. Zhang, Y. et al. Nature 438, 201–204 (2005). 
3. Novoselov, K. S. et al. Nature 438, 197–200 

(2005).
4. Kim, K. S. et al. Nature 457, 706–710 (2009).
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Graphene speeds pair 
to Stockholm win
Research on carbon sheets scores Nobel Prize in Physics.

more 
nobels 
online

P o d C A s t

● Join Nature’s podcast team for 
more discussion of this year’s Nobel 
prizes
www.nature.com/nature/podcast
● Listen to a 2007 interview with the 
‘godfather of graphene’, Andre Geim
go.nature.com/EWfJzA

l At e s t  n e w s

Catch Nature’s 
coverage of  
the Nobel 
Prize in 
Chemistry 
at go.nature.
com/4BmnDD 

f r o m  t h e  A r C h i v e

● Robert Edwards’s Commentary 
on IVF and the history of stem cells 
go.nature.com/XzoH76
● The future of reproductive medicine 
go.nature.com/z8VL6p
● Graphene gets ready for the big 
time go.nature.com/spRvF5

Konstantin Novoselov (left) and Andre Geim: 
from sticky tape to Nobel prize in just six years.
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b y  m e r e d i t h  w A d m A n

Is alcohol a drug? Biochemically, the answer 
seems clear: the health effects of ethanol are 
well documented, as is its addictive nature. 

Yet culturally, politically and economically alco-
hol stands apart from other drugs, as does the 
research that has built up around it. 

This conundrum has now acquired a practi-
cal urgency, thanks to a debate within the US 
National Institutes of Health (NIH). Should 
separate research institutes for drugs and 
alcohol be dissolved and replaced by a unified 
addictions institute? 

“We’ve been talking about this for a dozen 
years. It’s time to just do the right thing,” said 
Harold Varmus, director of the National Cancer 
Institute and a proponent of the plan, at a meet-
ing of the NIH’s Scientific Management Review 
Board in Bethesda, Maryland, on 15 Septem-
ber. The board voted 12–3 to recommend  
dismantling the National Institute on Drug 
Abuse (NIDA) and the National Institute on 
Alcohol Abuse and Alcoholism (NIAAA) in 
favour of a new entity that would house the 
addiction work of both, along with that of other 
NIH institutes. Non-addiction programmes 
would be moved elsewhere within the NIH. 

Rarely has an issue caused such division in 
the NIH: earlier this year, advisers to NIAAA 

voted unanimously against the plan, whereas 
advisers to NIDA voted unanimously for it. 

“It makes infinite scientific sense,” says Alan 
Leshner, chief executive of the American Asso-
ciation for the Advancement of Science in 
Washington DC, who directed NIDA from 1994 
to 2001. “There’s no question that these are all 
drugs of abuse and addiction and they should be 
treated together, dealt with together.” 

“It’s a terrible idea,” counters Enoch Gordis, 
director of the alcohol institute for 15 years, until 
2001. “This is not a meeting of equals. This is 
one institute trying to take over another.” 

The angst at NIAAA stems in part from a 
fear of being swallowed: with a 2010 budget 
of US$462 million, the alcohol institute is less 
than half the size of the $1-billion NIDA. Since 
2004, external researchers funded by NIAAA 
have also enjoyed better grant-application  
success rates than have those seeking funding 
from the drug institute (see graph).

Alcohol-institute defenders argue that the 
loss of an independent NIAAA will discour-
age scientists from entering the field, obscure a 
social problem far more costly than drug abuse, 
rob the smaller institute of agility in respond-
ing to opportunities and imperil its systems 
approach to the study of alcohol toxicity. (Under 
the proposal, studies of end-organ damage such 
as liver cirrhosis, and of related conditions such 
as fetal alcohol syndrome, would move to other 
institutes.) Groups including the American 
Association for the Study of Liver Diseases in 
Alexandria, Virginia, and the National Organi-
zation on Fetal Alcohol Syndrome in Washing-
ton DC have vocally opposed the merger. So has 
Mothers Against Drunk Driving, a non-profit 
organization based in Irving, Texas. 

Although the alcohol industry is unlikely 
to relish its legal product being lumped in for 
study with street drugs such as cocaine and 
heroin, it has so far remained silent. US Trade 
groups including the Beer Institute, the Wine 
Institute, the American Beverage Institute 
and the Distilled Spirits Council of the United 
States all declined to comment for this article. 

Proponents of consolidation argue that 
because illegal-drug abusers and addicts often 
also abuse alcohol, their maladies are best 
understood and treated under the auspices of 
one institute. “The idea of a single strong insti-
tute that powerfully pushes forward the fron-
tier in addiction research is certainly exciting,” 
says Daniele Piomelli, a pharmacologist at the 
University of California, Irvine, who is funded 
by both institutes. Still, he adds, “the big risk is 
that in the end the overall funding will decrease, 
because we have one institute instead of two”. 

To move forward, the proposal must be 
approved by NIH director Francis Collins, be 
signed off by the Department of Health and 
Human Services and elicit no objections from  
Congress. Three weeks ago, Collins promised a 
decision “in the fairly near future” but didn’t tip 
his hand. He is also considering an alternative 
proposal that would “functionally” integrate 
addiction research at the NIH through coordi-
nation and collaboration between institutes. 

Smaller NIH institutes are eyeing the proceed-
ings, wondering whether they will be next. 

If there is an argument for consolidating insti-
tutes, “it is much more far-reaching than just 
merging two”, says William Roper, a member 
of the NIH review board and dean of the Uni-
versity of North Carolina School of Medicine 
in Chapel Hill. Roper says that, if consolidation 
went ahead, he would choose to reduce the 20 
current institutes to as few as 10, and “really have 
at it and make some significant changes”. ■

P o l i C y

Plan for addiction 
institute splits NIH
Researchers are divided after a vote to combine work on 
drugs and alcohol in one unified body. 

GRANT DATA DISTILLED
Since 2004, alcohol-institute grant applicants
have enjoyed discernibly better success rates 
than drug-institute grant applicants.
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b y  E u g E n i E  S a m u E l  R E i c h

For Robert Nelson, a planetary scientist 
who led the science team for NASA’s Deep 
Space 1 flyby of Comet Borelly in 2001, the 

happiest day of the past three years came when a 
respected civil-rights law firm agreed to take on 
his lawsuit against the US space agency. 

This week, Nelson v. NASA reaches the US 
Supreme Court, which will have to decide 
whether to uphold a lower court’s preliminary 
injunction halting extensive investigations into 
the personal lives of employees at the Jet Propul-
sion Laboratory (JPL) in Pasadena, California. 
The case may have far-reaching implications 
for the privacy rights of scientists receiving  
US government funds. 

“Yes, the investigators 
even want to ask about 
who we’ve slept with,” 
Nelson told a press con-
ference convened last 
week by the Union of 
Concerned Scientists 
(UCS), an advocacy 
group in Cambridge, 
Massachusetts, which 
has filed a brief with the 
court in support of Nel-
son and 27 co-plaintiffs.

T h e  b a ck g rou n d 
investigations stem from Homeland Security 
Presidential Directive 12, introduced in 2004 
during the administration of George W. Bush. 
Its purpose was to institute a standard identi-
fication badge to gain access to federal facili-
ties, although the procedure needed to obtain 
the badge was left up to individual agencies. 
NASA required its contractors’ employees to 
sign a waiver permitting investigators to collect 
“any adverse information” from anyone they 
liked, including information related to “abuse 
of alcohol and/or drugs”, “mental or emotional 
stability”, “general behavior or conduct”, or 
“other matters”. 

Most of the JPL’s 5,000 or so workers are 
employed by the Pasadena-based California 
Institute of Technology — which runs the JPL 
under contract with NASA — and are therefore 
subject to the wide-ranging inquiries required 
by NASA’s reading of the presidential directive. 
In August 2007, under threat of losing their jobs, 
Nelson and the 27 other JPL employees sued 

rather than submit to the extra investigations. 
On 5 October, the day of the JPL’s dead-

line requiring them to sign the waiver or be 
dismissed, an appeals court issued a prelimi-
nary injunction stating that the investigations 
infringed a constitutional right to privacy 
because they were not narrowly tailored to 
national security interests. Two subsequent 
rulings by the same court set the injunction on 
course to become permanent, but in November 
2009 the US Department of Justice appealed to 
the Supreme Court, which will hear the case 
on Tuesday and could issue an opinion any 
time after that. The current Supreme Court 
has heard few cases balancing privacy rights 
with national security, making it unclear  

which way it will rule.
The US Department  

of  Just ice  d id  not 
respond to a request for 
comment. In its brief 
to the Supreme Court, 
it describes the investi-
gations as “basic back-
ground checks” that are 
needed to ensure the 
safety and security of 
federal facilities. It also 
notes that the US Pri-
vacy Act should prevent 
the personal information 

that is collected from ever becoming public.
In a brief supporting the scientists, the 

American Astronomical Society (AAS) in 
Washington DC argues that the case could set 
a precedent that would allow similarly open-
ended investigations of any scientist who needs 
access to federal facilities or who is applying 
for federal grant money. “We were concerned 
that this was impacting some people’s ability 
to do research,” says AAS president Debra 
Elmegreen, an astronomer at Vassar College 
in Poughkeepsie, New York. Kurt Gottfried, 
an emeritus professor of physics at Cornell  
University and a UCS board member, told the 
press conference that the Obama administra-
tion was taking essentially the same approach 
to national security as that of Bush. “This policy 

will set a harmful prece-
dent. It will make it much 
more difficult to retain 
and attract top scientific  
staff,” he said. ■

c i v i l  R i g h t S

NASA privacy case 
goes to highest court
The US Supreme Court will rule on sweeping background 
checks on scientists at the Jet Propulsion Laboratory.

The Jet Propulsion Laboratory in California.

 Nature.com
Why are Saturn’s 
rings so icy?
go.nature.com/qwpkxw 
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Why did the US government do this research?
By 1946 it was known that syphilis could be 
cured with penicillin. The primary aim of the 
study was to look at whether penicillin could 
also be used as a prophylaxis to get rid of the 
disease before it established itself in the body. 
They were looking for something that would 
be more successful than the ‘pro-kits’ soldiers 
had been given during the Second World War, 
which required them to apply a mercury-based 
ointment. As you can imagine, there was not 
a lot of compliance with that approach. They 
were also interested in whether or not someone 
could be re-infected with syphilis once cured 
by penicillin.

The arrangements were set up through Juan 
Funes, a Guatemalan doctor who had previously 
trained with the US Public Health Service (PHS) 
and was then the chief of the venereal disease 
control division of the Guatemalan Sanidad 
Publica. Funes and [PHS researcher] John Cut-
ler, who later participated in the Tuskegee exper-
iments, essentially did the study together. 

How was the study conducted?
Prostitution was legal in Guatemala, as was 
bringing in a prostitute for sexual servicing of 
prisoners in the central penitentiary. They plied 

some of the prisoners with alcohol and sent in 
prostitutes whom they knew were infected with 
syphilis. When not enough infection appeared 
and they couldn’t get enough cases, they made 
an inoculum. In later tests, they abraded peo-
ple’s bodies — their forearms, cheeks or penises 
— and applied the inoculum to a piece of cot-
ton or gauze that was held to the abrasion for 
an hour and a half to two hours. But they had 
trouble transferring the infection this way, and 
eventually interest waned. By 1948, the studies 
were called off. [The US Centers for Disease 
Control and Prevention (CDC) subsequently 
found that 427 of 696 subjects were judged to 
be infected; 369 of those subsequently received 
“adequate treatment” with penicillin.] 

Were these experiments approved?
You can’t just walk into the Guatemalan central 
penitentiary and start doing something like this 
without someone in charge saying yes. Likewise 
for the National Mental Health Hospital, where 
later studies were done. At the mental hospital, 
Cutler and Funes were able to arrange access 
by giving the institution things like a projector, 
and metal plates and utensils. They also pro-
vided the anti-epileptic drug Dilantin [pheny-
toin], because a lot of people in the hospital 

were actually epileptics and had no medicine 
to help them control their seizures. That was 
the trade-off with the asylum keepers.

Was any of this work ever published?  
No. In the early 1950s, Cutler was part of a 
syphilis inoculation project in Sing Sing Prison 
in New York. That study is published and they 
make it clear that they asked the permission of 
the prisoners. They don’t reference the Gua-
temala work. I think they knew it was on an 
ethical edge. And there were internal questions 
in the PHS about what they were doing.

But at the time, syphilis was an enormously 
debilitating disease that health officials were 
very worried about. They thought they were 
at war with the disease and they were trying 
to find things that would help. In a war there 
are soldiers. I think they saw their subjects as 
soldiers in that war.  

How did you come across all this?
Two years ago, while I was doing research at 
the University of Pittsburgh, I learned that 
Cutler, who had taught there, had left papers 
behind. I asked to see the papers in case there 
were any documents about Tuskegee I had not 
already seen. What I found was the Guatema-
lan material.

I was shocked. I could see the papers were 
talking about inoculations. I’ve been work-
ing on Tuskegee for two decades now and I’ve 
spent a lot of time explaining to people that 
no one was given syphilis in Tuskegee. So you 
can imagine what it was like to be sitting there 
reading this. It was just unbelievable.

What happened next?
After completing my book Examining Tuskegee 
I went back to the University of Pittsburgh in 
June 2009 and re-did my research on the Guate-
malan study to make sure I had it right. I wrote 
about it in an article that will be published [in 
the Journal of Policy History] this January. I gave 
a copy of it to David Sencer, who was the CDC 
director when Tuskegee broke in 1972 and who 
I’ve been in contact with since I interviewed 
him for the book. He felt this was important 
and asked if he could take it to people at the 
CDC. They, in turn, were shocked enough to 
send a syphilis expert back to Pittsburgh to look 
at the data. He confirmed what I had found and 
then it went up the chain of command.

What can today’s researchers learn from this?
Most US drug trials are now conducted interna-
tionally. We have controls in the United States, 
but what’s being done elsewhere in the world? If 
the Guatemalan study had been done by a pri-
vate drug company, I never would have known 
about it. The lesson for today is the importance 
of institutional review boards, and of making 
sure that informed consent is really understood 
and applied in international trials. ■

i n t E R v i E w  b y  i v a n  S E m E n i u k

Q&a Susan Reverby 
A shocking discovery
Susan Reverby is a historian and professor of women’s and gender studies at Wellesley College 
near Boston in Massachusetts. She is an authority on the notorious Tuskegee experiments, during 
which treatment was withheld from more than 600 African American men with syphilis. Her 
recent discovery that the US Public Health Service exposed several hundred Guatemalans to the 
disease in an undocumented research project in 1946–48 led last week to an official apology from 
the United States to the Guatemalan government and the promise of a full investigation.
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B Y  A l l A  K A t s n e l s o n

When the human genome was first 
fully sequenced, it was often 
described as the recipe for making 

a person. In reality, the genome is more like an 
entire cookbook that can produce hundreds 
of different cell types and a staggering range 
of cell functions depending on which genes 
are switched on and off. That switching is 
accomplished using a vast suite of epigenetic 
marks — molecular and structural modifica-
tions to DNA that do not change the underly-
ing sequence but ensure that the right genes are 
expressed at the right time.

This week, the Roadmap Epigenomics 
Project, a US$170-million effort to identify and 
map those marks — known collectively as the 
human epigenome — begins its first compre-
hensive data release. Although it is not the only 
such effort worldwide (see Nature 463, 596–
597; 2010), the US National Institutes of Health 
(NIH) epigenomics project is one of the most 

ambitious. The newly released data include 
more than 300 maps of epigenetic changes in 
56 cell and tissue types, and represent a sig-
nificant step towards the complete epigenome 
— the full picture of all the ways in which DNA 
can be modified, thus revealing the influence 
of epigenetics on cell development and its role 
in complex diseases (see graphic). 

Various epigenetic mechanisms regulate 
gene expression. These include different 
types of modification on the histone proteins 
around which genomic DNA winds; attach-
ment of methyl groups to the nucleotide cyto-
sine in DNA, an alteration that is thought to 
switch off genes; sites of high sensitivity to an 
enzyme called DNase I, which cleaves accessi-
ble DNA and marks the location of gene regu-
latory regions; and RNA 
transcription, which, 
although not a DNA 
mark, is one measure 
of the global epigenetic 
state, revealing how much 

protein a particular gene makes in different 
cells. The NIH project developed a standard-
ized protocol for measuring these four factors, 
and four designated centres around the United 
States have been charged with making reference 
maps of each type of modification in embryonic 
stem cells, induced pluripotent cells and in hun-
dreds of primary adult and fetal tissues. 

The project, slated to run for another five 
years, aims to produce maps for “a broad swathe 
of cell types that would be useful to disease 
research, fund work on specific diseases and 
develop novel technologies,” says John Satterlee, 
a behavioural geneticist at the National Institute 
on Drug Abuse in Rockville, Maryland, and one 
of the coordinators of the project. 

A vAriAble response
Some scientists have been wary of the mapping 
component’s ‘big science’ approach, fearing it 
will churn out data without ties to the biologi-
cal questions it is meant to address. Others 
have questioned the idea that reference maps 
can be useful to scientists who study specific 
diseases. Researchers would still have to make 
their own maps using cells from people with-
out disease, because most studies compare 
patients to healthy controls who are matched 
for factors such as age or sex, says John Greally 
at the Albert Einstein College of Medicine in 
New York. His projects on epi genomic factors 
that affect the developing fetus and that cause 
kidney disease receive funding from the NIH 
initiative. 

Moreover, adds Greally, whereas the four US 
mapping centres use highly sophisticated tech-
niques to produce their reference maps, indi-
vidual labs mostly use simpler, cheaper methods 
to determine epigenetic marks, so comparing 
their data to the reference maps may be tricky. 
“Having the [mapping] information is valuable 
in itself,” he says, “but the focus has got to be on 
how you use this to understand disease.”

So far, the wider community of researchers 
has largely been unaware of the effort’s exist-
ence. “We’ve sort of been in stealth mode,” says 
Joseph Ecker, a plant and molecular biologist 
at the Salk Institute for Biological Studies in 
La Jolla, California, whose lab is working with 
a mapping centre to produce reference maps 
of DNA methylation. The newly released data 
should push the project to a point where the 
information can be widely used by researchers 
in different fields, he says. 

Satterlee notes that the mapping compo-
nent is just one arm of the project, making 
up about $57 million of its total budget. The 
rest of the money is going to individual inves-
tigator grants, 53 of which have already been 
awarded. Indeed, says cell biologist Benjamin 
Tycko of Columbia University in New York, 
whose work on the role of DNA methylation 
in Alzheimer’s disease is funded by the project, 
“they’ve actually adopted a small lab approach” 
by funding research in labs with expertise on 
different diseases. ■

g e n e  e x p r e s s i o n

Epigenome effort 
makes its mark
Major release of maps charting non-genetic modifications 
goes beyond DNA in a bid to beat complex human disease.

EPIGENETIC EFFECTS

Epigenetic changes have been 
implicated in brain health, from 
cognitive decline in normal ageing 
to conditions such as Alzheimer’s 
disease, schizophrenia, bipolar 
disorder and autism.

A few disease studies in the NIH 
Roadmap Epigenomics Project.

Control of gene expression by 
epigenetic modi�cation could have 
a role in tumour formation, and 
could explain how environmental 
factors trigger cancer.

Molecular modi�cations to fetal and 
maternal DNA before birth could 
later make people susceptible to type 
2 diabetes or cardiovascular disease.

Complex chronic conditions such 
as systemic lupus erythematosus, 
asthma and insulin resistance in 
obesity and diabetes are thought to 
have an environmental component. 
Studies aim to identify how this 
can cause epigenetic changes that 
might a�ect disease progression. 

B R A I N  D I S O R D E R S

C A N C E R

P R E N A T A L  C H A N G E S

C H R O N I C  D I S E A S E S

 nAture.com
Global consortium 
sets target of 1,000 
epigenomes.
go.nature.com/FaEkfi
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B Y  D e c l A n  B u t l e r

Green groups have long alleged that 
the European Food Safety Authority’s 
(EFSA’s) scientific risk assessments of 

food, animal feed and agrochemicals tend to be 
too industry friendly. But the criticisms inten-
sified after last week’s accusation of a conflict of 
interest at the very top of the organization.

On 29 September, José Bové, a French farmer 
and a representative of the Europe Ecology 
party in the European Parliament, alleged that 
Diána Bánáti — chair of the EFSA management 
board from October 2008 to 30 June this year 
— had failed to declare that in April 2010 she 
had joined the European board of directors of 
the International Life Sciences Institute (ILSI), a 
non-governmental organization that is funded 
by food companies and 
seeks to coordinate and 
fund research and risk 
assessment.

Bové provided no 

evidence that Bánáti’s ILSI links had influ-
enced her actions at EFSA, and the board has 
no direct role in the agency’s risk assessments. 
EFSA points out that it has strict safeguards on 
conflicts of interest, but admits that the publicity 
over the affair risks harming public perception 
of its impartiality. Catherine Geslain-Lanéelle, 
EFSA’s executive director, says that the agency 
has “learned lessons” from the recent attacks, 
and is considering introducing tougher rules for 
the chairs and vice-chairs of panels. “Public per-
ception is important; we need trust,” she says.

Bánáti is director general of Hungary’s Cen-
tral Food Research Institute in Budapest, and 
she remains on the EFSA board — a part-time 
post that is unpaid. EFSA says that the omis-
sion in Bánáti’s declaration of interest — which 
was corrected last week — was an oversight on 
its part, and notes that ever since Bánáti joined 
the EFSA board in 2006, her membership of 
ILSI’s scientific and advisory committee has 
been declared on EFSA’s website.

Several other EFSA officials have links with 

ILSI. For example, Milan Kováč, a prominent 
food scientist and government official in the 
Czech Republic, who is on the boards of EFSA 
and ILSI, is also a member of the scientific advi-
sory board of the European Food Information 
Council, which is largely funded by food com-
panies. Many EFSA scientific opinions also cite 
ILSI-sponsored studies. 

ILSI insists that it is not a lobbying group. In 
a statement last week, the institute said that it 
seeks out top talent, and that it was “not sur-
prising” that the same individuals are sought 
by other public-health bodies. ■

r e g u l At i o n

Safety authority rebuts conflict claim
Greens highlight industry links in bid to discredit European food agency.

corrections
In ‘Science safe in Brazil elections’ (Nature 
467, 511–512; 2010) the graph should 
have read uS$ billions not uS$ millions.

In ‘Brawl in Beijing’ (Nature 467, 511; 
2010), the correct link to Fang Shimin’s 
website is www.xys.org.

 nAture.com
for a longer version 
of this story, see
go.nature.com/echhvp
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n 18 July, geophysi-
cist Reiner Rummel 
received a phone call 
that made his heart 
sink. The European 
Space Agency (ESA) 

had stopped receiving data from a €350-mil-
lion (US$471-million) satellite that Rummel 
had spent nearly 20 years designing, building, 
testing and shepherding into orbit. The craft, 
burdened with the unwieldy name of the Grav-
ity Field and Steady-State Ocean Circulation 
Explorer (GOCE), had been in space for little 
more than a year. Now it looked as if it might 
be lost for good, undone by a glitch in the com-
munications system that sends data back and 
forth from the satellite to the ground.

Rummel, who works at the Technical Uni-
versity of Munich in Germany and is joint 
principal investigator of the GOCE project, 
got little sleep throughout the summer as he 
and his colleagues tried various strategies to 
restore the on-board computer system, which 
had failed once before. Mission scientists 
developed software to combine the system 
with a back-up computer so that they could fix 
the apparent problem, but still the craft failed 
to respond. Then, in early September, ground 
controllers tried something new. They sent a 
signal to raise the temperature of GOCE’s com-
puter compartment. 

At stake was the most finely tuned gravity 
sensor ever to fly in space. GOCE was designed 
to map the subtle gravitational differences that 
arise across the globe because Earth’s mass of 
roughly six sextillion (1021) tonnes is not dis-
tributed evenly. Using data collected by the 
small satellite, researchers planned to con-
struct a sophisticated gravitational map called 
the geoid, accurate to the nearest centimetre: a 
fivefold improvement over previous efforts to 
map gravity from space. Such data would pro-
vide geoscientists with a global reference for 
precisely measuring the heights of continents, 
mountain peaks and the ocean surface, which 
is rising because of global warming.

GOCE data could also reveal the scars from 
a giant extraterrestrial impact 250 million 
years ago, keep tabs on the shifting tectonic 
plates that cause huge earthquakes, and help 
to measure the strength of ocean currents such 
as the Gulf Stream — critical information that 
will improve climate forecasts. 

All this explains why researchers were 
mightily relieved when, as the GOCE compu-
ter warmed up, it sputtered back to life. 

A mAssive mission
GOCE races across the skies at 30,000 kilo-
metres per hour, skimming the edge of Earth’s 
atmosphere at an altitude of about 250 kilo-
metres. The craft has to maintain such a low 
orbit to make its measurements because 
gravity falls off rapidly with distance. But fly-
ing through the atmosphere creates drag on 
the satellite, so project engineers have given it 

an unusually aerodynamic design and an ion 
engine to counteract the air friction. From its 
low orbit, GOCE’s main on-board instrument, 
a gravity gradio meter, is sensitive enough to 
measure the gravitational tug of giant reservoirs 
on Earth’s surface. 

The heart of the sensor consists of three 
pairs of cubes, arranged perpendicular to each 
other to form a three-dimensional cross. As the 
satellite passes overhead, the cubes each feel a 
different pull from the mountains and other 
masses on and below the planet’s surface. An 
electrostatic control system measures those 
differences with such precision that GOCE can 
detect changes on the order of one-millionth 
of the average strength of Earth’s gravity at the 
surface (see ‘The pull of the planet’).

Because the gradiometer is so sensitive, 

engineers could not truly test it before launch. 
They simulated zero gravity by dropping the 
sensor within a tall tower, but this was not an 
ideal test. “We’re basically flying a prototype in 
orbit,” says Rummel. 

After GOCE was launched in March 2009, 
it took several months to fix problems such as 
difficulties in orienting the satellite with the 
required accuracy. But the team eventually 
achieved the planned sensitivity for the gravity 
measurements, and released its first big batch of 
data at an ESA symposium in Norway in June. 
If no further glitches occur, GOCE will com-
plete its planned mission in April 2011.

“It’s a tremendous achievement,” says Philip 
Woodworth, a sea-level expert at the National 
Oceanography Centre in Liverpool, UK. 
“GOCE-derived gravity data will be usable 

After a near-death crisis, the best gravity sensor in 
space is back to full strength, providing data that will 
keep scientists on the level.

WEIGHING
THE WORLD
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for decades.”
Researchers are already turning the initial 

harvest of data into a highly accurate geoid, 
a mathematically derived surface resembling 
a hypothetical mean global sea level. Real sea 
levels respond to winds, currents and other 
dynamic features of the planet. The geoid, by 
contrast, reflects what the ocean surface would 
look like if the world were covered by a static 
skin of water whose height is influenced only 
by gravity. It is a bulbous affair, with bumps 
and dips matching mountains, ocean trenches 
and density variations deep within the planet. 
At every point, the force of gravity operates 
perpendicular to the surface of the geoid. 

The geoid was first conceived of in 1828 by 
German mathematician Carl Friedrich Gauss, 
who recognized that surveyors would need such 
a reference surface to determine the precise ele-
vation above sea level for any point on Earth. To 
this day, uncertainties in the height of the geoid 
make it difficult to compare altitude measure-
ments for different parts of Earth’s surface.

GOCE will finally remedy this. The global 
geoid derived from the gravity measurements 
taken since April shows, among other things, 
a pronounced ‘depression’ in the Indian Ocean 
and ‘plateaus’ in the North Atlantic and west-
ern Pacific — mirroring convective activity 
and density anomalies in Earth’s mantle. More 
of these delicate features will be added to the 
map in the coming months. 

Current events
Geodesists — scientists who study Earth’s 
shape — have for the past few years been using 
a different space mission to map the planet’s 
gravity field. The Gravity Recovery and Cli-
mate Experiment (GRACE), a joint mission 
of NASA and the German space agency, was 
launched in 2002 and uses a pair of satellites 
to measure relatively large-scale gravity vari-
ations, such as the loss of mass from melting 
sections of the Greenland ice cap. GOCE adds 
detail to the picture, with gravity measurements 
five times more precise than those of GRACE 

and with almost three times higher spatial 
resolution. Armed with its data, researchers 
will be able to distinguish between the ocean 
topography shaped by gravity and that of the 
‘hills’ and ‘valleys’ of water created by wind, 
pressure gradients and Earth’s rotation.

That will help scientists to measure ocean 
circulation, because large currents are slightly 
higher than the surrounding ocean, with the 
topographic height of the current directly 
related to its strength. “You can think of the 
Gulf Stream as a gentle hill that you’d need to 
climb if you could walk from Boston to the 
Bermudas,” explains Woodworth. “If you’re 
able to accurately measure the shape of the 
hill you can calculate the mean strength of 
the flow.”

GOCE-derived data should therefore allow 
researchers for the first time to calculate the 
mean strength of the Gulf Stream, which car-
ries warm water north from the Gulf of Mexico 
towards the Arctic. Such data on this and other 
currents are essential for improving computer 
models of the ocean and the atmosphere. 

Geoid information should also help to deter-
mine the mean sea level to within a few milli-
metres, something not possible before. Local 
sea-level changes, such as those from one year 
to the next, can be measured by radar altimetry 
and tide gauges. But geodesists need an accurate 
global reference to compare measurements on 
different continents. 

Even regional comparisons are difficult 
without an accurate geoid. For example, the 
UK National Tide Gauge Network suggests 
that the sea level off the north coast of Scotland 
is 30–40 centimetres lower than that off the 
coast of Cornwall, a difference that is almost 
certainly an artefact caused by levelling errors, 
says Woodworth.

The high-resolution gravity data from GOCE 
will also help to measure ice loss from Antarc-
tica and Greenland, and can aid geologists in 
assessing the potential for large earthquakes. 
The biggest shocks, such as the magnitude-8.8 
quake that struck Chile in February, rearrange 

Earth’s tectonic plates, causing a change in the 
gravity field that can be sensed from space. 
GOCE data will give researchers new clues as to 
how masses of different densities readjust before 
and after large seismic events — and whether 
it is possible to measure gravity effects before 
the ground ruptures, says Roberto Sabadini, a 
geophysicist at the University of Milan in Italy, 
and a participant in GOCE.

The gravity data may even help to shed light 
on a planetary disas-
ter: the ‘Great Dying’ 
that wiped out a large 
fraction of existing 
species 250 million 
years ago, at the end of 
the Permian period. 
Ralph von Frese, a 
geophysicist at Ohio 
State University in 
Columbus, belongs 
to a school of scien-

tists who suspect that this mass extinction was 
triggered by the impact of a giant meteorite, 
more than twice the size of the one thought to 
have killed the dinosaurs 65 million years ago. 
Their search for the crater left by this enormous 
impact focuses on eastern Antarctica, where 
GRACE data and airborne-radar imagery indi-
cate there might be a depression, 500 kilometres 
in diameter, under the 2–3-kilometre-thick ice 
in Wilkes Land (R. R. B. von Frese et al. Geo-
chem. Geophys. Geosyst. 10, Q02014; 2009).

The impact would probably have lifted 
high-density mantle material into Earth’s 
crust, causing a lasting gravity anomaly. But 
because the GRACE signal is blurry, von Frese 
is eagerly awaiting GOCE data that could back 
his theory.

He and others are crossing their fingers that 
the fragile satellite will stay healthy for the next 
six months and complete its mission without 
any more drama. ■

Quirin Schiermeier is a senior reporter with 
Nature in Munich, Germany.

The graviTy 
daTa may 
even help To 
shed lighT on 
a planeTary 
disasTer

 SURFACE COMPARISON 
 The geoid di�ers from Earth's 

topographic surface and from the ellipsoid, 
a simple surface that represents the 
overall shape of the planet.

 GRAVITY GRADIOMETER 
 The satellite carries a sensitive 

gradiometer, which detects gravitational 
variations around Earth by measuring
the pull on six metal cubes.

 GOCE
 The €350-million 

GOCE (Gravity Field and 
Steady-State Ocean 
Circulation Explorer) 
satellite was launched 
in March 2009. 

THE PULL OF
THE PLANET

2

�

 GEOID 
 These gravity data can 

be used to map the geoid,
a mathematically de�ned 
surface (shown here in 
exaggerated form), which
is perpendicular to the 
force of gravity at all points.
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ob Carlson’s path to becoming a biohacker began with a chance 
encounter on the train in 1996. Carlson, a physics PhD stu-
dent at the time, was travelling to New York to find a journal 
article that wasn’t available at his home institution, Princeton 
University in New Jersey. He found himself sitting next to an 
inquisitive elderly gentlemen. Carlson told him about his the-

sis research on the effects of physical forces on blood cells, 
and at the end of the journey, the stranger made him an 

offer. “You should come work for me,” said the man, “I’m Dr Sydney 
Brenner.” The name meant little to Carlson, who says he thought: “Yeah, 
OK. Whatever, ‘Dr Sydney Brenner.’” 

It wasn’t until Carlson got back to Princeton and asked a friend that 
he realized that “Dr Sydney Brenner” was a famed biologist with a knack 
for transforming the field. He took the job. 

Within a year, Carlson was working with a motley crew of biologists, 
physicists and engineers at Brenner’s Molecular Sciences Institute (MSI) 
in Berkeley, California, learning molecular biology techniques as he 
went along. The institute was a hotbed of creativity, and reminded Carl-
son of the scruffy hacker ethos that had spurred the personal-computing 
revolution just 25 years earlier. He began to wonder if the same thing 
could happen for biotechnology. What if a new industry, even a new 
culture, could be created by giving everyone access to the high-tech 
tools that he had at his fingertips? Most equipment was already for sale 
on websites such as eBay. 

Carlson penned essays and articles that fanned the embers of the 
idea. “The era of garage biology is upon us,” he wrote in a 2005 article 
in the technology magazine Wired. “Want to participate?” The democ-
ratization of science, he reasoned, would bring in new talent to build 
and improve scientific instrumentation, and maybe help to uncover 
new industrial applications for biotechnology. Eventually, he decided 
to follow his own advice, setting up a garage lab in 2005. “I made the 
prediction,” he says, “so I figured maybe I should do the experiment.” 

Carlson is not alone. Would-be ‘biohackers’ around the world are 

setting up labs in their garages, closets and kitchens — from professional 
scientists keeping a side project at home to individuals who have never 
used a pipette before. They buy used lab equipment online, convert 
webcams into US$10 microscopes and incubate tubes of genetically 
engineered Escherichia coli in their armpits. (It’s cheaper than shelling 
out $100 or more on a 37 °C incubator.) Some share protocols and ideas 
in open forums. Others prefer to keep their labs under wraps, concerned 
that authorities will take one look at the gear in their garages and label 
them as bioterrorists.

For now, most members of the do-it-yourself, or DIY, biology com-
munity are hobbyists, rigging up cheap equipment and tackling projects 
that — although not exactly pushing the boundaries of molecular biol-
ogy — are creative proof of the hacker principle. Meredith Patterson, 
a computer programmer based in San Francisco, California, whom 
some call the ‘doyenne of DIYbio’, made glow-in-the-dark yogurt by 
engineering the bacteria within to produce a fluorescent protein. Oth-
ers hope to learn more about themselves: a group called DIYgenomics 
has banded together to analyse their genomes, and even conduct and 
participate in small clinical trials. For those who aspire to change the 
world, improving biofuel development is a popular draw. And several 
groups are focused on making standard instruments — such as PCR 
machines, which amplify segments of DNA — cheaper and easier to 

use outside the confines of a laboratory, 
ultimately promising to make DIYbio 
more accessible. 

Many traditional scientists are circum-
spect. “I think there’s been a lot of over-
hyped and enthusiastic writing about 
this,” says Christopher Kelty, an anthro-
pologist at the University of California, 
Los Angeles, who has followed the field. 
“Things are very much at the beginning 
stages.” Critics of DIY biology are also 

Amateur hobbyists are creating 
home-brew molecular-biology labs, 
but can they ferment a revolution? 

B y  H e i d i  L e d f o r d

“We’re making 
$10 microscopes 
and the discussion 
around us is 
about weaponized 
anthrax.”

Life hackers
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Do-it-yourself biology

PIPETTES
$275–$630

SHAKER
$50–$400

HOT PLATE
$100–$200

GEL RIG
$115–$190

–20 ºC FREEZER
$180–$500

BALANCE
$5–$3,000

INCUBATOR
$100–$800

$60–$850
MICROCENTRIFUGE

AUTOCLAVE
$250–$2,000

HPLC
$2,000–$54,000

UV/VIS SPECTROMETER
$180–$3,000

PCR MACHINE
$195–$1,000

FUME HOOD
$500–$7,000

GETTING STARTED
A garage biolab can be set up for a few hundred 
to a few thousand dollars. The cheapest source 
of used lab equipment is often eBay, but beware 
sellers who say they aren’t able to verify 
whether or not the equipment actually works. In 
such cases, it usually doesn’t. LabX.com and 
BestUse.com are more reliable but also tend to 
be pricier. And would-be biohackers can also 
scout out downsizing biotechnology and 
pharmaceutical companies for deals. 

To do molecular biology on the cheap, biohackers 
have developed some creative workarounds:
• for a $10 microscope, pop the lens o� a   
 webcam and stick it back on backwards.
• for an $80 centrifuge, order the DremelFuge  
 rotor and attach to a Dremel rotary tool.
• for a free 37 ºC incubator, incubate tubes of  
 E. coli in your armpit. 

IMPROVISATION IS KEY
THE BIGGER TICKET
Some standard laboratory equipment such as 
fume hoods can get quite expensive, but one 
should not sacrifice safety for cost. For guidance 
on the necessary equipment, consult with local 
biohacker groups. Another option is to join the 
institutional biosafety committee at your local 
university or medical centre. These committees 
often have slots for nonscientists.  

Prices are for used equipment

dubious about whether there is an extensive market for garage molecu-
lar biology. No one needs a PCR machine at home, and the accoutre-
ments to biological research are expensive, even if their prices fall daily 
(see graphic). Then again, the same was said about personal computers, 
says George Church, a geneticist at Harvard Medical School in Boston, 
Massachusetts. As a schoolboy, he says, he saw his first computer and 
fell in love. “Everybody looked at me like, ‘Why on earth would you even 
want to have one of those?’”

Carlson started his garage lab as something of a hobby, but he needed 
to do it without sapping resources from his lab at the University of Wash-
ington in Seattle. He bought equipment such as refurbished micropi-
pettes — a staple in any molecular biology lab — and a used centrifuge 
on eBay. In 2007, fed up with grant applications and eager to spend more 
time working in his garage lab, he gave up his position at the university 
altogether. 

Carlson decided to follow up on work at the MSI. There, he had been 
part of a team developing a way to quantify small amounts of proteins 
in single cells using ‘tadpoles’, in which a protein ‘head’ is attached to 
a DNA ‘tail’. The head was designed to bind to a protein of interest, 
and the DNA tail could be amplified and quantified by PCR, allow-
ing researchers to calculate the number of proteins present (see Nature 
Meth. 2, 31–37; 2005). The tadpoles have economic potential, providing 
an alternative to the standard approach of using fluorescently tagged 
antibodies, which provide at best only rough estimates of protein lev-
els. But the original formulation was too expensive to commercialize, 
says Carlson. “If I could use this protein in the garage in a simple way 
to show that it would work, then hopefully it would be a product that 
would be useful in a low-tech setting, out in the field or in a doctor’s 
office,” he says. 

As Carlson worked, the idea of garage biohacking was taking off. In 
May 2008, Jason Bobe, director of community outreach for the Personal 
Genome Project at Harvard Medical School, and Mackenzie Cowell, a 
web developer in Cambridge, Massachusetts, organized the first meeting 

of DIYbio at the Asgard Irish pub, up the road from the Massachusetts 
Institute of Technology. About 25 people turned up. Two years later, 
there are more than 2,000 subscribers on the DIYbio e-mail list. 

No one knows how many of those 2,000 are serious practitioners 
— Bobe jokes that 30% are spammers and the other 70% are law-
enforcement officials keeping tabs on the community. But many 
DIY communities are coalescing: not only in Cambridge, but also in 
New York, San Francisco, London, Paris and the Netherlands. Some 
of these aim to develop community lab spaces with equipment that 
users could share for a monthly fee. And several are already affiliated 
with local ‘hacker spaces’, which provide such services to electronics 
enthusiasts. For example, the New York DIYbio group meets every 
week at the work-space of an electronics-hacker collective called 
NYC Resistor, which now has a few pieces of basic molecular biol-
ogy equipment, including a PCR machine. 

IYbio is an offshoot of the open-science movement, which 
encourages an open exchange of materials, data and publica-
tions and has its origins in the push for open-source software 
in the 1990s, says Kelty. Many biohackers are also keen to tackle 

projects that involve engineering cells by piecing together new 
genetic circuits, an approach often called ‘synthetic biology’. 

DIYbio has picked up both momentum and stigma from this field, 
which has been alternately hyped and decried as the solution to society’s 
ills or the nursery for a bioterrorist scourge. The thought of hundreds of 
biohackers creating pathogens in unmonitored garage biology labs set 
off alarm bells, and in 2009, the Federal Bureau of Investigation (FBI) 
began sending representatives from its directorate for weapons of mass 
destruction to DIYbio conferences. 

Biohackers are wary. They recall what happened to Steve Kurtz, an 
artist who was using bacteria shipped to him by a Pittsburgh geneti-
cist. In 2004, federal agents stormed his house in hazmat suits with 
guns drawn. Kurtz was arrested and saddled with mail-fraud charges 
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that took him four years to clear. Bobe has interacted with and advised 
the FBI, but says he finds many of the biosecurity fears of the FBI 
and the public to be unfounded. “The amateur activity right now is 
at the seventh- or eighth-grade level,” he says. “We’re making $10 
microscopes and all of the discussion around us is about weaponized 
anthrax. Sure we’re concerned about that just like everybody else, but 
I don’t know what to say except ‘Yeah, that sounds scary as hell. Let’s 
be sure nobody does that.’”

The FBI seems to have taken that message on board, and has adopted 
what some call a ‘neighbourhood watch’ stance. The approach relies on 
biohackers monitoring their own community and reporting behaviour 
they find threatening, says Edward You, a special agent in the FBI’s 
bioterrorism unit.

arlson’s projects are more advanced than those of the average 
DIYbio hobbyist, and he has found that the garage-hacker ethos 
eventually suffered. He says he sometimes found it hard to per-
suade companies to deliver lab supplies to a residential address. 

Carlson also wanted his garage back to restore a boat.
So, Carlson and his business partner, engineer Rik Weh-

bring, moved their lab out of the garage and into a small commercial 
space in 2009. The two fund the space and their experiments through 
a small consulting firm called Biodesic. Through the firm, they have 
advised companies on a range of technology issues from biosecurity to 
designing brainwave-based game controllers.

Other biohackers have also come up with creative ways to fund their 
projects. Several have used websites such as Kickstarter, which allows 
inventors to post their projects and funding targets online. Visitors 
to the site make donations, usually small ones, but the hope is that 
enough visitors making tiny contributions will add up. Two California 
garage biohackers, Tito Jankowski and Josh Perfetto, used Kickstarter 
to fund the development of a small, low-cost PCR machine known as 
OpenPCR. They reached their fundraising goal of $6,000 in ten days. 
By the time their Kickstarter listing closed 20 days later, they had 
doubled that figure. Another group of biohackers used Kickstarter 
to raise funds for a hackerspace called BioCurious, based in Silicon 
Valley, California. They raised more than $35,000.

But all of this is tiny compared to the cost of launching an actual 
business. Joseph Jackson, a self-proclaimed “professional entrepre-
neur-slash-activist” from Mountain View, California, and Guido 
Nunez-Mujica, a computational biologist from Venezuela, have 
teamed up with other hackers to build a portable PCR machine known 
as LavaAmp, which can be run from a computer’s USB port. The team 
has poured tens of thousands of dollars into the project, says Jackson, 
but will need closer to $100,000 to achieve its goal of producing PCR 
machines that could be used by hobbyists, teachers and by researchers 
in developing countries.

Jim Collins, a synthetic biologist at Boston University, says that 
the costs of doing molecular-biology research make the comparison 
between amateur biologists and the hackers who drove the personal-

computer revolution inappropriate. There’s a vast chasm between these 
tinkerers and those with access to a traditional lab. Faculty members, 
Collins says, typically ask for hundreds of thousands of dollars from a 
university to start a molecular-biology lab. Smart amateurs might be 
able to bring fresh perspective, he says, but they face an uphill battle. 
“I’m not saying you need to be appropriately pedigreed. I’m saying you 
need to be appropriately resourced.”

Carlson says that the cost of biological research is decreasing. “The 
predominant thought about biology used to be that it was expensive 
and hard,” he says. “And it’s still hard. It’s just not so expensive.” In 2003, 
he projected the falling costs of sequencing and synthesis of DNA and 
proteins, and the accelerating pace of research into areas such as protein 
structure determination (R. Carlson Biosecur. Bioterror. 1, 1–12; 2003). 
His predictions echo Moore’s law of computing, and some have dubbed 
them the ‘Carlson curves’. 

But the curve trajectory isn’t as steep as Carlson might like. He has 
redesigned the protein heads of his tadpoles, and decided early on 
that instead of producing the protein himself — an expensive and 
arduous process — he would pay a company to make it for him. He 
could either buy cheap protein that was contaminated with other 
proteins, for about $3,000, or buy clean protein for about $50,000. 
“There was nothing in between,” he said. He took the cheap route, but 
found that the batches he received weren’t clean enough to publish his 
results or start selling the finished tadpoles. The project stalled. 

A few months ago, Carlson realized that more protein-synthesis com-
panies had entered the scene, including several that filled the middle 
range pricing gap. He ordered a fresh batch of protein that was supposed 

to arrive more than a month ago, but still 
hasn’t been delivered. “If we had a million 
dollars in the bank, this problem would have 
been solved a long time ago,” he says. “And if 
I had an experienced biochemist or molecu-
lar biologist at the bench for a year or two 
it probably would have cost the same and 
would have been done faster.” 

Still, five years after taking science into his 
garage, Carlson says he’s convinced that bio-
hacking has the potential to trigger a tech-
nological revolution. “We’re going to see a 
lot more at the garage level that will produce 

a variety of products in the marketplace, one way or another,” he says. 
Once his tadpoles have been optimized, Carlson hopes that pub-

lishing his work will attract further investors. Meanwhile, he feels his 
experiment in garage-based innovation has so far been a success, despite 
the delays and personal sacrifices. “Part of the exercise was to determine 
whether or not we could bootstrap this thing,” he says. “The answer 
appears to be ‘yes’. As long as you are willing to be patient and to eat 
nothing but rice for dinner occasionally.” ■ see editoriaL p.634

Heidi Ledford writes for Nature from Cambridge, Massachusetts.

rob Carlson in his chilly 
garage biolab in 2005.

openpCr hopes to provide plans and 
kits for homebuilt pCr machines.

“i’m not saying 
you need to be 
appropriately 
pedigreed, just 
appropriately 
resourced.” 
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I contend that there is little to argue about. 
Much of the current antagonism stems 

from the fact that different researchers are 
focusing on different aspects of the same phe-
nomenon, and are using different methods. In 
allowing a plurality of approaches — a healthy 
thing in science — to descend into tribal-
ism, biologists risk causing serious damage  
to the field of social evolution, and potentially 
to evolutionary biology in general. 

Darwin’s puzzle
Charles Darwin realised that altruism 
poses a special problem for his theory of 
evolution. He was particularly troubled by 
the sterile workers in colonies of social 

now calling for a radical rethink, arguing that 
kin selection is theoretically problematic, and 
has insufficient empirical support, and that 
alternative models better account for the evo-
lution of social behaviour2. Others regard kin 
selection as solid, and the rethink as unneces-
sary and potentially retrograde.

Rival camps have emerged, each endors-
ing a different approach to social evolution. 
Heated exchanges have occurred at confer-
ences, on blogs and in journals, and have 
even been reported in The New York Times. 
Biologists have accused each other of misun-
derstanding, of failing to cite previous studies 
appropriately, of making unwarranted claims 
to novelty and of perpetuating confusions. Yet 

Last month, 30 leading evolutionary 
biologists met in Amsterdam to discuss 
a burgeoning controversy. The question 

of how altruistic behaviour can arise through 
natural selection, once regarded as settled, is 
again the subject of heated debate. 

The question dividing biologists is the 
degree to which inclusive fitness theory, or kin 
selection, explains the evolution of altruism 
— in which an animal provides a benefit to 
another at a cost to itself. This theory, that nat-
ural selection can sometimes favour animals 
that behave altruistically towards relatives, has 
dominated empirical work on social behav-
iour since it was devised by W. D. Hamilton in 
the 1960s and 1970s1. Yet some biologists are 

Altruism researchers  
must cooperate 

Biologists studying the evolution of social behaviour are at loggerheads. The disputes 
— mainly over methods — are holding back the field, says Samir Okasha.
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insects, which devote their lives to help-
ing a queen reproduce at the expense of 
having offspring themselves. One possible 
explanation, hinted at by Darwin, is that 
groups containing many altruists might 
out-compete groups containing fewer. 
This idea of ‘group selection’ fell out of 
favour in the 1960s when George Williams 
argued that it was unlikely to be a powerful 
evolutionary force compared to individual 
selection, and was not needed to explain 
empirical observations3.

Inclusive fitness theory, most biologists 
now believe, provides the solution to Dar-
win’s puzzle. Hamilton realised that a gene 
that causes an animal to behave altruisti-
cally can spread by natural selection as long 
as the beneficiaries are relatives, and so have 
a chance of carrying the same gene. In short, 
altruism can evolve if the cost to the actor 
is offset by sufficient benefit to sufficiently 

closely related recipients. This means that 
animals should behave in ways that maxi-
mize not their personal fitness (or number 
of surviving offspring), but rather their 

inclusive fitness — 
a measure that also 
takes into account 
the offspring of 
their relatives. 

Inclusive fitness 
theory predicts 
that animals should 
behave more altru-

istically towards kin than non-kin. This has 
been amply confirmed in diverse species, 
from microbes to primates4, leading many 
biologists to regard kin selection theory as a 
resounding empirical success. In many bird 
species, such as scrub jays and dunnocks, 
for example, breeding pairs receive aid 
from a non-breeding ‘helper’ bird, typically 

a relative5. Similarly, rhesus and Japanese 
macaques are more likely to groom rela-
tives than non-relatives, and to help them 
in disputes6. 

Several biologists, however, have recently 
questioned the importance of kin selection in 
explaining social behaviour. Edward O. Wil-
son, famous for his empirical work on insect 
societies and once a forceful advocate of kin 
selection, now argues that kinship plays 
a minor part in the evolution of ant, bee, 
termite and other social insect colonies7–9. 
More important, he says, are the ecological 
factors that make social living so successful. 
An easy-to-defend nest and a nearby food 
supply, for instance, may make it beneficial 
for animals to live in groups. Recently, Wil-
son, along with theoretical biologists Martin 
Nowak and Corina Tarnita, have argued that 
inclusive fitness theory rests on a number 
of assumptions that greatly limit its appli-
cability — such as that natural selection is 
relatively weak2. Still others argue that multi-
level selection — a modern-day version of 
group selection — best explains the evolu-
tion of altruism (although many biologists 
remain suspicious of appeals to group, rather 
than individual, advantage).

The root of the problem is the existence 
of several different frameworks for model-
ling the evolution of social behaviour. These 
include numerous variants of kin selection 
theory; multi-level selection; evolutionary 
game theory; and an approach from quan-
titative genetics based on the notion of 
‘indirect genetic effects’. The relationships 
between these frameworks are sometimes 
ambiguous, and biologists disagree about 
which is most fundamental and which most 
useful empirically (see ‘Coming to terms 
with social evolution’). 

All this disagreement creates the impres-
sion of a field in massive disarray. In reality, 
many of the players involved are arguing at 
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Examples of favouring kin are widespread: Japanese macaques spend more time grooming their closer relatives and meerkats share feeding and guard duties.

“Many biologists 
regard kin 
selection theory 
as a resounding 
empirical 
success.”
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Altruism
Behaviour that is costly for an animal 
to perform but benefits others. costs 
and benefits are measured in terms of 
reproductive success.

Inclusive fitness
a generalization of Darwinian fitness, which 
takes into account the effect of an individual’s 
actions on the reproductive success of their 
relatives, as well as on their own.

Kin selection theory
The idea that natural selection shapes 
individuals’ behaviour according to the 
effect it has on relatives. 

Group selection
The idea that natural selection favours traits  
because they benefit whole groups, rather 
than individuals. 

Multi-level selection theory
The idea, closely related to group 
selection, that natural selection can 
operate on more than one hierarchical 
level, for instance at the level of the 
individual, group or species. 

Social evolution
Darwinian theory as applied to an animal’s 
social behaviour, that is behaviour affecting 
other individuals in the population.

G l o s s a r y
Coming to terms with social evolution

© 20  Macmillan Publishers Limited. All rights reserved10



cross purposes. Nowak and his colleagues, 
for instance, have developed a mathematical 
model that they claim provides a more direct 
way to calculate the evolutionary dynamics of 
a social trait such as altruism2. However, they 
overlook the fact that inclusive fitness theory 
explains what organisms are trying to maxi-
mize. It is not just a tool for calculating when 
a social trait will evolve. 

Likewise, in arguing that ecological factors, 
rather than kinship, are key to the evolution 
of social-insect colonies, Wilson is imposing 
a false dichotomy4. To fully understand how 
these colonies evolve, researchers need to 
consider ecological factors and relatedness. 
Whether they stress the importance of one 
over the other will depend on the question 
they are asking. For example, relatedness has 
proved crucial to understanding conflicts 
between the queen and her workers over the 
production of male versus female offspring 
in ants, bees and wasps. For questions about 
how tasks are allocated to the workers in an 
ant colony or why the size of colonies differs 
across species, ecological factors are prob-
ably more relevant. 

Lastly, kin and multi-level selection are 
not alternative theories; they simply offer 
different takes on the question of how social 
behaviour evolved. Proponents of kin selec-
tion, for example, explain sterile workers in 
insect colonies by saying that the workers 
are helping the queen to reproduce, and thus 
boosting their own inclusive fitness. Propo-
nents of multi-level selection argue that the 
workers are providing a benefit to the col-
ony as a whole, thus making the colony fitter 
than other colonies. These explanations may 
seem different, but mathematical models 
show that they are in fact equivalent10–12. 

At the Amsterdam meeting, certain real 
disagreements did surface, but they were 
mostly over technical points and pitted 
against a background of broad agreement 

over fundamentals. Most agreed that inclu-
sive fitness theory has been extremely valu-
able for empirical biologists, but that it is not 
the only way to model social evolution.

BuilDing BriDges
Much of the current antagonism could  
easily be resolved — for example, by 
researchers situating their work clearly in 
relation to existing literature; using existing 
terminology, conceptual frameworks and 
taxonomic schemes unless there is good  
reason to invent new ones; and avoiding 
unjustified claims of novelty or of the supe-
riority of one perspective over another. 

It is strange that such basic good practice 
is being flouted. The existence of equivalent 
formulations of a theory, or of alternative 
modelling approaches, does not usually lead 

to rival camps in sci-
ence. The Lagrang-
ian and Hamiltonian 
formulations of clas-
sical mechanics, for 
example, or the wave 
and matrix formu-
lations of quantum 
mechanics, tend to 

be useful for tackling different problems, and 
physicists switch freely between them. 

History shows that, despite its enormous 
empirical success, evolutionary biology 
is peculiarly susceptible to controversy 
and infighting. This is particularly true of 
social evolution theory, in part because of 
its potential applications to human behav-
iour. In the 1970s and 1980s, for instance, 
left-wing scholars bitterly rejected biological 
explanations for phenomena such as religion 
and homosexuality, because they feared such 
explanations would be used to justify a con-
tinuation of existing inequalities.

R es e archers  shou ld  t a ke  s to ck 
before another overblown dispute does 

serious damage to the field. Up-and-coming  
researchers are unlikely to be attracted to a 
discipline plagued by controversy. Moreo-
ver, if the experts cannot agree about what 
theoretical framework works best, the 
supply of research funding may eventually 
be threatened. Also worrying is the pos-
sibility that onlookers perceive the central 
question of social evolution theory — how 
altruism can evolve — as unresolved, even 
though it was answered decades ago. Dur-
ing the ‘sociobiology wars’ of the 1970s and 
1980s, creationists proved adept at seizing 
on and exaggerating the differences in 
opinion between biologists for their own 
ends. It would be a disaster if the same were 
to happen again. ■ see CorrespondenCe p.661

Samir Okasha is in the Department of 
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University Press in 2006. 
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Eciton burchelli army ant workers can form living bridges for other colony members to cross. Older moorhen chicks sometimes help feed their young siblings.

“Evolutionary 
biology is 
peculiarly 
susceptible to 
controversy and 
infighting.”
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c o s m o l o g y

No miracle in the 
multiverse
Stephen Hawking and Leonard Mlodinow suggest our 
Universe isn’t all that special, finds Michael Turner. 

Despite publicity to the contrary, The 
Grand Design does not disprove the 
existence of God. Science has not 

had much new to say about God since math-
ematician Pierre-Simon Laplace remarked 
to Napoleon that he had no need for “that 
hypothesis” when asked why he had neglected 
the deity in his treatise Mécanique céleste 
(Celestial Mechanics, 1799–1825). Rather, 
theoretical physicists Stephen Hawking and 
Leonard Mlodinow offer a brief but thrill-
ing account of some of the boldest ideas in 
physics — including M-theory and the multi-
verse — and what these have to say about our 
existence and the nature of the Universe.

The Grand Design traces the history of sci-
ence from the sixth-century Greek philoso-
pher Thales of Miletus to the present, with 
six crucial touch points: the assertion by the 
Ionians around 600 bc that the world is gov-
erned by laws; the discovery of the first sim-
ple laws by Archimedes around 200 bc; and 
Isaac Newton’s mathematical expression of his 
laws of motion and gravity in the 1680s. Then 
follows Laplace’s assertion in the nineteenth 
century that the world is deterministic and 
does not need God to run it; Albert Einstein’s 
question in the early twentieth century of 
whether a creator would have a choice about 

the laws of nature; and 
today’s expression of 
those laws in the stand-
ard model of particle 
physics and the theory 
of general relativity. 

Many think that 
the standard model 
and general relativity 
together come close 
to encapsulating the 
full set of rules that the 
Ionians hoped to find. 
These theories jointly 
describe everything 
from biochemistry to 
the large-scale struc-
ture of the Universe. 

Yet the mismatch between the deterministic 
nature of general relativity and the proba-
bilistic quantum approach of particle phys-
ics points to a grander theory. Finding this 
theory — and unifying all the forces and par-
ticles — has been the holy grail of modern 
theoretical physics. Hawking and others held 
out hope that the ultimate theory’s uniqueness 
would answer Einstein’s question and reveal 
that no, the creator didn’t have a choice. 

Meanwhile, physicists of a philosophical 

bent concern themselves with another puzzle 
of the fundamental laws: their apparent spe-
cialness. Hawking and Mlodinow describe 
the “miracle” that the laws of physics allow 
for a hospitable Universe — one in which 
there is an excess of matter over antimatter, 
where galaxies host stars that last billions of 
years and harbour planets, and in which car-
bon-based organisms evolved. Such a mira-
cle would not have occurred if the constants 
of nature had been slightly different. This has 
led some (myself not included) to promote 
the anthropic approach to the Universe: the 
laws of physics are what they are because if 
they were not, life would not have evolved to 
discover them. In a theory of everything, the 
fact of our existence should fall right out.

In searching for the holy grail, Hawking 
and others pinned their hopes first on super-
gravity and then on string theory. Both are 
now seen as different regimes of a grander 
mathematical framework called M-theory, 
where M is yet to be determined — is it mas-
ter, miracle or mirage? M-theory unifies 
gravity with the other fundamental forces 
(weak and strong nuclear and electromag-
netism), predicts seven additional dimen-
sions of space and suggests that space and 
time might be emergent phenomena rather 
than fundamental. It is exciting and impor-
tant, but much of it remains to be explored. 

Besides the absence of any compelling 
experimental evidence for M-theory, there 
is another difficulty — its predictions are far 
from unique. There are 10500 different ways to 
curl up the extra seven dimensions and hide 
them, and how they curl up determines the 
fundamental constants and what we four-
dimensional creatures see as the laws of phys-
ics. So even if M-theory is the only theory of 
everything available, there remain 10500 pos-
sibilities for the laws of physics we observe. 

As Hawking and Mlodinow explain, 
inflationary cosmology turns this embar-
rassment into a virtue, partially answers 
Einstein’s question and eliminates the need 
for a miracle. Cosmic inflation is the process 
by which a small part of the very young Uni-
verse blows up into a vast, geometrically flat 
and almost-smooth patch large enough to 
encompass all we can see and more, thereby 
accounting for the Universe around us today. 
Inflationary theory is on firmer ground than 
M-theory — it makes a number of predic-
tions that have been verified. Yet because of 
quantum mechanics, inflation is not a one-
time event but occurs continuously. Enor-
mous bubbles of space-time are constantly 
being spawned, each one causally discon-
nected from the others and harbouring its 
own laws of physics.

Thus, say Hawking and Mlodinow, there 
is no miracle — inflation plus M-theory 
equals multiverse. Our special Universe 
is a selection effect: all possibilities have 
been tried and we find ourselves in the 

The Grand Design: 
New Answers 
to the Ultimate 
Questions of Life
Stephen hawking 
and Leonard 
MLodinow
Bantam Press: 2010. 
208 pp. $28, £18.99 
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a n i m a l  b e h av i o u r

the wisdom of the bees
Swarms teach us that leaders should create conditions 
for collective decisions, learns John Whitfield. 

You can never tell when apparently 
blue-sky science will be useful, as 
biologist Thomas Seeley’s career 

shows. His knowledge of honey bees, for 
example, helped to defuse a cold-war con-
frontation in the 1980s, when he showed 
that yellow dots on Thai jungle foliage 
were not residues of Soviet chemical weap-
ons but bee shit. And he has run his own 
department by the rules that swarms use to 
select a new home. Honey bee Democracy 
describes Seeley’s quest to understand 
collective decision-making in social insects 
and humans.

Bee swarming is impressive and mysteri-
ous. Early in summer, a queen honeybee flies 
from her hive with a retinue of about 10,000 
workers, leaving the home of her birth to be 
inherited by a daughter. The swarm might 
bivouac on a handy surface for several days 
before invading a new nest site in a tree hol-
low or building cavity. The collective must 
quickly decide where to settle, because it is 
risky to hang around in the open as food 
reserves dwindle. And it is important to 
pick the right spot — a colony that chooses 
poorly is unlikely to survive the winter.

Bees communicate through dancing. 
In the 1940s, German biologist Karl von 
Frisch decoded the waggle that worker bees 
perform to recruit foragers to food sources 
— the dance shows the direction, dis-
tance and quality of the food. His student, 
Martin Lindauer, noticed that during 
swarming some dancing honeybees were 

not covered in pollen, as were returning 
foragers, but in brick dust. He suspected 
that they had returned from potential nest 
sites, and were advertising them to their 
swarm-mates. By reading that dance, he 

worked out the site’s 
probable location, 
and confirmed his 
hunch by following 
the swarm through 
the streets of Munich 
to its new home.

S eeley  picked 
up the baton in the 
1970s. Honeybee 
Democracy describes 
how, in a series of 
ingenious experi-
ments, he deduced 
what kind of site bees 
prefer — a cavity of 

about 40 litres with a small entrance that 
faces south — and how a swarm homes in 
on the best of many possible nest sites. His 
story’s heroines are the scout bees, a few 
hundred workers who trigger the swarm’s 
departure, seek out nest sites, debate their 
merits, come to a decision, rouse the swarm 
and guide it to the new home. 

A scout converts knowledge of a particu-
lar nest site into a waggle dance. The better 
the site, the longer and harder she dances. 
If another scout bumps into a dancing bee, 
she goes off to inspect the site. If she likes 
it, she too will dance. But any bee only 

only kind of inflationary patch that can 
support our existence. The grand design is 
unnecessary. One is reminded of Winston 
Churchill damning the United States with 
faint praise — they get it right after they have 
exhausted all the alternatives. 

The multiverse is possibly the most 
important idea of our time, and may even 
be right, but it gives me a headache. Is it 
science if we cannot test it? The different 
patches are incommunicado, so we will 
never be able to observe them. The multi-
verse displaces rather than answers the ques-
tion about choice and who chooses, and does 
not explain why there is something rather 
than nothing. Hawking and Mlodinow argue 
that negative gravitational potential energies 
allow something to arise from nothing — but 
that still begs the question of why there is 
space, time and M-theory at all.

Hawking has not ruled out the existence 
of God, or even the odd possibility that our 
creator is a physics student in an advanced 
civilization carrying out a routine lab experi-
ment. He has strengthened Laplace’s argu-
ment that, although some assembly process 
is required, no creator is necessary. It is well 
known that Hawking is no fan of religion, 
but it was the media who took “no necessity 
for God” to mean “no God”. 

Hawking and Mlodinow’s book is one of 
many works by big thinkers on the multiverse 
concept — including Leonard Susskind’s 
The Cosmic Landscape (Little, Brown, 2005), 
Alex Vilenkin’s Many Worlds in One (Hill and 
Wang, 2006) and Martin Rees’s Our Cosmic 
Habitat (Princeton University Press, 2001). 
But when Hawking speaks, people listen. His 
clear, direct approach and his willingness to be 
provocative are enjoyable whether or not you 
agree with the details of his argument. With 
strong statements such as “philosophy is dead”, 
he implies that it is now the duty of physicists 
to take up the big metaphysical questions. 

Yet The Grand Design reminds me, as I tell 
my students, that science doesn’t do ‘why’ 
— it does ‘how’. Physicist Richard Feynman 
discussed the dangers of ‘doing why’ in his 
1964 Messenger Lectures. He warned that 
should we achieve the Ionian goal of finding 
all the laws, then “the philosophers who are 
always on the outside making stupid remarks 
will be able to close in”, trying to explain why 
those laws hold; and we won’t be able “to push 
them away” by asking for testable predictions 
of those ideas. Time will tell if we are on to 
something big with the multiverse, or if we 
are becoming the philosophers that Feynman 
warned about. ■

Michael Turner is director of the Kavli 
Institute for Cosmological Physics at the 
University of Chicago, Illinois, USA. 
e-mail: mturner@uchicago.edu 
Competing financial interests declared; see 
http://dx.doi.org/10.1038/467657a

Honeybee 
Democracy
thoMaS d. SeeLey
Princeton University 
Press: 2010. 280 pp. 
$29.95

Tracking individuals in a swarm reveals how they turn house-hunting into a democratic process.
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Present at the Creation: The Story of CERN and the Large 
Hadron Collider
Amir D. Aczel Crown 288 pp. $25.99 (2010)
Mathematician and author amir aczel describes the origins and 
science of the Large hadron Collider at Cern, europe’s particle-
physics lab near geneva. Conveying his excitement at visiting the 
game-changing machine, aczel’s odyssey includes the voices of 
key scientists. after explaining the history of the standard model of 
particle physics, he looks ahead to string theory, the identity of dark 
matter and tests of the higgs mechanism for conferring mass. But 
the real gems, he believes, will be beyond our imagination. 

The Planet in a Pebble: A Journey into Earth’s Deep History
Jan Zalasiewicz oxford University Press 256 pp. £16.99 (2010)
every pebble holds the story of earth, shows geologist Jan 
Zalasiewicz. he extracts from a humble stone evidence of the violent 
formation of the Solar System, in which our embryonic planet was 
dusted with the detritus of supernova explosions and the elemental 
litter of the Big Bang. trapped, too, is the tale of earth’s evolution — 
the lives and deaths of disappeared plants and animals, volcanic 
eruptions and long-vanished oceans. Zalasiewicz explains how oil 
and minerals form and how geologists use clever chemistry to sniff 
out the resources on which we depend.

Good Faith Collaboration: The Culture of Wikipedia
Joseph Michael Reagle Jr Mit Press 256 pp. £20.95 (2010)
Joseph reagle, a computer-science historian, looks at the 
collaborative culture behind online encyclopaedia wikipedia. he 
charts the technology-driven attempts in the 1930s to collect the 
world’s knowledge and bypass elite publishers, such as paul otlet’s 
information indexing system and h. g. wells’s proposal for a world 
Brain stored on microfilm. wikipedia, reagle argues, comes close to 
the goal of a universal encyclopaedia owing to the openness of its 
users in assessing knowledge. But there are downsides to inclusivity 
— for example, censorship, lawsuits and bureaucratization.

Anarchy Evolution: Faith, Science and Bad Religion in a World 
Without God
Greg Graffin and Steve Olson it Books 304 pp. $22.99 (2010)
greg graffin’s memoir, co-authored with science writer Steve olson, 
offers an unusual perspective on evolution. as an evolutionary 
biologist and lead singer of punk band Bad religion, graffin argues 
that research and punk rock have much in common: both require an 
open mind and look to evidence and rationality. Bucking authority 
and the religious views of his family, graffin explains how he has 
developed a personal philosophy that celebrates the power of nature. 

Pathfinders: The Golden Age of Arabic Science
Jim Al-Khalili Allen lAne 336 pp. £25 (2010)
physicist, author and broadcaster Jim al-khalili celebrates the 
forgotten pioneers of early arabic science. his focus is the house of 
wisdom, a great centre of learning established in the ninth century 
by the caliph of Baghdad, abu Ja’far abdullah al-Ma’mun. among 
its wise alumni are Syrian astronomer ibn al-Shatir, whose work 
inspired nicolaus Copernicus’s heliocentric model of the Solar 
System; andalucian physician ibn al-nafees, who described blood 
circulation 400 years before william harvey; and zoologist al-Jahith, 
who proposed natural selection 1,000 years before Charles darwin.

advertises a site for a few hours, even if she 
has found a dream home.

This stops the swarm jumping to a prema-
ture conclusion — a vital delay, as the best site 
is rarely found first. Eventually, the dynamics 
of dancing cause about 20–30 scouts to arrive 
at a single, high-quality nest site. Once this 
quorum is reached, the scouts stop the debate 
and communicate their decision to the swarm 
with high-pitched piping sounds and by run-
ning amid the other bees buzzing their wings, 
a preflight routine. The swarm then warms up 
and moves off, the scouts pointing the way.

This form of decision-making is extremely 
robust. Each bee’s job is simple. Even if one 
makes a mistake, the rules that transform 
individual deeds into collective behaviour 
set the swarm back on course. Other systems 
have independently evolved the same tricks. 
A neuron, for example, carries little informa-
tion. But by using similar rules to bees, cells 
combine to enable our brains to do clever 
things, such as tracking a moving object.

In the final chapter, Seeley lists his bee-
derived rules for good human decision- 
making, and describes how he applied them as 
head of Cornell University’s neurobiology and 
behaviour department in Ithaca, New York. 
He points out that groups make the best deci-
sions when leaders interfere as little as pos-
sible. Individuals are then free to explore and 
debate options, and are most likely to arrive at 
the best decision. The wise leader, he advises, 
manages the process of decision-making and 
lets the product take care of itself. 

In his own community, Seeley ensured 
that all possibilities were considered and that 
everyone had his or her say. He then stepped 
back to let the group make up its own mind 
by secret ballot. Such a process (discovered 
by several human societies independently) 
ought to work well in situations where a 
group with a common interest chooses 
between many options, from friends choos-
ing a holiday destination to a government 
poised to invest billions in a defence system. 

However, this rule about leaders facilitat-
ing decisions rather than making them is 
also the one humans find hardest to apply. 
Why struggle to the top if you can’t push your 
own agenda? Or why pick leaders if they don’t 
make their presence felt? In a crowd-sourcing 
exercise this year by the new UK government, 
for example, the public was asked to propose 
policy ideas and money-saving tips. Thou-
sands of suggestions came in. But people were 
not asked to choose between the proposals. 
The decisions remained with those at the top. 
Humans prize their power and expertise — 
and that, Seeley’s splendid book suggests, 
may be a cause of many of our problems. ■

John Whitfield is a science writer based in 
London. His book about reputation will be 
published in 2011. 
e-mail: j.a.whitfield@gmail.com
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h i s t o r y

the light and shade of 
German science
From physiology to physics, a stirring exhibition reflects 
300 years of science in berlin, discovers Alison Abbott.

The first image to confront visitors to 
the Weltwissen exhibition in Berlin’s 
Martin Gropius Bau is formed of 

shadows. Silhouettes of 250 historical objects 
in 96 giant shelving cubes are projected using 
bright lighting onto a vast canvas that backs 
the two-sided display, filling the atrium. 
The items — ranging from statues of Greek 
philosophers to skeletons and an iron lung 
— were selected from local museums by 
New York artist Mark Dion as ‘witnesses’ of 
Berlin’s scientific past. 

The display is a neat metaphor for the 
light and shadow of Berlin’s 300-year scien-
tific history, reflected in this ambitious show. 
The city was home to some of Europe’s most 
important science before the rise of Nazism 
in the 1930s, the physical destruction of the 
city in the Second World War and the 1949 
rise of the Berlin Wall. Weltwissen opened on 
24 September, 10 days before the 20th anni-
versary of the reunification of Germany.

The exhibition celebrates scientific rather 
than political anniversaries — 300 years 
since the founding of the Berlin Academy 
of Sciences and the Charité, now Berlin’s 
university hospital; and 200 years since the 
Humboldt University was established. The 
Kaiser Wilhelm Society, now the Max Planck 
Society, runs 80 research institutes through-
out Germany and was founded in 1911; 
running until early next year, the show also 

covers that centenary. 
The exhibition’s pow-

erful fascination lies 
largely in the placing 
of Berlin science in 
the political and social 
contexts of its times, 

good and evil. It also lies in the curators’ reli-
ance on real objects, rather than multimedia, 
to tell the stories. To stand close to the 1880 
full-body cast of a naked tribesman — made 
while he was alive for the then-fashionable 
science of anthropometrics — and to see how 
he squeezed his eyes shut against the wet plas-
ter, is to experience a raw emotional force that 
would be hard to create by digital means.

Dion spent two months in the city sifting 
through tens of millions of historic objects for 
his installation; the curators spent even longer, 
and to good effect. The exhibition’s rooms are 
organized into historical eras or are dedicated 
to eternal themes in scientific culture, such 
as quarrels over data interpretation or exper-
imental methodology. The first few rooms 
depict the city’s mad rush in the eighteenth 
century to catch up with established centres 
of science such as Paris and London, when 
its first observatory and anatomical theatre 
were built. Subsequent rooms focus on the 
next two centuries, when the city grew to be a 
major force in European research.

Towering scientific figures are introduced: 

naturalist and explorer Alexander von 
Humboldt (1769–1859); physiologists 
Hermann von Helmholtz (1821–94) and Emil 
du Bois-Reymond (1818–96), who did much 
to link animal physiology with the laws of 
chemistry and physics; Werner von Siemens 
(1816–92), who founded the famous electrical 
and tele communications company; micro-
biologist Robert Koch (1843–1910), who 
identified the bacterium that causes tubercu-
losis; and chemist Fritz Haber (1868–1934), 
who won the 1918 Nobel Prize in Chemistry 
for his synthesis of ammonia. 

Ethics is a running theme, and the dark 
side of science is prominently displayed. The 
ambitious Koch, for example, dodged local 
restrictions on human experimentation by 
going to East Africa in 1906 to test potential 
medicines for sleeping sickness. During the 
First World War, Haber developed poison 
gases for use in the trenches. The unspeak-
able Nazi abuses of science and medicine are 
laid out soberly. Personal letters and diaries 
of Jewish scientists who fled or were expelled 
from Nazi Berlin — such as Albert Einstein 
and Haber — are deeply moving. The exhibi-
tion tells us that, after the war, in East Berlin 
the communist state highlighted these abuses 
as evidence of the necessity of its regime, 
while West Berlin closed its collective mind 
to the issue until the late 1980s.

Notable films include historic footage of 
the 1933 Nazi book burning, and a new film 
made for an installation on experimental 
methods in Alzheimer’s disease, a focus of 
research activity in Berlin. It shows a classic 
test of rodent memory: a mouse is dropped 
into a water maze and swims to find the sub-
merged platform. Simple animated graphics 
show how a memory-impaired mouse must 
search much longer for the out-of-sight plat-
form. But it is the mouse’s perspective of its 
forced activity that will captivate biologists.

Of note also are the recorded reflections 
of 16 scientists involved in decisions about 
which East German institutes and individu-
als were worth retaining in the science sys-
tem of reunified Germany. It was a cruel time 
for many; others, such as chemist Joachim 
Sauer, husband of Chancellor Angela 
Merkel, survived the cuts. Now a Humboldt 
University professor, he remembers the 
unfair handling of some older colleagues.

Berlin is still struggling with the expense 
of reunification. But the quality of the exhi-
bition — the €5.5-million (US$7.4-million) 
cost of which was met by the Berlin lottery — 
demonstrates the current intellectual wealth 
of the city. Weltwissen is gorgeous to look at, 
yet visitors will find their preconceptions 
challenged, and will leave better educated 
than when they entered, having faced the 
shadows. ■

Alison Abbott is Nature’s senior European 
correspondent.

Mark Dion’s wall of curiosities bears witness to Berlin’s place in science history.

Weltwissen (World 
Knowledge): 300 
Years of Science in 
Berlin
Martin Gropius Bau, 
Berlin. Until 9 January 
2011.
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CorrespondenCe
Replies to ‘The evolution of eusociality’ by Nowak et al. (Nature 466, 1057-1062; 2010). See Comment p.653

Call for a return to 
rigour in models
Why are numerous reactions 
to the Nowak et al. paper so 
ferocious? And how is it possible 
that theorists even seem to 
disagree about mathematics? An 
important key to the heatedness 
of the debate is that many 
theory papers on the evolution 
of cooperation use the Price 
equation. This is regularly 
treated as if its generality makes 
it the E = mc2 of population 
genetics. Those who use it, 
however, tend to forget that it is 
only general because it contains 
no modelling assumptions. And 
without these, one cannot derive 
theoretical predictions. 

The Price equation inspires 
theoreticians to confuse identity 
with causality, and probability 
theory with statistics (M. van 
Veelen J. Theor. Biol. 237, 412–
426; 2005). It is this theoretical 
blur that obfuscates whether or 
not claims are theoretical results 
that follow from actual model 
assumptions. 

References to ‘results’ derived 
with the Price equation are a 
recurring element in discussions 
of inclusive fitness. As long as the 
Price equation is thought useful 
for finding theoretical predictions, 
these ‘results’ will collide with 
results from actual models, which 
is a recipe for hot-headed debates.

Nowak and colleagues’ paper 
is exciting because it goes back to 
basics: it builds proper models. 
Rather than saying the paper is 
wrong, it would be more fruitful 
if critics also went back to basics: 
state model assumptions, derive 
predictions, test empirically. Such 
a return to rigour would help the 
field advance to the next level. 
Matthijs van Veelen, Julián 
García, Maurice W. Sabelis, 
Martijn Egas University of 
Amsterdam, the Netherlands, 
c.m.vanveelen@uva.nl

Better living 
through physics
Nowak and colleagues’ 
explanation of the evolution of 
altruism in terms of individual-
level selection might be 
reconciled with the views of 
their kin-selection opponents by 
striking an analogy with statistical 
mechanical and thermodynamic 
treatments in physics. 

Statistical mechanics provides 
the microscopic basis for 
the macroscopic variables in 
thermodynamics, which is an 
equilibrium theory treating 
aggregate variables. As with 
thermodynamics, traditional 
multilevel selection theory is 
based on equilibrium solutions 
operating on nominal, aggregate 
variables. In the Hamilton kin-
selection framework, variables 
correspond to the terms benefit, 
cost and relatedness. But 
because that treatment is not 
fundamentally mechanistic, it is 
often unclear what the units of 
these variables are, and how best 
to measure them. 

Population genetics presents 
an evolutionary analogue 
of statistical mechanics that 
complements Hamilton’s 
evolutionary thermodynamics. 
Hamilton’s rule — which 
expresses relatedness between the 
helped and the helper in terms of 
cost and benefit to the fitness of 
both — and its related inequalities 
all express dependencies among 
macroscopic variables of state in 
structured populations.

The greater complexity 
of biological systems over 
physical ones, and their strong 
interdependency, make for a zoo 
of biological macroscopic laws 
with many multilevel selection 
principles, each with its adherents 
and disciples. 

The great promise of 
evolutionary statistical 
mechanics is that it should 

Ground truth is the 
test that counts
A strength of kin-selection theory 
for explaining the evolution 
of altruism is that it generates 
multiple hypotheses that can 
fail in resulting tests, forcing 
principles to be re-examined. 
Lessons can be learned from one 
such failure discussed by Nowak 
et al.: the haplodiploid hypothesis. 

With haplodiploidy, fertilized 
eggs become females and 
unfertilized ones become males. 
Thus, females can have higher 
fitness if they raise their full sisters 
instead of their own offspring. 

This prediction was not wrong 
in the sense that it arose from 
flawed mathematics. Indeed, 
practitioners of the natural-
selection approach championed 
by Nowak et al. could have made 
the exact same prediction. It fails 
experimentally because a basic 
assumption is not met in nature: 
females rarely get the opportunity 
preferentially to raise full sisters.

Theoretical papers that 
developed more viable alternative 
scenarios also used inclusive 
fitness methods (for example, see 
D. C. Queller Proc. Natl Acad. Sci. 
USA 86, 3224–3226; 1989). This 
robust predict–fail–reevaluate 
triumvirate is why kin selection 
has been the main informative 
model of choice in the past and 
why it should continue to help 
us understand the evolution of 
cooperation and conflict.
Peter Nonacs University of 
California, Los Angeles, USA, 
pnonacs@biology.ucla.edu

Inclusive fitness is 
just bookkeeping
Using a very general modelling 
approach, Nowak and colleagues 
make two important and valid 
points. First, when standard 
natural selection theory and 
inclusive fitness theory can both 
be applied, they must yield the 
same answer. Whether the realm 
of applicability of inclusive fitness 
models is as restricted as claimed 
remains to be seen, but it is in 
any case contained in the realm 
of standard models. Second, 
the paper makes it clear what 
inclusive fitness theory really 
is: an accounting method, not a 
biological mechanism. 

Champions of inclusive fitness 
often refer to the underlying 
mechanism as kin selection, but 
this just restates the fact that the 
benefit a particular gene generates 
at a cost to its carrier must 
preferentially go to the gene’s other 
carriers (kin). The real biological 
problem is to understand 
mechanisms that lead to such 
assortment between helper and 
help. For eusocial insects, Nowak 
et al. convincingly argue that the 
basic mechanism of assortment is 
the formation of groups owing to 
ecological pressures, such as the 
need for nest defence.

Despite the indignant response 
of the inclusive-fitness crowd, 
there can be no doubt about the 
fundamental tenet that, with or 
without the concept of inclusive 
fitness, in principle we have access 

allow us to enumerate the full 
space of possible fundamental 
evolutionary inequalities and 
the mechanistic conditions 
under which they apply, thence 
identifying those with the greatest 
empirical generality.
David C. Krakauer, Jessica C. 
Flack Santa Fe Institute, USA, 
krakauer@santafe.edu

to exactly the same amount of 
evolutionary knowledge. Personal 
modelling preferences may vary, 
but there is nothing magic about 
bookkeeping techniques.
Michael Doebeli University of 
British Columbia, Canada, 
doebeli@zoology.ubc.ca
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S t e f a n o  S a n v i t o

Traditionally, magnetism and organic 
chemistry have not shared the same 
laboratory. In recent years, however, 

the two disciplines have become closer to each 
other as interest has blossomed in studying 
organic molecules as a transport medium for 
electronic spins. This has raised the expecta-
tion that memory and logic devices one day 
will be built from cheap plastic materials. So far, 
experiments on spin transport across organic 
molecules have been based on large devices, in 
which the microscopic details of the interfaces 
between the organic and the magnetic materi-
als from which the spins are injected are aver-
aged out. Writing in Physical Review Letters, 
Atodiresei et al.1 and Brede et al.2 now investi-
gate how spins are transferred from a magnetic 
surface to a single organic molecule.

The results are surprising. The authors1,2 
demonstrate that it takes only a small, non-
magnetic organic molecule to filter and reverse 
the spin orientation of the conducting elec-
trons of an inorganic, magnetic material. The 
implication is that organic–inorganic inter-
faces can be tailored to specific applications in 
spin-transport electronics (spintronics).

The spin, as well as the electrical charge, is an 
intrinsic property of all electrons. If an electron 
is pictured as a tiny planet, its spin will rep-
resent the planet’s direction of rotation, with 
spin ‘up’ denoting clockwise rotation and spin 
‘down’ anticlockwise. However, in contrast to 
planets, all electrons ‘rotate’ at the same speed, 
and it is only their direction of rotation that can 
change. The ability to create, manipulate and 
detect electrical currents made by electrons 
with the same spin orientation is the goal of 
spintronics.

In a magnet, the electron spins have a prefer-
ential orientation, which is that of the material’s 
magnetization. Thus, when an electron cur-
rent flows from a magnetic to a non-magnetic 
material, the spins will maintain their prefer-
ential orientation for some distance, beyond 
which the number of spin-up and spin-down 
electrons will eventually become equal. In their 
studies, however, Atodiresei et al.1 and Brede 
et al.2 show that a single organic molecule is 
capable of filtering a particular spin direction. 
The authors find that, whereas the current 

flowing across a thin film of magnetic iron is 
composed mainly of spin-down electrons, the 
current that tunnels through an organic mol-
ecule (either metal-free phthalocyanine or 
cobalt phthalocyanine) adsorbed on the same 
iron film comprises mostly spin-up electrons.

The fact that organic molecules can drasti-
cally modify the spin nature of an electrical 
current was predicted some time ago3 and 
recently demonstrated experimentally4. How-
ever, this is the first time that the phenomenon 
has been observed at the atomic level. The 
authors1,2 achieved this by using spin-polarized 
scanning tunnelling microscopy (SP-STM), a 
technique that combines sensitivity to spin 
orientation with atomic-scale image resolu-
tion (Fig. 1). In brief, STM involves scanning 
an atomically sharp conducting tip across a 
sample and measuring the electrical current 
that tunnels through the vacuum between the 
sample and the tip when a voltage difference is 
applied between the two. The intensity of the 
current as a function of the tip’s position allows 
information about the shape and the electronic 

structure of the sample to be extracted. In the 
specialized SP-STM form of the technique, the 
tip is made of a magnetic material, meaning 
that the intensity of the current is also sensitive 
to the imbalance between the two spin orienta-
tions (the spin polarization) of the electrons 
moving from the sample to the tip. SP-STM 
therefore allows the spin polarization of an 
electrical current to be mapped.

Atodiresei et al.1 and Brede et al.2 find not 
only that the spin polarization of the current 
emerging from an organic molecule can be 
opposite to that emerging from the substrate 
in the absence of the molecule, but also that  
different regions of the molecule can sustain 
different current spin polarizations. The reason 
for both observations is rooted in the chemical 
bond formed between the molecule and the 
substrate, which is dominated by those orbitals 
in the molecule and in the magnetic surface 
that have the largest overlap with one another. 
In the case of iron, the orbitals involved in the 
bonding are shaped like a dumbbell with a ring 
around it (put more technically, they have dz2 

S U R fa C e  S C i e n C e

Seeing the spin through
Interfaces can have quite different properties from those of their constituent materials. But it’s surprising that the 
adsorption of a single organic molecule onto a magnetic surface can drastically modify that surface’s magnetism.

a b

Magnetic tip

Magnetic iron
sample

Electron

Organic
molecule

Figure 1 | Studying spin transport with SP-STM. In this technique, an atomically sharp magnetic tip  
is scanned across a magnetic sample, and electrons tunnel through the vacuum between the sample 
and the tip with a preferential spin orientation. The electron current intensity depends on the mutual 
orientation of the surface and tip magnetization (red arrows). a, In the case of an iron surface and a 
chromium-coated tungsten tip, the preferential spin orientation of the electrons leaving the surface is 
opposite to that of the surface magnetization. b, Atodiresei et al.1 and Brede et al.2 find that, when an 
organic molecule is adsorbed onto the iron surface, the electrons’ spin orientation changes: most of  
the electrons have their spins oriented along the direction of the surface magnetization.
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symmetry); these same orbitals are responsible 
for the spin-down polarization of the conduct-
ing electrons in the substrate. In the molecule, 
the orbitals that drive the molecule–substrate 
interaction are dumbbell-shaped (pz sym-
metry), just like those that contribute to  
conductivity in graphene. The formation of the 
bond creates new (hybrid) orbitals, which are 
an admixture of both the substrate’s dz2 orbit-
als and the molecule’s pz orbitals. These have 
energy levels that are different from those of 
the constituent orbitals, leading to the reversal 
of the spin orientation of the substrate’s con-
ducting electrons — they become mostly 
spin-up. The authors’ experiments1,2 thus 
indicate that engineering the chemical bond 
of organic–inorganic interfaces translates into 
engineering their ability to filter electrons of a 
single spin5.

But the experiments are also remarkable for 
another reason. They firmly establish SP-STM, 
in combination with first-principles theoreti-
cal modelling, as a primary tool for studying 
spin phenomena in organic materials at the 
atomic scale. In general, this is a challenging 

task because of the peculiar nature of organic 
molecules: they lack a significant spin–orbit 
coupling; that is, the electrons’ spins are weakly 
affected by their motion. Although this is good 
news for the prospect of using them to build 
organic spintronic devices, it makes the char-
acterization of organic media complicated; the 
standard optical techniques used to character-
ize inorganic semiconductors rely on a signifi-
cant spin–orbit interaction to work. As such, 
SP-STM joins the approaches of two-photon 
photoemission6 and muon spin-rotation7 as 
the techniques of choice for organic spintron-
ics, and is a welcome addition to a field in which 
accurate metrology has been a pressing issue8.

The experiments of Atodiresei et al.1 and 
Brede et al.2 are a step forwards in under-
standing the subtle interplay between chemi-
cal bonds, magnetism and spin transport. They 
also open up exciting avenues of research. For 
instance, the interaction between magnetic 
molecules and magnetic substrates, or between 
magnetic molecules themselves, could be 
exploited to lead to fully functional magnetic–
magnetic interfaces at which magnetism can 

be finely and dynamically tuned (for instance, 
by manipulating the quantum-mechanical 
process of exchange coupling). Furthermore, 
SP-STM could be used to investigate at the 
atomic level the mechanism with which spins 
in molecular systems respond to external 
stimuli. This is a tool that has already helped 
enormously in the development of magnetism 
at the nanoscale, but that we physicists believe 
has much more to give. ■

Stefano Sanvito is at the School of Physics 
and the Centre for Research on Adaptive 
Nanostructures and Nanodevices (CRANN), 
Trinity College Dublin, Dublin 2, Ireland. 
e-mail: sanvitos@tcd.ie
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M e D i C a L  M i C R o B i o L o G Y 

A toxin contest
The bacterium Clostridium difficile can cause life-threatening human disease. 
The question is which of the organism’s two toxins is the more crucial to its 
pathogenicity. The answer is one or the other, or both. See Letter p.711

 J i M M Y  D .  B a L L a R D

In this issue, Kuehne and colleagues1 show 
that the pathogenic bacterium Clostridium 
difficile can cause disease using either of its 

two main toxins — toxin A and toxin B. These 
findings may come as a surprise, because a  
similar study2 last year reported that only 
toxin B is required for the pathogen’s virulence. 
This new paper will undoubtedly reignite 
debate over the matter. 

Clostridium difficile affects hospital patients 
receiving antibiotic treatment, and can lead to 
diarrhoea, intestinal inflammation and severe 
systemic complications3,4. The disease is dif-
ficult to manage with traditional antibiotics, 
because treatment with these drugs can often 
trigger the illness5. Most concerning has been 
the emergence of hyper-virulent, drug-resistant 
strains of the bacterium, which have resulted 
in an increased death rate among patients. It 
is therefore crucial to better understand the 
pathogen’s main mechanisms of virulence. 

Most strains of C. difficile produce both 
toxin A and toxin B. The two toxins show 
many similarities and are probably products 
of a gene-duplication event during the evolu-
tion of the bacterium. Both toxins affect the 

same target on entry into host cells6,7, and 
both are lethal when injected into non-human  
primates8. They differ, however, in their target 
cell type, with toxin A damaging cells of the 
intestinal epithelium and toxin B targeting a 
broad range of cells3. 

Previous findings have mainly pointed to 
toxin A as the major culprit in causing dam-
age during the disease, with toxin B playing 
a minor part. One study9, for example, found 
that administering toxin A to experimental 
animals recapitulates many signs of C. difficile 
disease, and another10 showed that patients 
with strong immune responses to this toxin 
were less likely to relapse with C. difficile  
disease. But it was difficult to reconcile these 
observations with the routine occurrence of 
bacterial strains lacking toxin A but expressing 
toxin B (A−B+ strains) in patients with severe 
C. difficile infection3. The fact that C. difficile 
can naturally cause disease without toxin A 
raised several questions. Could the bacterium 
also cause disease without toxin B? And are 
the toxins’ functions redundant, additive or 
synergistic in C. difficile infection?

Assessing the role of toxin A in the absence 
of toxin B has been difficult, because natu-
rally occurring A+B– strains have not been 

identified. The gold standard for addressing 
this question therefore remained an experi-
mental system involving isogenic strains of 
the bacterium — strains that are genetically 
identical except for the disrupted target gene. 
Such genetic manipulation, which is routinely 
used for studying many bacteria, had been 
technically challenging in C. difficile until a 
2006 paper11 reported the desired targeted 
gene disruption. The authors of that study later 
used2 this approach to produce A+B– and A–B+ 
isogenic C. difficile strains. When they tested 
these strains in a hamster model of C. difficile 
infection, they found that only toxin B was 
required for the bacterium to cause disease. 

Kuehne and colleagues’ findings1 (page 711) 
seem to contradict those earlier results2. They 
indicate that, in hamsters, although the A+B– 
strains are less virulent than the A–B+ strains, 
they can cause illness. The investigators also 
generated a strain of C. difficile that lacks 
both toxins, and, as predicted, this strain is  
not virulent. 

As is often the case with conflicting findings, 
there are differences between the two experi-
mental approaches used1,2: the teams’ isogenic 
strains were generated using different systems, 
and the sites of genetic disruption were not 
the same. Moreover, whereas the earlier paper 
examined two independent mutants, Kuehne 
et al. tested one mutant, but used a system 
that generates more stable mutants unable to 
revert to their original toxin-positive state. 
Furthermore, Kuehne and co-workers used 
physical appearance and physiological indi-
cators to develop a scoring system for pre-
dicting death, rather than actual death of the 
animal as the endpoint. Whether the more 
subjective method for scoring death had any  
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impact on their data is difficult to know. 
Both groups used strain 630 of C. difficile, 

a well-characterized clinical isolate. Kuehne 
et al. propose, however, that differences in 
the number of times this strain has been sub-
cultured (passaged) in the two labs could 
account for the variation in the results. So it’s 
conceivable that other factors — apart from the 
two toxins — changed during laboratory hand-
ling of the organism by the two teams, and that 
these factors are relevant to virulence. 

It should also be noted that neither study 
could deliver the toxin-encoding genes back 
into the mutant strains of C. difficile to restore 
the virulent phenotypes. Without this, a vari-
ety of genetic explanations for the differences 
in the two outcomes remain. Indeed, analysis 
of more than one mutant is a notable strength 
of the earlier study2, because it reduces con-
cerns that other mutations could have been 
affected during manipulation of the organism. 

Ultimately, it will require further scrutiny to 
determine whether the overall experimental 
variations are significant enough to account for 
the disagreement in the findings. 

Investigations should also be carried out to 
determine which of the two conclusions1,2 holds 
up in other strains of C. difficile, in particular the 
hyper-virulent strains. And it would be useful if 
the two groups exchanged reagents in an effort 
to explain the differences between their data. 
At this point, however, perhaps it is especially 
necessary to emphasize the common finding 
of the two studies: toxin B is a crucial virulence 
factor of C. difficile and its presence alone is 
enough to cause disease. On the basis of both 
sets of results, therefore, targeting only toxin A 
might be a poor treatment strategy. Clostridium  
difficile is a complex bacterium, and, despite 
their different conclusions, both teams’ contri-
bution will help to advance the understanding 
of this life-threatening human pathogen. ■
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trapped in those locations farthest removed 
from all of the walls — that is, in the compart-
ment centres. Although Brownian motion 
bounces particles around in the traps, the 
repulsive forces are stronger than the Brown-
ian forces, confining the particles for hours  
on end.

An advantage of these electrostatic traps 
is that they are indifferent to the particle  
material. The authors show that they can trap 
particles of widely different composition — 
such as gold nanoparticles, polystyrene beads 
and lipid vesicles — and of sizes ranging from 
20 to 100 nanometres. The only prerequisite is 
that there should be sufficient surface charge 
on the particle to be trapped, which isn’t a 
problem because almost all materials carry 
some surface charge. Another attractive feature 
is that no external equipment needs to be used. 
The equipment needed for other methods of 
particle trapping can be very expensive and 

complicated, as in the case of opti-
cal trapping (in which microscopic 
objects are held in place by a highly 
focused laser beam).

A f inal al luring aspect of 
Krishnan and colleagues’ system is 
the extremely easy way in which the 
shape of the traps can be altered and 
the number of traps can be increased. 
Currently available micromachining 
techniques would allow millions of 
traps to be constructed on only a few 
square centimetres of a substrate, 
at a density comparable to that of 
the DNA arrays used for biological 
assays, or even higher. We could do 
many things with such tiny arrays 
of traps. Particle-based assays are 
widely used in clinical chemistry 
and biology, for example. The use of 
trap arrays would enable us to trap 
individual particles and observe 

n a n o f L U i D i C S

Tiny electrostatic traps
Methods for trapping tiny particles are increasingly needed, especially for 
biological assays, but they often involve complicated apparatus. An approach  
has been discovered that could simplify matters considerably. See Letter p.692

J a n  C .  t.  e i J k e L  &  
a L B e R t  v a n  D e n  B e R G

We’ve all seen images of astronauts 
in their spaceship cabins at zero 
gravity. Moving freely through the 

interior space, nothing inhibits them but the 
insubstantial friction of the air. Now imag-
ine that they are repelled by the cabin walls. 
Instead of freely floating around, the hapless 
space travellers would be pushed to 
the place that is farthest away from all 
the walls. There they would be stuck, 
captured in a repulsive trap. Report-
ing in this issue (page 692), Krishnan 
et al.1 describe the realization of this 
scenario at the nanometre scale: an 
electrostatic trap for nanoparticles.

The authors have used micro-
machining techniques to create 
structures that contain intercon-
nected compartments, each meas-
uring a few hundreds of nanometres 
in height (Fig. 1). This is advanta-
geous for manipulating nanoparti-
cles, because the scaling of natural 
laws makes gravity totally irrelevant 
at these dimensions. Nanoparti-
cles suspended in water within the  
compartments therefore float around 
like astronauts at zero gravity, never  
sinking to the bottom.

The second ingredient used by Krishnan 
et al. in their trap is the strong repulsion 
between particles and the walls of the com-
partments, which originates from the nega-
tive charge that both carry. The glass walls of 
the device naturally acquire negative charge 
on exposure to water. This means that, when 
water containing negatively charged particles 
is flushed through the system, the particles 
are pushed away from the walls and become 

Figure 1 | Caught in a trap. Krishnan et al.1 report a system in  
which nanometre-scale particles can be trapped. The traps consist  
of compartments 300 nanometres high, etched into the gap between 
a silica surface and a glass surface. The surfaces of the compartments 
become negatively charged on contact with water. Negatively charged 
particles (20–100 nm in diameter) suspended in the water become 
trapped in the compartments by particle–wall repulsion. Arrows  
indicate repulsive forces, and the broken line indicates the extent  
of the electrostatic trap.

Silica

Trap extent
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them over time, thus allowing single binding 
events to be distinguished, or processes taking 
place in single vesicles to be observed.

Of course, many other particle-trapping 
methods are available2, such as the popular 
optical trapping and the versatile dielectro-
phoretic trapping (in which particles are cap-
tured and manipulated by electric fields). How 
does electrostatic trapping compare? One 
large advantage over other methods is that 
electrostatic trapping occurs automatically 
when a particle suspension is flushed through 
the trap. As noted earlier, the absence of  
any specialist equipment makes life very easy 
for the operator. This comes with a consid-
erable drawback, however: the particles are 
ensnared at fixed positions that cannot be 
changed at will, as can be done with optical 
trapping.

But perhaps the biggest limitation of the 
electrostatic trapping mechanism at present is 
the need for extremely low salt concentrations 
in the particle-carrying liquid. Given that bio-
logical fluids have high salt concentrations, if 
left unsolved this problem would undoubtedly 
put a damper on many biological applications. 
Indeed, a key objective of electrostatic trapping 
would be to capture single protein molecules at 
physiological salt concentrations.

To address this issue, Krishnan et al.1 derived 
equations to describe the forces in their traps, 
and used these to show that the detrimental 
effect of high salt concentrations can be coun-
tered by reducing the height of the traps. They 
therefore calculated that, in principle, it should 
be possible to capture strongly charged pro-
teins if traps 10 nm high could be made (for 
comparison, the traps used in their experi-
ments were 300 nm high). It is worth noting, 
however, that the proteins considered by the 
authors have roughly the same dimensions as 
the traps required to catch them, which might 
allow short-range, attractive van der Waals 
forces between the protein and the trap’s walls 
to negate the desired electrostatic repulsion. 
If so, then perhaps this problem could be pre-
vented by attaching a polymer layer to the trap’s 
surfaces — an approach that has been used suc-
cessfully to overcome van der Waals forces to 
allow the levitation of colloidal micro particles 
above a surface on which these (larger) particles  
would otherwise settle by gravity3.

Many further studies involving electrostatic 
trapping spring to mind. To deepen our under-
standing of the mechanism, experiments at  
different pH values, and using positively 
charged surfaces and particles, will be neces-
sary. Electrodes could also be built into the trap  
walls to actively modify the surface charge, 
so that trapped particles could be moved, 
overcoming one of the present limitations4,5. 
Electrostatic trapping certainly opens up 
an intriguing avenue of investigation in the 
manipulation of particle systems, and may 
well prove to have a great impact on biological 
research. ■
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D n a  R e Pa i R

A protein giant  
in its entirety 
Purification of the human tumour-suppressor protein BRCA2, which is crucial 
for DNA repair, has been a formidable challenge owing to its large size. That 
mission is now accomplished, providing biochemical insight. See Article p.678

L e e  Z o U

A crucial mechanism by which breaks in 
double-stranded DNA are repaired is 
homologous recombination. BRCA2, 

a large protein of more than 400 kilodaltons 
in size, is a key player in this process. Three 
papers1–3, including one by Jensen et al.1 on 
page 678 of this issue, report the purification 
and biochemical characterization of full-length 
human BRCA2, providing the most compre-
hensive picture yet of how this protein giant 
functions in DNA repair.

BRCA2 is a suppressor protein of ovarian 
and breast tumours, and the gene encoding it 
is frequently mutated in patients with familial 
breast cancer and those with Fanconi anaemia, 
a disease that increases susceptibility to can-
cer. In cells, the absence of functional BRCA2 
severely compromises the repair of DNA 
double-strand breaks (DSBs) by homologous 
recombination4. Biochemical studies4 using 
fragments of human BRCA2, or BRCA2-like 
proteins from a fungus and from worms, have 
suggested that BRCA2 recruits another protein, 
RAD51, to the single-stranded DNA (ssDNA) 
that is generated at sites of DSBs. The resulting 
RAD51–ssDNA filaments mediate the search 
for homologous DNA sequences and ‘strand 
invasion’ — two crucial steps in homologous 
recombination. Owing to the difficulty in puri-
fying full-length human BRCA2, however, the 
biochemical properties of this large protein 
have not previously been studied directly. 

The three teams1–3 have successfully 
expressed full-length recombinant BRCA2 
using different strategies. With purified 
BRCA2 in hand, the researchers then sought 
to answer three questions: how does it interact 
with DNA; how does it interact with RAD51; 
and how does it regulate the formation of 
RAD51–ssDNA filaments?

Previous studies using BRCA2 fragments 

indicated that the protein might bind either to 
ssDNA or to junctions of ssDNA and double-
stranded DNA (dsDNA)5. Full-length BRCA2 
also seems to prefer ssDNA to dsDNA1,2. 
Moreover, electron microscopy data2 show that 
BRCA2 specifically recognizes dsDNA with 
ssDNA tails, but not the blunt ends of dsDNA. 
Intriguingly, on binding to DNA ends, BRCA2 
forms a rod-shaped complex, the dimension 
and mass of which are consistent with BRCA2 
dimers2. 

Unlike its related proteins in fungus and 
worms, human BRCA2 contains eight BRC 
repeats, which can bind to RAD51. But how 
these repeats are used in full-length BRCA2 
was not clear. It is now estimated1,3 that  
each full-length BRCA2 molecule can bind to up 
to six RAD51 molecules. The ability of BRCA2 
to simultaneously bind to several RAD51 pro-
teins may facilitate RAD51 binding to ssDNA  
and/or formation of the helical RAD51–ssDNA 
filaments6. Although BRCA2 can bind to both 
ssDNA and RAD51, the researchers2 did not 
detect a ternary complex of BRCA2–RAD51–
ssDNA. This suggests that BRCA2 delivers 
RAD51 onto ssDNA, but does not become a 
stable part of the RAD51–ssDNA filament. 

So how exactly does BRCA2 promote the 
formation of RAD51–ssDNA filaments? The 
collective results of the three papers suggest 
that BRCA2 has at least four distinct roles 
in this process (Fig. 1, overleaf). It prevents 
RAD51 from binding to dsDNA, which 
would inhibit homologous recombination1,2. 
It stimulates the binding of RAD51 to ssDNA 
or to dsDNA with ssDNA tails1,2. It enables 
RAD51 to bind to ssDNA even in the pres-
ence of RPA — a high-affinity ssDNA-bind-
ing protein that at later steps of homologous 
recombination inhibits RAD51 binding to 
ssDNA1–3. Finally, it inhibits RAD51–ssDNA 
dissociation by preventing the hydrolysis of 
ATP mol ecules1,3. Through these four distinct 

Nature 467, 692–695 (2010).
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5. Karnik, R. et al. Nano Lett. 5, 943–948 (2005).
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functions, BRCA2 promotes specific and  
stable assembly of RAD51 on ssDNA, and thus 
RAD51-mediated strand exchange between 
homologous DNA sequences1,2.

Jensen et al.1 also reveal an intriguing diver-
gence between the functions of the human 
BRCA2 and another protein, RAD52. Yeast 
lacks a BRCA2-like protein, and instead Rad52 
promotes the formation of Rad51–ssDNA fila-
ments. Moreover, unlike BRCA2, yeast Rad52 
can anneal complementary ssDNA sequences 
into dsDNA, even in the presence of RPA. 
The human RAD52 can anneal ssDNA, but it 
cannot promote RAD51–ssDNA assembly. It 
seems, therefore, that during evolution BRCA2 
has taken over the function of RAD52 in the 
formation of RAD51–ssDNA filaments.

Do we now have a complete picture of how 
BRCA2 functions in homologous recombina-
tion? The answer, clearly, is no. BRCA2 is regu-
lated by its binding partners — as exemplified 

Figure 1 | The multifaceted role of BRCA2 in 
homologous recombination. BRCA2 mediates 
the formation of RAD51–single-stranded 
DNA (ssDNA) in four ways1–3. a, It inhibits the 
binding of RAD51 to double-stranded DNA. 
b, It stimulates the binding of RAD51 to single-
stranded DNA tails at DNA double-strand 
breaks. c, It helps RAD51 to bind to ssDNA in the 
presence of the RPA protein. d, It inhibits RAD51 
dissociation from ssDNA mediated by ATP 
hydrolysis to ADP. 
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by stimulation of BRCA2-mediated binding of 
RAD51 to RPA-coated ssDNA by the BRCA2-
associated protein DSS1 (ref. 3). Moreover, 
BRCA2 interacts with several other media-
tors of DNA repair, including BRCA1 and 
PALB2 — two proteins that are also frequently 
mutated in patients with familial breast cancer7. 
(In cells, PALB2 has a role in the localization of 
BRCA2 to DSBs and so in successful homolo-
gous recombination7.) The existence of several 
RAD51 family members8 further increases 
the complexity of homologous recombina-
tion. Finally, mounting evidence suggests that 
chromatin (complexes of DNA and histone 
proteins) plays a crucial part in regulating 
homologous recombination9. Purification of 
the entire BRCA2 molecule1–3 sets the stage for 
future studies to reveal the full function of this 
large protein in homologous recombination. ■
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at M o S P H e R i C  P H Y S i C S

Solar surprise?
The detection of unexpected changes in the Sun’s spectral irradiance during the 
declining phase of the most recent solar cycle, and their implications for Earth’s 
atmosphere, are intriguing. But they must be viewed as provisional. See Letter p.696

R o L a n D o  R .  G a R C i a

Last year, Harder et al.1 reported observa-
tions made by the satellite-borne Spectral 
Irradiance Monitor (SIM). They revealed 

unexpected behaviour in solar irradiance, 
resolved according to wavelength, during the 
declining phase of solar cycle 23 — unexpected, 
that is, compared with the currently accepted 
understanding of how irradiance varies dur-
ing the 11-year solar cycle. On page 696 of this 
issue, Haigh et al.2 go on to examine the sur-
prising implications of the SIM measurements 
for stratospheric ozone and surface climate. 

The SIM observations show very large 
increases in irradiance for the years 2004 minus 
2007 at ultraviolet (UV) wavelengths, together 
with sizeable decreases at wavelengths longer 
than 400 nano metres, in the visible range. This 
result is depicted in Figure 1 of Haigh and col-
leagues’ paper (page 696), in which SIM data 
are compared with the empirical model of 
Lean3. The latter, which is typical of models of 
this type4–6, predicts irradiance variations on 
the basis of changes in solar structures such as 
sunspots and faculae (regions of relatively low 
and high brightness in the Sun’s photosphere). 

The model results (shown in black in the 
figure) indicate a modest difference in irra-
diance, for 2004 minus 2007, of less than 
0.5 milliwatts per square metre per nano-
metre at all wavelengths shown. By contrast, 
SIM (shown in blue) measures changes of 
up to 5 mW m−2 nm−1 at UV wavelengths, 

and –1.5 mW m−2 nm−1 in the visible range 
beyond 400 nm. Although the irradiance 
changes measured by SIM are very different 
from those predicted by the model at almost 
all wavelengths, when these changes are inte-
grated across the spectrum, they yield similar 
changes in the total downward solar flux at the 
top of Earth’s atmosphere for 2004 minus 2007 
(0.09 W m−2 for SIM and 0.11 W m−2 for Lean’s 
model). This complicates the evaluation of the 
SIM observations because solar-cycle variabil-
ity of the total solar irradiance, which is much 
better known than changes in wavelength-
resolved irradiance, and which is reproduced 
by models such as Lean’s, cannot be used to 
assess the validity of the observations. 

Haigh et al.2 used a photochemical–dynam-
ical model to estimate the changes in ozone 
levels that would be produced by the irradi-
ance variability observed by SIM. For ozone, 
they obtained changes from 2004 to 2007 of 
up to 2% at about 30 kilometres above Earth’s 
surface. Furthermore, whereas the changes at 
30 km altitude are in phase with solar activity, 
those above about 45 km are out of phase, such 
that lower ozone levels are obtained in 2004 
than in 2007. This happens because the large 
variability observed by SIM in the UV leads to 
a large increase in the calculated abundance of 
hydrogen radicals, which are potent catalysts 
of ozone destruction, in the upper stratosphere 
(35–50 km) and in the meso sphere (above 
50 km). On the other hand, the variability in 
irradiance predicted by Lean’s model produces 
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much smaller changes in ozone levels, up to 
0.8% at 40 km altitude, and these changes are 
in phase with solar activity throughout the  
stratosphere and lower mesosphere. 

Haigh et al. argue that the pattern of ozone 
change implied by SIM is consistent with 
ozone observations made by the Microwave 
Limb Sounder (MLS) instrument onboard 
the EOS Aura satellite7. They carried out a 
multiple-regression fit to MLS ozone data in 
the tropics at two altitudes, centred near 30 km 
and 55 km. The regression predictors included 
two orthogonal indices of the tropical quasi-
biennial oscillation (QBO, a wind oscillation 
that dominates the tropical stratosphere and 
affects the abundance of ozone therein)8 and 
a solar activity index (SIM irradiances aver-
aged over 200–400 nm). The resulting ozone–
solar regression coefficient is positive at 30 km 
and negative at 55 km, consistent with their  
model-based predictions.

If the assessment by Haigh and her col-
leagues2 is correct, the SIM observations would 
necessitate a re-evaluation of the mechanisms 
that produce solar variability, and how that vari-
ability affects the atmosphere. In addition to the 
impact on ozone, changes in SIM irradiance in 
the visible range, which are out of phase with 
the solar cycle, would require reconsideration of 
the role of solar variability in climate. Conven-
tional wisdom9 holds that long-term increases 
in solar activity should warm the climate. But 
the opposite would be true if long-term irradi-
ance variability behaved like that measured by 
SIM over the declining phase of solar cycle 23.

Should these results send researchers back to 
their laboratories to rethink their theories and 
rewrite their computer models? It is probably 
too early for that. It remains to be convincingly 
shown that the wavelength-resolved irradiance 
observations are accurate and, if they are, that 
they apply to periods other than the declining 
phase of solar cycle 23. 

In the first place, the length of the record 
used by Haigh et al. in their multiple-regres-
sion analysis is too short to yield unambiguous 
results: the two predictors used have time scales 
(28 months for the QBO, 11 years for the solar 
cycle) that are comparable to, or longer than, 
the length of the period analysed. Under these 
circumstances, there is no guarantee that mul-
tiple regression yields a physically meaning-
ful apportionment of ozone variance among 
the predictors. Moreover, other regression 
analyses, based on ozone observations span-
ning more than 20 years10,11, yield results that 
are broadly consistent with the conventional 
picture of solar variability. These analyses use 
data sets that do not extend much beyond the 
stratopause, the boundary — at about 50 km 
altitude — between the stratosphere and 
mesosphere. But they show no indication of a 
reversal in the sign of the relationship between 
solar activity and ozone levels in the upper  
stratosphere. 

Haigh et al.2 point out that at present there 
is insufficient evidence to validate the SIM 
observations. In fact, we will probably need 
SIM irradiance data and independent ozone 
observations over a much longer period, at 

least the length of one solar cycle, before we 
can begin to be sure that the surprising irra-
diance variability measured by SIM does not 
arise from instrumental drifts or corrections 
thereof. Even if this is not the case, it will be 
necessary to reconcile the implications of the 
SIM observations with previous analyses of 
ozone changes during the 11-year solar cycle 
that are not consistent with the implied effects 
of SIM-like irradiance changes. ■ 
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This beautiful image of synchronized spore 
discharge from an ascomycete fungus 
comes from a book published in 1791. A 
cross-disciplinary group of researchers led 
by Marcus Roper and Agnese Seminara 
have now brought twenty-first-century 
approaches, including algorithms used to 
model the behaviour of droplets in clouds, 
to bear on study of this phenomenon 
(M. Roper et al. Proc. Natl Acad. Sci. USA 
doi:10.1073pnas.1003577107; 2010). They 
find that simultaneous discharge in itself 
creates an air flow, a cooperatively generated 
wind, that allows the spores to travel much 
farther than if ejected alone — so enhancing 
their prospects of wafting farther afield.

Roper, Seminara and colleagues used 
a combination of simulations, analytical 
models and experiments to investigate spore 
release from species of ascomycetes, in which 
spores develop in sacs (asci) in a cup-shaped 
structure called the apothecium. Their 
subjects included species of Sclerotinia (a plant 
pathogen) and Ascobolus (a dung fungus). 

Spores of Sclerotinia, for example, have to 
rise from the fruiting body on the ground to 
infect plant flowers. In experiments, confirmed 
by simulations, spores riding a cooperative 
wind behaved much like “frictionless 
projectiles”. They travelled 10 centimetres or 
more, with the range probably being limited 
by gravity, compared with the 3 millimetres 
of those ejected on their own, which are 
soon halted by viscous drag. Moreover, if 
the cooperative spore plume hit an obstacle 
(which in experiments was mimicked by a 
glass slide, but in a natural setting might be 
a leaf), pressure differences in the plume 
resulted in spore movement around it. 

The authors also used high-speed imaging 
to see how spore release is coordinated, and 
looked at various apothecial species. Their 
data show that the process is self-organized. 
In Ascobolus, the process of ejection is 
initiated in a few asci, perhaps by a highly 
local change in air pressure. A wave of spore 
discharge across the apothecium then 
ensues, possibly driven by an alteration in 

elastic stress, that may arise from changes 
in the turgor pressure of cells that are 
interspersed among the asci. 

As well as the practical aspect of providing 
insight into the dispersal dynamics of a plant 
pathogen (the species studied, Sclerotinia 
sclerotiorum, infects and damages many 
different crops), there is another angle to 
this line of research. The authors point out 
that synchronized spore discharge might 
catch the fancy of biologists interested in 
the evolution of self-organized cooperative 
behaviour. tim Lincoln
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50 Years Ago
An Introduction to the Logic of the 
Sciences. By R. Harré — This is a very 
welcome book. It should be said at 
the outset that the author’s intention 
to write largely for undergraduates 
in science may prove a little on the 
modest side, since many students 
working for higher degrees would 
probably produce substantially 
better theses if they could find time 
to read what Dr. Harré has to relate 
… The grand point is that — from 
the aspect of discovery — disciplined 
insight came first, and the 
application of mathematical analysis 
afterwards. Essential as the latter is, 
momentous advances usually begin 
with remarkably simple premises. 
Incidentally, Max Planck is known 
to have fought long and hard in his 
mind against the consequences 
of his own quantum concept. The 
statistical and indiscriminate nature 
of much of modern physics was not 
to his liking. But that is the penalty 
of greatness. Questions like these are 
ably handled by Dr. Harré, and the 
moral is driven home.
From Nature 8 October 1960

100 Years Ago
Beet Sugar Making and its Chemical 
Control. By Y. Nikaido — In 
principle, the production of sugar 
from beetroots is a simple matter. 
The sugar and other soluble bodies 
are extracted from the sliced roots 
by diffusion in water; the juice thus 
obtained is purified from acids 
and other objectionable matter by 
“defecation” with lime, and after the 
excess of lime has been removed by 
treatment with carbonic acid, the 
liquor is concentrated by evaporation 
until the sugar crystallises out. 
Whilst, however, there is nothing 
complicated about the principle, 
successful and profitable production 
depends upon close attention to a 
number of points in respect of which 
the chemist’s help is needed. 
From Nature 6 October 1910

J o n a t H a n  B .  D e M B  &  D a v i D  H .  B R a i n a R D

The processing of visual information 
begins in the retina, where special-
ized neurons called photoreceptors 

absorb light and stimulate multiple neural  
circuits. Each circuit generates specific  
patterns of electrical activity and converges on 
one of about 20 types of retinal ganglion cell. 
These cells’ axons — the optic nerve fibres — 
then convey signals to various brain targets. 
For colour vision, specific retinal circuits com-
pare the activity levels of different types of cone 
photoreceptor cells that have different spectral 
sensitivities1. On page 673 of this issue, Field 
et al.2 describe simultaneous recordings from 
hundreds of ganglion cells, and a new method 
to map the inputs that these cells receive from 
individual cones. The results provide insight 
into the initial stages of colour vision.

Old World primates, including humans, 
have three types of cone photoreceptors that 
are maximally sensitive to long (L), middle (M) 
or short (S) wavelengths of light. In isolation, 
however, each cone is colour-blind because its 
activity depends on both the wavelength and 
intensity of incident light1. For example, an 
M cone’s activity would be the same for a dim 
green light and a bright red light. Neural circuits 
derive a colour signal by comparing the activity 
of different cone types — cone opponency. In 
primate retinas, there are two broad classes of 
opponency: S − (L+M) opponency contrasts the 
activity of S cones with the combined activity  
of L and M cones, whereas L–M opponency 
contrasts the activity of L and M cones.

Primate cones are arranged in a mosaic, 
presenting several challenges to implement-
ing cone opponency (Box 1). First, only a  
single cone exists at each location in the mosaic, 
so comparing cone signals confounds spatial 
and spectral information. Second, S cones 
are sparse, limiting the spatial resolution of 
S − (L+M) opponency. Third, the M/L cone 
arrangement is random or nearly random, 
leading to ‘clumps’ of either cell type2,3. This 
limits the spatial resolution of L–M opponent 
signals. For example, L–M resolution must be 
coarser at the centre of a clump of L cones than 
in a region where L and M cones alternate.

S − (L+M) opponency is an ancient and well-
developed subsystem of colour vision. The 

genes encoding the S and M/L cone opsins — 
proteins that determine spectral sensitivity 
— diverged more than 500 million years ago4. 
Moreover, the primate retina contains special-
ized ganglion cells for computing S–(L+M) 
opponent signals. The small bistratified  
ganglion cells, for example, receive excitatory 
inputs from S cones through S-cone bipo-
lar cells, and (L+M) cone signals oppose the 
S-cone signals by means of two distinct retinal 
pathways5. Similar cone opponency is medi-
ated by ganglion cells in other mammals6,7.

As for L–M opponency, this depends on a 
third opsin that arose in Old World primates 
less than 40 million years ago4. The neural 
mechanisms underlying L–M opponency have 
remained elusive. It could be that a special-
ized ganglion-cell type analogous to the small  
bistratified cells collects pure antagonistic 
signals from L and M cones8. So far, however, 
there has been no definitive identification of 
such cells. 

Alternatively, L–M opponency might arise 
in other cells that existed before the emergence 
of the third cone opsin. A favourite candidate 
is the midget ganglion cell, named for its small 
size in the fovea — the central part of the ret-
ina1. In the fovea, each of these cells connects 
through a midget bipolar cell to a single cone, 
and thus receives an excitatory ‘centre’ signal 
that is selective for L or M. The centre signal 
is opposed by a ‘surround’ signal that is driven 
by the surrounding cones. Consequently, 
even if the surround draws randomly on L 
and M cones, most foveal midgets will exhibit 
a degree of L–M opponency because the centre 
signal is always pure9 (Box 1).

Each ganglion-cell type tiles the retina com-
pletely, but is larger in the retinal periphery 
than in the fovea1. The centre signals of the 
larger midget cells in the periphery therefore 
connect to a dozen or more cones, and analysis 
of these connections should provide informa-
tion about the M/L selectivity of peripheral 
midget cells. The selective-wiring hypoth-
esis predicts selective connections between 
each midget cell and either M or L cones; the 
random-wiring hypothesis, by contrast, pre-
dicts random connections1. Evidence has been 
reported in favour of both hypotheses10,11, mak-
ing it difficult to rule either out definitively. To 
date, one roadblock has been that inputs to 

v i S i o n

Neurons show  
their true colours
How do we tell red from green? Work on the primate retina shows how neural 
circuitry combines signals from individual cone photoreceptor cells to provide 
the basic building blocks for colour vision. See Article p.673
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ganglion cells could not be characterized on a 
cone-by-cone basis.

In a technical tour de force, Field et al.2 
used a multi-electrode array to generate very 
high-resolution centre–surround receptive-
field maps simultaneously from hundreds 
of macaque retinal ganglion cells in vitro. 
The array has hundreds of metal electrodes 
that detect the rates of action potentials that 
normally travel down the optic nerve. With 
recordings made in as little as one hour, 
the authors could not only measure inputs 
to ganglion-cell centres and surrounds at 
the resolution of individual cones, but also 
determine the type of each cone with high 
accuracy. Their data show how individual 
peripheral midget cells draw on cones of  
different types. 

Across the midget-cell population, Field and 
co-workers observed a continuum of cone selec-
tivity in the cell centres, ranging from pure M or 
L input to a random mix of the two. An elegant 
re-sampling analysis2 showed that although 
the random-wiring hypothesis provides a 
first-order account of the chromatic proper-
ties of the midget-cell population11, it fails to 
account for these properties in detail. That is, 
if the midget centres drew randomly on cones 
— irrespective of the cone type — there would 
be less opponency in the population as a whole 
than is actually observed. Instead, selectivity in 
the weighting of cone inputs biases the centres 
towards M or L purity. This bias enhances L–M 
opponency across the midget-cell population, 
and could thereby improve the quality of red–
green colour vision in the retinal periphery.

Of the questions that Field and colleagues’ 

study highlights, two are particularly fasci-
nating. First, how does the observed specifi-
city of cone inputs come about? Expression 
by gene therapy of a third cone opsin in the 
retinas of adult New World monkeys that had 
been red–green colour-blind since birth12 
allowed them to distinguish between new 
colours. Theoretically, these new abilities 
could be mediated by random wiring into 
the cone mosaic, which would be sufficient 
to generate some degree of cone opponency9. 
But it would be interesting to determine this 
experimentally. This could be done using 
Field and colleagues’ method for mapping the 
receptive fields of ganglion cells at individual-
cone resolution. If these cells show random  
wiring following gene therapy in adulthood, 
similar receptive-field mapping experiments 
could be performed in the subset of female 
New World monkeys born with the three cone 
types13,14, to determine whether the plasticity 
required for cone-selective wiring occurs dur-
ing development. If biased cone connectivity 
never occurs in New World monkeys, it would 
suggest that cone-selective wiring developed 
in Old World primates on an evolutionary 
timescale.

And how crucial is the observed degree 
of selective cone input for red–green colour 
vision? Psychophysical measurements8,15 have 
shown that red–green sensitivity degrades 
in the retinal periphery, and that its spatial 
resolution is coarse. The question is whether 
this performance is better than would be 
expected from random wiring alone9. Field 
and co-workers’ physiological measurements2, 
which describe the properties of the entire 

population of midget cells in a peripheral 
region of the retina, may help us to more sharply  
analyse such psychophysical data to under-
stand the precise functional implications of 
the bias towards selective wiring. ■
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A schematic representation of the mosaic 
arrangement of cones in the monkey retina 
that are sensitive to long (L, red), middle (M, 
green) and short (S, blue) wavelengths of light. 
S cones are rare, constituting 5–10% of the 
mosaic, and L cones outnumber M cones by 
about 2 to 1. L and M cones are arranged near 
randomly. For simplicity, the cone mosaic is 
shown as rectangular in arrangement. The 
actual mosaics are more hexagonal and also 
less regular3: in the central all-cone fovea, 
cones are tightly packed, whereas in the 
retinal periphery they are separated by the 
more numerous rod photoreceptors, which 
are used for seeing in dim light. 

a, In the central fovea, a midget ganglion 
cell combines an excitatory centre-region 
signal driven by a single cone — outlined in 
white — with an opposing signal from the 
surrounding region driven by surrounding 
cones (outlined in black). This cell would 
have M–L opponency. 

b, A midget ganglion cell that aligns with 
a clump of L cones, however, would lack 
opponency, because the centre and surround 
are driven by the same class of cones. 

c, In contrast to foveal midget ganglion 
cells, a peripheral midget cell may receive 

excitatory input from a dozen cones. There 
is a bias, measurable across the population 
of cells, in which the centre region of the 
receptive field is wired to favour one cone 
type, tending towards cone purity. In this 
case, for example, the midget cell avoids 
some M cones near those that comprise 
the centre (marked with a yellow asterisk) 
in favour of the L cones that make up the 
majority. This cell will have L–M opponency. 
In this example, the S cones are skipped, but 
a subgroup of midget cells is connected with 
S cones2. 

d, For S−(L+M) opponency, a small 
bistratified ganglion cell receives an S-cone 
input that is opposed by M/L cone inputs. 
Because of the irregular layout of S cones 
and other features of the underlying neural 
circuitry, these cells lack the canonical 
centre–surround structure found in many 
other ganglion-cell types, including midget 
cells1,5,8. J.B.D. & D.H.B. 

Box 1

cone opponency in the primate retina

*
*

*

a

b

c

d
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Functional connectivity in the retina at
the resolution of photoreceptors
Greg D. Field1*, Jeffrey L. Gauthier1*{, Alexander Sher2*, Martin Greschner1, Timothy A. Machado1{, Lauren H. Jepson1,
Jonathon Shlens1, Deborah E. Gunning3, Keith Mathieson3, Wladyslaw Dabrowski4, Liam Paninski5, Alan M. Litke2 & E. J. Chichilnisky1

To understand a neural circuit requires knowledge of its connectivity. Here we report measurements of functional
connectivity between the input and ouput layers of the macaque retina at single-cell resolution and the implications of
these for colour vision. Multi-electrode technology was used to record simultaneously from complete populations of the
retinal ganglion cell types (midget, parasol and small bistratified) that transmit high-resolution visual signals to the brain.
Fine-grained visual stimulation was used to identify the location, type and strength of the functional input of each cone
photoreceptor to each ganglion cell. The populations of ON and OFF midget and parasol cells each sampled the complete
population of long- and middle-wavelength-sensitive cones. However, only OFF midget cells frequently received strong
input from short-wavelength-sensitive cones. ONand OFF midget cells showed a small non-random tendency to selectively
sample from either long- or middle-wavelength-sensitive cones to a degree not explained by clumping in the cone mosaic.
These measurements reveal computations in a neural circuit at the elementary resolution of individual neurons.

Colour vision requires neural circuitry to compare signals from
spectrally distinct cone types. For example, the signature of primate
colour vision—red–green and blue–yellow colour opponency—
implies that neural circuits pit signals from different cone types
against one another. However, the pattern of connectivity between
the long- (L), middle- (M) and short (S)-wavelength-sensitive cones
and various retinal ganglion cell (RGC) types, which determines how
colour signals are transmitted in parallel pathways to the brain,
remains incompletely understood1–9. To probe the circuitry for colour
vision more fully, the pattern of connectivity between the full lattice of
cone photoreceptors and complete populations of RGCs of several
types was measured in primate retina.

Hundreds of RGCs were simultaneously recorded in the peripheral
macaque retina using large-scale electrophysiological recordings10–12.
The light responses of each cell were characterized by computing the
spike-triggered average of a spatio-temporal white noise stimulus (see
Methods). From the spike-triggered average, several features of light
response were identified, including the spatial receptive field and the
response time course. Classification based on these properties was used
to identify functionally distinct RGC classes (Fig. 1a, centre). The
receptive fields of each cell class formed a regular mosaic covering the
region of retina recorded12–15. This revealed that each functionally
defined cell class corresponded to one RGC type, because the dendrites
of each RGC type uniformly tile the retinal surface16,17. Density and light
response properties were used to identify the ON and OFF midget, ON
and OFF parasol and small bistratified cell types, which collectively
account for ,75% of RGCs5. In many cases, receptive-field mosaics
had few or no gaps, indicating that nearly every cell was recorded.

To resolve the fine structure of receptive fields, stimuli with tenfold
smaller pixels (5 mm3 5 mm) were used. At this resolution, receptive
fields did not conform to the smooth Gaussian approximation used in
Fig. 1a (centre panel) and in previous studies18. Instead, each receptive
field was composed of punctate islands of light sensitivity (Fig. 1a,

outer panels). The separation between islands was roughly equal to
the spacing of the cone lattice, consistent with the idea that each island
reflected the contribution of a single cone10,19. To test this hypothesis,
locations of islands were compared to photographs of cone outer
segments labelled with peanut agglutinin; a close alignment was
observed (Fig. 1b and Supplementary Methods).

The spectral type of each cone—L, M or S—was identified using the
relative magnitudes of the three display primaries in the spike-triggered
average at its location (Fig. 2a). These values, accumulated across all
cones in a recording, formed three distinct clusters (Fig. 2b) aligned
with the spectral sensitivities of the macaque cones (coloured lines)20. S
cones were easily identifiable, L and M cones were somewhat less so
(Fig. 2b, c) because of their overlapping spectral sensitivities.

The full cone mosaic was visualized by pooling information from
all recorded RGCs. This was accomplished by fitting the receptive
fields of all RGCs with a model in which each receptive field is
approximated by a weighted sum of Gaussian functions centred on
the locations of cones (Supplementary Methods). This approach
revealed nearly complete cone mosaics (Fig. 2d, e). The relative fre-
quencies of L, M and S cones were in a ratio of roughly 8:4:1 (average
of six data sets)21.

The functional connectivity between each RGC and the cones
within its receptive field was summarized by assigning an input
strength to each cone, equal to the weight in the model fit derived
from the spike-triggered average (Supplementary Methods). This per-
mitted well-constrained estimation of the inputs of weak cones,
including those in the receptive-field surround (Fig. 2g), because cone
locations were robustly identified using data from multiple cells. The
receptive field of each RGC was summarized graphically with a col-
lection of radiating lines connecting to cones: the thickness of each
line is proportional to the weight; white lines represent the centre and
black lines the surround of the receptive field (Fig. 2h). This repres-
entation was used to visualize several complete mosaics of RGCs

*These authors contributed equally to this work.

1Systems Neurobiology Laboratories, Salk Institute for Biological Studies, La Jolla, California 92037, USA. 2Santa Cruz Institute for Particle Physics, University of California, Santa Cruz, California 95064,
USA. 3Department of Physics and Astronomy, University of Glasgow, Glasgow G12 8QQ, UK. 4Faculty of Physics and Applied Computer Science, AGH University of Science and Technology, 23 30-059
Krakow, Poland. 5Department of Statistics and Center for Theoretical Neuroscience, Columbia University, New York, New York 10027, USA. {Present addresses: Princeton Neuroscience Institute, Princeton
University, Princeton, New Jersey 08544, USA (J.L.G.); Department of Statistics and Center for Theoretical Neuroscience, Columbia University, New York, New York 10027, USA (T.A.M.).

7 O C T O B E R 2 0 1 0 | V O L 4 6 7 | N A T U R E | 6 7 3

Macmillan Publishers Limited. All rights reserved©2010



receiving input from a complete mosaic of cones (Fig. 3). A total of
1,961 RGCs receiving input from a total of 17,380 cones in seven
preparations were examined.

These connectivity diagrams provide insight into the specificity of
L-, M- and S-cone inputs to the RGC types mediating high-resolution
vision and colour vision. This specificity has been a source of contro-
versy in previous work (see Supplementary Discussion).

Previous studies provide conflicting accounts of S-cone inputs to
midget and parasol cells1,3,4,6,8,22–28. In the present data OFF midget
cells frequently received at least one strong functional S-cone input,
whereas ON midget, ON parasol and OFF parasol cells did so much
less frequently (for example, see Fig. 3). At the same time, all four RGC
types sampled essentially the entire mosaic of L and M cones. For
example, in one recording an ON midget cell received no input from
three S cones located within its receptive-field centre (Fig. 4a). Yet,
two of these S cones were sampled by nearby OFF midget cells (Fig. 4b,
c). On average, S cones were strongly sampled by OFF midget cells
about five times more frequently than by ON midget and parasol
cells (Fig. 4d). Further analysis showed that ON midget cells had a
tendency to sample weakly from S cones (Supplementary Methods).
The sampling of S cones by OFF midget cells confirms a prediction
from anatomical work25: OFF midget bipolar cells contact S cones in

Time course projection (a.u.)
a

b

–1 0 1

400
Radius (μm)

OFF midget

OFF parasol

ON midget

ON parasolSmall bistratified

ON midget ON parasol Cone map Alignment

Figure 1 | Cell-type classification and receptive
fields at single-cone resolution. a, Receptive fields
of 323 RGCs recorded simultaneously from
isolated macaque retina were measured using
reverse correlation with white noise stimuli. Centre
panel shows receptive-field radius versus first
principal component of response time course;
clusters reveal distinct cell types. a.u., arbitrary
units. Hexagons surrounding centre panel show
outline of electrode array and ellipses show
Gaussian fits to receptive fields of cells from each
cluster. The outer panels show fine-grained spatial
receptive-field profiles for highlighted cells. Scale
bars, 50mm. b, From left to right, panels 1 and 2
show spatial receptive-field profiles of two cells,
with putative locations of cones (black dots)
identified by thresholding. Scale bar, 25mm. Panel
3 shows the putative cone map accumulated across
cells and panel 4 shows putative cone map overlaid
on a photograph of cone outer segments labelled
with peanut agglutinin.

Figure 2 | Cone-type identification and inputs to RGCs. a, The spectral
sensitivity of cones providing input to two cells is represented by the relative
magnitude of the red, green and blue spike-triggered average values (a.u.) at their
locations. b, For every cone in one recording, these values are shown as points on
a sphere. Coloured lines indicate spectral sensitivity of macaque cones. Point
colour indicates classification as L (red), M (green), or S (blue). c, L- and M-cone
discriminability quantified by projection along the line joining L- and M-cone
loci. Bar colour indicates classification. S cones excluded. d, Assembled cone
mosaic from all RGCs over a region. Cones from a are circled. e, Full mosaic of
2,373 cones from one recording. f, Cone mosaic overlaid on STA, showing the
strength of cone inputs. g, Weaker cone inputs in receptive-field surround
revealed by truncating positive values and renormalizing. h, Connectivity
diagram, with line thickness proportional to strength of each cone input.
Surround (black) line thicknesses were increased fivefold relative to centre
(white) line thicknesses for visibility. Scale bars, 25mm (a, d, f), 75mm (e).
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the central retina, therefore, OFF midget RGCs should receive S-cone
input. The absence of S-cone input to parasol cells also confirms
recent findings6. An important question for future work is whether
the S-cone signals carried by OFF midget cells contribute to blue–
yellow and red–green opponent colour vision.

The specificity of L- and M-cone inputs to peripheral midget cells,
which is thought to underlie red–green opponent colour vision, has
also been debated1,8,9,29–39. One study suggested that midget cells tend
to selectively sample from either L or M cones in the receptive-
field centre, producing red–green colour opponency by pitting rela-
tively pure L- or M-cone centre signal against a mixture of L- and
M-cone signals from the surround2. Another study suggested that
the receptive-field surround may enhance opponency by sampling
predominantly from the cone type less strongly sampled by the cen-
tre7, consistent with previous work3,39. Yet another study found no
evidence for colour opponency in peripheral midget cells40, indicating
that cone sampling is random in both receptive-field centre and
surround.

In the present data, a significant fraction of peripheral midget cells
showed red–green colour opponency (Fig. 4h). Opponency was quan-
tified by calculating the relative strengths of the total input from L, M
and S cones, obtained with cone-isolating stimuli (Supplementary
Methods)1. To examine separately the roles of the receptive-field
centre and surround in opponency, cones were defined as contri-
buting primarily to the receptive-field centre or surround based on
the sign of their input and their location (Supplementary Methods).
Interestingly, opponency was often strong in those midget cells that
sampled either L or M cones dominantly or exclusively in the receptive-
fieldcentre,whereasinthereceptive-fieldsurroundconesamplingseemed
indiscriminate (for example, Fig. 4e–g). These observations are consistent
with the hypothesis that sampling bias towards either L or M cones in the

receptive-field centre mediates opponency. However, across the popu-
lation of midget cells the purity of cone input to the receptive-field centre
varied widely (for example, see Fig. 3c, d), raising the alternative possibility
of random sampling in both centre and surround.

To test the randomness of L- and M-cone sampling quantitatively,
statistical analysis was performed, beginning with cones in the receptive-
field centre. First, an index of cone input purity was computed for all
midget cells in each preparation (Fig. 4i and Methods). The width of the
distribution of purity indices quantifies the diversity of cone inputs to
recorded cells (Fig. 4j, top). The purity indices were then re-computed
after artificially and randomly permuting the identities of L and M cones
(Fig. 4j, bottom), while preserving all other aspects of the data. If the
connectivity between L and M cones and midget cells were random,
then permutation of cone identities would not significantly alter the
distribution of purity indices. In fact, the distribution was narrower after
permutation, and fewer cells with pure L- or M-cone centres were
observed (index values near 61). This tendency was statistically signifi-
cant, and was observed in nearly all of the populations of ON and OFF
midget cells examined (Fig. 4k). Although these deviations from random
connectivity are small, they imply that the receptive-field centres of
midget cells tend to favour inputs from either L or M cones, contributing
to red–green opponency. In contrast, the same analysis applied to cones
in the receptive-field surround yielded results consistent with the hypo-
thesis of random sampling (Fig. 4l).

In principle, the observed purity (width of distribution of purity
indices) could be produced by clumping in the cone mosaic, that is,
aggregation of cones of the same type. Clumping would increase the
proportion of midget cells with centres dominated by one cone type.
Evidence for a weak cone clumping was reported in central human
retina and peripheral macaque retina41,42, but the implications for colour
opponency in midget cells have not been examined experimentally. In

Figure 3 | Full functional sampling of cone lattice by four RGC types.
a–d, Each panel shows cones identified in a single recording (red, green and
blue dots) sampled by receptive-field centres of RGCs of a single type. Cones are

identical in all panels. Cones providing input to at least one RGC are
highlighted with an annulus. Scale bar, 50mm.
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the present data, tests for cone clumping on the scale of midget-cell
receptive fields indicated a weak tendency towards clumping in three
out of seven recordings (Methods). However, clumping alone cannot
account for the observed purity, because artificial cone mosaics with the
same degree of clumping reduced purity (Fig. 4m). Thus, the purity
indicates that midget cells sample L- and M-cone inputs, through the
retinal network, in a selective manner.

Selective sampling could be produced if (1) each midget cell
receives inputs from one cone type more frequently than the other;
and/or (2) each midget cell weights inputs from one cone type more
strongly than the other. The results of statistical analyses were con-
sistent with both factors. In model (1), the number of cones sampled
by each midget cell should be skewed towards one cone type or the
other. Therefore, random permutation of L- and M-cone identities
should reduce purity, even if the relative weights of different cone
inputs to each cell are ignored by binarizing them. This prediction

was confirmed (Fig. 4n). In model (2), the weights on cone inputs to
each midget cell should be skewed towards one cone type or the other.
Therefore, random permutation of the strength of all the cone inputs
within the receptive field of each midget cell should reduce purity. This
prediction was also confirmed (Fig. 4o), although the effect was mod-
est. Control analysis indicated that these findings were not a result of
the tapering receptive-field profile of RGCs or clumping in the cone
mosaic (data not shown).

Selective sampling raises questions about the mechanisms by which
functional connectivity between cones and RGCs is coordinated. The
divergence of the L- and M-cone photopigments in primates is rela-
tively recent43, and there is little evidence for segregation of L- and
M-cone signals in the retinal circuitry44. L and M cones are apparently
indistinguishable both anatomically and histochemically. Furthermore,
there is only tentative anatomical evidence of differences in retinal
circuits carrying L- and M-cone signals35, in contrast to the markedly
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Figure 4 | Cone-type specificity. a, ON midget cell lacking input from nearby S
cones (arrows). b, c, OFF midget cells receiving input from these cones.
d, Frequency of strong S-cone sampling by each cell type. e, f, Two midget cells
with relatively pure L- or M-cone input. g, Midget cell with mixed L- and M-cone
input. h, Normalized L-, M- and S-cone inputs to all midget cells in one recording,
obtained with cone-isolating stimuli. Abscissa, M̄ 5 M/( | L | 1 | M | 1 | S | );
ordinate, L̄ 5 L/( | L | 1 | M | 1 | S | ). Diagonals, no S-cone input. Upper-right and
lower-left quadrants, same-sign (non-opponent) L- or M-cone input. Lower-
right and upper-left quadrants, opposite-sign (opponent) L- or M-cone input.
The letters in bold refer to cells from previous panels. i, Purity index schematic.

j, Top, purity index for ON and OFF midget cells in one recording; width
(standard deviation (s.d.)) 0.45, 0.44 respectively. Bottom, purity index after
random permutation of L and M cones; width 0.37 6 0.04 and 0.36 6 0.04,
respectively (mean 6 2 s.d. across permutations). k, Comparison of purity
distribution width in data and permutations. Each point represents .50
simultaneously recorded ON or OFF midget cells. Error bars are 1 s.d. across
permutations. l, As k, using cones from receptive-field surround. m, Using
random cone mosaics with clumping matched to data. n, Using binarized cone
weights (0,1). o, Using random permutation of cone weights in receptive-field
centre. Scale bars, 25mm (a–c, e–g).
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different pathway that conveys S-cone signals45,46. Thus, there is no
candidate structural or molecular basis for selective sampling. In
principle, selective sampling could arise from activity-dependent
adjustment of synaptic inputs. At the eccentricites recorded, midget
bipolar cells usually contact only one cone47, providing an opportunity
for midget RGCs to selectively sample inputs from bipolar cells carrying
signals from one cone type. These bipolar cells could be distinguished by
the statistics of their responses to natural scenes48. The possibility of
such an adaptive mechanism is broadly consistent with recent observa-
tions of long-term adaptability in retinal signals49 and colour vision50.

METHODS SUMMARY
Extracellular multi-electrode recordings were obtained from ganglion cells of isolated
retinas taken from macaque monkeys (Macaca fascicularis and Macaca mulatta)
used in other laboratories10. Spikes from several hundred cells were segregated off-
line11. Reverse correlation of spike times with white noise checkerboard stimuli
focused on the retina was used to obtain receptive-field maps for all cells (Fig. 1).
ON and OFF midget and parasol cells and small bistratified cells were classified
according to their characteristic light responses and density (Fig. 1)12,14,15.
Locations, spectral sensitivity, and input strengths of L, M and S cones to these cell
types were obtained from the fine-grained receptive-field maps (Figs 2 and 3). To test
for selective functional connectivity, the measured spatial arrangement and input
strengths of the three cone types to RGCs were compared to artificially modified
representations (Fig. 4).

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Most procedures are described in Supplementary Methods. Electrophysiological
recordings from the retina of macaque monkeys (Macaca fascicularis and Macaca
mulatta), spike identification, stimulus generation and calibration, receptive-field
characterization, and cell-type classification were performed using previously
described methods10–12,15. Imaging of cone outer segments was performed using
standard fluorescence microscopy. New methods were developed for cone identifica-
tion and classification. Here, details are given about analysis of cone-type specificity.
Analysis of cone-type purity. The degree of purity of L- and M-cone input to
RGCs was quantified using an index:P

i
Li{

P
j

Mj

P
i

Lij jz
P

j
Mj

�� j ð1Þ

where Li and Mj represent the weights on distinct L and M cones in the receptive
field. Thus, if all cones sampled were L (M) cones, the index would be 1 (21) (Fig. 4i).
If the weighted input were equal for L and M cones, the index would be zero. This
index was computed separately for cones in the receptive-field centre and surround.

To examine purity in populations, the distribution of purity indices was generated
for all ON midget cells and all OFF midget cells (Fig. 4j). The width (s.d.) of this
distribution was compared to that of a null distribution, which was generated by
artificially and randomly permuting cone types in the cone mosaic, recomputing
purity indices for all RGCs, and calculating the s.d. of the resulting distribution. This
value represents the expectation if cone types were randomly spatially distributed
and randomly sampled by RGCs. To statistically compare the permutation to the
data (Fig. 4k, error bars), cone mosaics were re-permuted repeatedly and the s.d.
across permutations was calculated.

Several control analyses were performed to verify the finding that midget cells
showed non-random cone purity (Fig. 4k). First, the analysis was run using a more
stringent criterion, and a more permissive criterion, for the identification of cones in
the data set, by altering the stopping point used in the automated cone identification
algorithm (Supplementary Methods). Second, the analysis was run for each RGC type
(for example, ON midget) using cones identified only from the receptive fields of the
other RGC types (for example, OFF midget, ON parasol, OFF parasol, small bistra-
tified). Third, analysis was performed using an entirely different procedure to identify
cones (Supplementary Methods). These variants did not alter the conclusions. A
fourth control analysis indicated that a substantial overestimate (25–50%) of the
M- relative to L-cone-input weights to midget cells could artificially indicate purity
of the magnitude observed. In the data, estimated M-cone weights were generally
smaller than estimated L-cone weights (5 6 5% across data sets). Assuming that the
true M-cone weights are not substantially smaller than the true L-cone weights, the
direction and magnitude of the weight difference in the data cannot account for the
purity finding. The analysis of binarized weights (Fig. 4o) also indicates that the purity
finding cannot be explained by biased estimates of cone weights.
Analysis of cone clumping and effects on purity. To test whether mosaics of L
and M cones showed clumping, an index was calculated that summarized the
degree of aggregation of each cone type on the spatial scale of the midget-cell
receptive field:

c~
P
i=j

exp {
1
2

(Dij=r)2

� �
ð2Þ

where Dij is the distance between the ith and jth cone, r is the average receptive-
field radius of midget cells, and summation is performed over all cone pairs of the
same type (either L or M). If the cone mosaics in the data were clumped on the
spatial scale of the midget-cell receptive field, then randomly permuting L- and
M-cone identities in the data should disrupt this clumping and reduce the index.
In four data sets examined, the degree of clumping in the data was within 1 s.d. of
the distribution of clumping values obtained with repeated permutations of cone
types, whereas in the remaining three data sets the value was 2–3 s.d. of permuta-
tions. Similar results were obtained with spatial scales r twice and half as large.
Simulations indicated that these results could be explained by systematic errors in
L- and M-cone classification of 2–5%. Estimated L- and M-cone classification
error rates ranged from 1–6% (mean 5 3.4%) across seven preparations. Thus,
the weak evidence for clumping was consistent with an origin in small-cone-type
classification errors.

Three further statistical tests of clumping were performed as controls. These
have the advantage of testing multiple spatial scales. The three tests compared
cumulative distributions of three distance measurements from an observed
mosaic of L and M cones to values computed from the same mosaic after cone
type permutation. The three tests were based on the distribution of inter-cone
distances41, nearest neighbour distances, and distances from cones to an artificial
square lattice of points (statistics H, G and F respectively from ref. 51). For these
three tests respectively, 1/7, 3/7 and 2/7 of cone mosaics examined showed evidence
for clumping of either L or M cones at P , 0.01 at some spatial scale. There was no
spatial scale that consistently yielded indications of clumping, and only 1/7 data sets
indicated clumping in all three tests. Thus, these tests provided at most weak
evidence for clumping of L or M cones.

However, even weak clumping could contribute to apparent cone-type purity
in the receptive-field centre. To test this possibility, artificial cone mosaics with a
clumping index matching the data were generated by first randomly permuting
the cone labels of an observed cone mosaic, then swapping the labels of randomly
selected L–M cone pairs if the swap increased the index, iterating until the clump-
ing index matched that of the data. Many such artificially clumped cone mosaics
were generated, and the purity of midget-cell receptive fields was compared with
real and artificial mosaics (Fig. 4m).

Control analysis was performed by shifting the cone mosaic with respect to
RGCs instead. This was done by selecting a collection of RGCs, translating the
cone lattice with respect to them, and then associating with each RGC the set of
cones closest to the locations of the original cones in its original receptive field.
Across many randomly selected shifts of the cone mosaic, this manipulation also
reduced purity (Supplementary Methods), confirming that the observed purity is
not explained purely by clumping in the cone mosaic.
Analysis of biased sampling and weighting. Variations of the purity analysis
tested the contribution of biased sampling and biased weighting to the purity of
midget-cell receptive-field centres. To test biased sampling, the same analysis
described earlier was performed; however, the weights of cones feeding the
receptive-field centre of each RGC were first set to one, other weights were set
to zero (Fig. 4n). This produced a purity analysis based on the collection of cones
feeding the receptive-field centre while ignoring the weights on those cones. To
test biased weighting, the weights of cones providing input to each RGC were
permuted (Fig. 4o). This kept the collection of cones feeding each RGC constant,
but eliminated any relationship between cone type and cone weight.

51. Diggle, P. J. Statistical Analysis of Spatial Point Patterns (Academic, 1983).
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Purified human BRCA2 stimulates
RAD51-mediated recombination
Ryan B. Jensen1,2, Aura Carreira1,2 & Stephen C. Kowalczykowski1,2

Mutation of the breast cancer susceptibility gene, BRCA2, leads to breast and ovarian cancers. Mechanistic insight into
the functions of human BRCA2 has been limited by the difficulty of isolating this large protein (3,418 amino acids). Here
we report the purification of full-length BRCA2 and show that it both binds RAD51 and potentiates recombinational DNA
repair by promoting assembly of RAD51 onto single-stranded DNA (ssDNA). BRCA2 acts by targeting RAD51 to ssDNA
over double-stranded DNA, enabling RAD51 to displace replication protein-A (RPA) from ssDNA and stabilizing RAD51–
ssDNA filaments by blocking ATP hydrolysis. BRCA2 does not anneal ssDNA complexed with RPA, implying it does not
directly function in repair processes that involve ssDNA annealing. Our findings show that BRCA2 is a key mediator of
homologous recombination, and they provide a molecular basis for understanding how this DNA repair process is
disrupted by BRCA2 mutations, which lead to chromosomal instability and cancer.

One of the proposed driving forces behind the tumorigenic process is
the onset of genomic instability that, when coupled to repeated
rounds of cell division, promotes oncogenesis1. A hallmark of human
and mouse cells that are mutant for BRCA2 is severe chromosomal
instability marked by an accumulation of chromosomal breaks, trans-
locations, exchanges and other abnormal structures2. Accordingly,
germline mutations in BRCA2 are associated with a highly penetrant
incidence of breast and/or ovarian cancer as well as tumours in other
tissues and organs3,4. BRCA2 possesses eight highly conserved
repeated sequences, termed the BRC repeats, and a carboxy-terminal
region that were shown to bind RAD51 (refs 5–7). RAD51 has a
central role in recombination, assembling onto single-stranded
DNA (ssDNA) as a nucleoprotein filament and catalysing the inva-
sion and exchange of homologous DNA sequences8,9.

At the cellular level, loss of BRCA2 function results in sensitivity
to cross-linking agents, a decrease in homology-directed repair of
double-stranded DNA breaks (DSBs), and defects in replication and
checkpoint control2,10–12. BRCA2 is also required for RAD51-induced
focus formation after exposure to DNA-damaging agents13,14. Prior
studies using fragments of BRCA2, fusions of the BRC repeats with
the DNA-binding domain (DBD) of BRCA2, and analysis of the
Ustilago maydis and Caenorhabditis elegans orthologues, Brh2 and
BRC-2 respectively, have provided a framework for understanding
the mediator role that BRCA2 has in DSB repair by RAD51-driven
homologous recombination15–23 (see Supplementary Fig. 1 for a model
based on this report and the work referenced above). However, the
large size of human BRCA2 (3,418 amino acids), difficulty in driving
high-level expression, insufficient solubility, and its propensity to
degrade, have precluded isolation of the full-length BRCA2 protein
and have hampered fuller understanding of its functions. Here, we
describe purification of the full-length protein from human cells,
and report its biochemical functions with regard to recombinational
DNA repair.

Purified BRCA2 binds RAD51 and DMC1
By using a mammalian expression vector (phCMV1) driven by a
CMV promoter and by adding two tandem repeats of the maltose
binding protein (designated 2XMBP) to the amino terminus of

human BRCA2 (470 kDa including the two MBP tags), we expressed
significant amounts of protein that could be purified to near homo-
geneity (Fig. 1a and Supplementary Fig. 2). The identity of full-length
BRCA2 was confirmed by western blotting using an antibody to the
C-terminal region of BRCA2 (Fig. 1a, lane 4 and Supplementary Fig.
2b, c), an antibody to the N-terminal MBP tag, and by mass spectro-
metric analysis. Mass spectrometric analysis of a variable minor band
directly below the full length protein confirmed the presence of a
truncated BRCA2 species lacking the C terminus. The band near
the 50 kDa marker (Fig. 1a, asterisk) was confirmed by mass spectro-
metry to be b-tubulin. The presence of this contaminant appears not
to interfere with any of our in vitro studies. We found that 2XMBP–
BRCA2 fully complemented brca2 mutant (VC8) cells (Fig. 1b and
Supplementary Fig. 3); therefore, the tag was not removed for the
studies reported here. Hereafter, we refer to the N-terminal
2XMBP-tagged version of full length BRCA2 as BRCA2.

Our initial criteria for determining that purified BRCA2 was prop-
erly folded and retained biochemical function was to test its ability to
bind recombination proteins that were previously reported to inter-
act. We incubated BRCA2 with several purified candidate proteins
and used the MBP tag to capture the complexes on amylose beads, and
analyse the complexes on SDS–PAGE gels stained with SYPRO
Orange, (Fig. 1c, d). As expected from in vivo pull-down assays and
interaction with a fusion protein construct5,15,24–26, human RAD51
bound to BRCA2 (Fig. 1c, lane 9). Also in agreement27, BRCA2 bound
DMC1 (Fig. 1d, lane 5), the meiotic counterpart of RAD51. BRCA2
bound to yeast Rad51 (Fig. 1c, lane 8) but, given the high homology
between the two orthologues (,67% identical; 83% homologous28,29),
this is not surprising. BRCA2 did not appreciably bind the Escherichia
coli homologue, RecA, (Fig. 1c, lane 7) showing that interaction did
not extend to the evolutionarily distant bacterial protein. We also did
not detect any significant interaction with human RPA (Fig. 1d, lane
6), despite a report in the literature30, E. coli SSB (Fig. 1c, lane 6), or
human RAD52 (Fig. 1d, lane 7).

The BRC repeat defines a RAD51 binding motif whose number
varies widely amongst different organisms ranging from one BRC
repeat in U. maydis to 15 repeats in Trypanosoma brucei31. Human
BRCA2 contains eight BRC repeats. Various studies established that

1Department of Microbiology, University of California, Davis, California 95616, USA. 2Department of Molecular & Cellular Biology, University of California, Davis, California 95616, USA.
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most of the human BRC repeats in isolation can bind RAD51 (refs 5,
24–26); however, it remained unclear how many binding sites are
occupied within the context of the full-length protein and whether
the interaction affinities were comparable. Using known concentra-
tions of purified RAD51 (Fig. 1e, lanes 1–4) and recombinant BRCA2
(Fig. 1e, lanes 12–14) as standards, and staining with SYPRO Orange,
we quantified the binding. In the absence of BRCA2, RAD51 did not
bind non-specifically to the amylose resin (Fig. 1e, lane 11). In the
presence of BRCA2 (Fig. 1e, lanes 5–10), the amount of RAD51 bound
increased linearly with concentration (indicative of tight binding in
the nM range) until about 4.5 (6 0.9) RAD51 molecules were bound
per BRCA2 (Fig. 1f); afterward, a weaker binding (in the mM range)
was evident. At the maximum RAD51 concentration attainable,
approximately six RAD51 proteins were bound to each BRCA2.
The binding of RAD51 to BRCA2 was also examined under buffer
conditions identical to those used for DNA strand exchange assays,
and similar binding characteristics were found (Supplementary Fig.
4). The protein complexes formed between BRCA2 and RAD51 were
not dependent on magnesium or calcium ions, nucleotide cofactors or
the presence of DNA (data not shown).

BRCA2 prefers to bind ssDNA over dsDNA
The DNA binding domain of BRCA2 contains both oligonucleotide-
binding (OB) folds and a tower domain, which engender BRCA2 with
potential sites for binding both ssDNA and dsDNA16. Indeed, both the
carboxy terminus of BRCA2 and a fusion protein containing BRC

repeats 3 and 4 linked to the DNA binding domain of BRCA2 bind
both ssDNA and dsDNA15,16. By using electrophoretic mobility shift
assays (EMSA), we tested the ability of BRCA2 to bind ssDNA,
dsDNA and dsDNA with an ssDNA tail (39 tailed or 59 tailed).
BRCA2 bound to all of these substrates; however, those containing
ssDNA were strongly preferred over dsDNA (Fig. 2a, b). These results
are consistent with previous reports on the DNA binding domain of
BRCA2 (ref. 15). A slight preference for tailed DNA over ssDNA was
revealed at higher salt concentrations (Fig. 2c); however, the differ-
ence was modest. The binding specificity for the various DNA sub-
strates was unaltered when BRCA2 was incubated with RAD51 before
binding to the DNA (Supplementary Fig. 5).

BRCA2 stimulates DNA strand exchange by RAD51
An essential function of RAD51 in recombinational DNA repair is its
capacity to homologously pair and exchange DNA strands. To pro-
mote this process, RAD51 must assemble onto the 39 ssDNA tails
generated by resection of DNA breaks. To mimic the DNA intermedi-
ate generated after DSB resection in vivo, we used a tailed DNA
substrate created by annealing a 42-mer oligonucleotide to a 167-
mer to create a 42 base pair (bp) dsDNA region followed by a 125
nucleotide 39 ssDNA overhang (Fig. 3b; termed 39 tailed DNA). To
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validate the DNA substrate, we conducted DNA strand exchange
assays as a function of RAD51 protein concentration using an opti-
mized in vitro DNA strand exchange protocol (Supplementary Fig. 6a,
c); optimal product formation was at a 1:3 (RAD51:nucleotide) ratio,
consistent with the DNA binding stoichiometry of RAD51 (ref. 32).
However, in vivo, filament assembly conditions are not optimal:
RAD51 must compete with RPA for binding to the ssDNA33,34.
Furthermore, RAD51 can bind to both ssDNA and dsDNA, but the
binding to dsDNA is not productive and, in fact, blocks DNA strand
exchange9,34. Thus, DNA strand exchange can be stimulated in at least
two mechanistically distinct ways.

Initially, to determine whether BRCA2 affects DNA strand
exchange, reactions were performed by using an optimal amount of
RAD51 but introducing it concurrently to a mixture of 39 tailed DNA
and dsDNA. Indeed, as demonstrated in Fig. 3b, c, when RAD51 is
permitted to assemble on both ssDNA and dsDNA, DNA strand
exchange is reduced to background levels (Fig. 3b, lanes 2 and 10).
However, if BRCA2 is incubated with RAD51 before mixing with
DNA substrates, this inhibition is alleviated in a concentration-
dependent manner (Fig. 3b, lanes 3–8; Fig. 3c), indicating that
BRCA2 directs RAD51 to ssDNA or limits binding to dsDNA, or
both. In the presence of RPA, stimulation by BRCA2 is maintained,
although the magnitude is reduced (Fig. 3b, lanes 11–16; Fig. 3c). To
confirm that the product did not result from ‘melting’ of the donor
duplex DNA and spontaneous annealing during the de-proteinization
step35, we performed the same reaction with tenfold excess unlabelled
oligonucleotide complementary to the labelled pairing strand in the
stop-mix, and the results were unchanged (Supplementary Fig. 7a,
lane 9). The stimulation was ATP-dependent (Supplementary Fig. 7a,
lanes 11 and 12) and did not occur with a heterologous template
(Supplementary Fig. 7a, lane 10); furthermore, BRCA2 alone was
unable to promote DNA strand exchange (Supplementary Fig. 7a,
lane 3). These results support a role for BRCA2 in targeting RAD51
to ssDNA, limiting assembly onto the dsDNA partner, or both.

BRCA2 limits assembly of RAD51 on dsDNA
To determine whether BRCA2 slowed or prevented assembly on the
dsDNA partner of DNA strand exchange, reactions were performed
using a concentration of RAD51 (0.4 mM) sufficient to saturate both
the ssDNA and dsDNA present. At such a concentration, DNA strand
exchange is inhibited due to binding of excess RAD51 to the dsDNA
target32,34 (see Supplementary Fig. 6a, lane 5 and Supplementary Fig.
6c). To optimize filament formation on the ssDNA, BRCA2 and
RAD51 were incubated with the 39 tailed ssDNA first, and then the
dsDNA was added to initiate the reaction (Fig. 3d); however, the
excess free RAD51 binds the dsDNA partner and inhibits the reaction
(Supplementary Fig. 8b, lane 1). To eliminate complications from
competition with RPA, these reactions were done in the absence of
RPA. BRCA2 stimulated DNA strand exchange in a concentration-
dependent manner (Fig. 3e and Supplementary Fig. 8, lanes 2–6). To
provide more direct evidence that BRCA2 prevents nucleation on the
dsDNA and targets RAD51 to the 39 tailed DNA, we preincubated
BRCA2 and RAD51 and then analysed RAD51–DNA complex
formation by either EMSA or the partitioning of RAD51 onto bioti-
nylated 39 tailed DNA in the presence of excess dsDNA (Sup-
plementary Fig. 9): BRCA2 prevented binding of RAD51 to dsDNA
(Supplementary Fig. 9b) and favoured RAD51 binding to the ssDNA
(Supplementary Fig. 9f). Taken together with the results of the pre-
vious section, these data support the idea that BRCA2 recruits RAD51
to ssDNA, likely by virtue of its affinity for ssDNA, and inhibits
assembly of RAD51 onto dsDNA.

BRCA2 recruits RAD51 to ssDNA complexed with RPA
Previous work using a human BRCA2 polypeptide fusion and U. maydis
Brh2 demonstrated the ability of those proteins to promote RAD51
filament formation onto RPA-coated ssDNA15,17. To determine whether

the full-length human BRCA2 protein provides a similar avenue for
stimulation, we next performed DNA strand exchange assays using an
optimal amount of RAD51 but, rather than permitting filament forma-
tion on naked ssDNA, the ssDNA was first complexed with RPA (Fig.
4a). RAD51 was subsequently introduced in the presence or absence of
BRCA2, and finally, the labelled duplex DNA was added to start the
reaction. As expected, incubation of the ssDNA with increasing concen-
trations of RPA before addition of RAD51 severely impaired DNA
strand exchange (Supplementary Fig. 6b, lanes 4–7). As shown in Fig.
4b, c, increasing amounts of BRCA2 stimulated DNA strand exchange as
much as 20-fold, indicating that BRCA2 accelerates formation of the
RAD51 nucleoprotein filament at the presynaptic stage of recombina-
tion and alleviates the inhibition posed by RPA. Stimulation by BRCA2
occurred at concentrations as low as 2 nM (Fig. 4b, c), and that were sub-
stoichiometric relative to the RAD51 concentrations (approximately
100-fold less than RAD51).

To confirm a presynaptic role for BRCA2, we also performed kinetic
analyses of the DNA strand exchange reactions by varying the time that
BRCA2 was incubated with RAD51 and the RPA–ssDNA complex,
either before (Supplementary Fig. 10a–c) or after (Supplementary Fig.
10d–f) addition of homologous dsDNA. BRCA2 imparts a significant
stimulation (,20-fold) of DNA strand exchange in as little as one
minute after incubation with RAD51 and the RPA–ssDNA complex
(Supplementary Fig. 10c); only after 60 min does the yield without
BRCA2 match that seen with BRCA2 at 1 min.

In contrast to U. maydis Brh2 (ref. 17) and the E. coli analogue,
RecFOR36, which show a strict specificity to act at a 39 ssDNA over-
hang, stimulation of DNA strand exchange by human BRCA2 was the
same for 39 versus 59 tailed DNA (Fig. 4b, compare lanes 3–8 and 11–
16, and 4c). This result was consistent with our observation above
(Fig. 2a, b) that the binding affinity of BRCA2 for 39 tailed DNA and 59

tailed DNA is the same. A bias was also not apparent at sub-stoichi-
ometric concentrations of RAD51 (data not shown) where reduced
filament occupancy revealed junction specificity for Brh2 (ref. 17).
However, we did observe a consistent twofold preference for both 39

and 59 tailed DNA substrates over ssDNA, indicating that stimulation
by BRCA2 is modestly greater for a DNA substrate containing a
junction of ssDNA with dsDNA (Fig. 4c), also consistent with our
binding results. These findings demonstrate that BRCA2 possesses
the capacity to broadly stimulate RAD51 assembly onto ssDNA with
or without a dsDNA junction, and to uniquely promote the assembly
onto either 39 or 59 ssDNA tails.
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BRCA2 did not stimulate RecA (Fig. 4d and Supplementary Fig.
11b, left panel), consistent with the failure to pull-down RecA. When
RPA was replaced by SSB, BRCA2 could still stimulate DNA strand
exchange by RAD51 (Fig. 4d and Supplementary Fig. 11b, right
panel), implying that neither BRCA2 nor RAD51 need to interact
directly with the ssDNA-binding proteins. This idea is further bol-
stered by the lack of interaction between BRCA2 and either SSB or
RPA in the pull-down assays (Fig. 1c, d). This finding is consistent
with the behaviour of a human BRCA2 polypeptide fusion15 but dis-
tinct from that of the bacterial RecFOR and fungal Brh2, which
require their cognate ssDNA-binding proteins for stimulation17,36.
Thus, it seems that direct interactions between human BRCA2,
RAD51 and DNA are sufficient to stimulate the ability of RAD51 to
gain access to the RPA- or SSB-coated ssDNA and to then displace
them as the ensuing nucleoprotein filament is formed and extended.

Our previous work on the BRC repeats demonstrated that they
stabilize ssDNA-RAD51 complexes by blocking the ATPase activity
of RAD51 (ref. 21). To gain insight into the mechanism by which
BRCA2 stimulates presynaptic complex formation, we measured its
effect on the ATPase activity of RAD51. BRCA2 inhibited the ssDNA-
dependent ATPase activity of RAD51 in a concentration dependent
manner to the level seen in the absence of DNA (Fig. 4e). These results
suggest that the same mechanism for RAD51 nucleoprotein filament
stabilization ascribed to the BRC repeats applies to BRCA221: namely,
full length BRCA2 stabilizes the RAD51 bound to the ssDNA sub-
strate by down-regulating its ATPase activity, a hydrolysis activity
which inactivates and turns over the RAD51 protein; however, quan-
titatively, this control through down-regulation is achieved at much
lower concentrations of BRCA2 than the BRC repeats.

BRCA2 cannot anneal RPA–ssDNA complexes
The capability of BRCA2 to accelerate displacement of RPA by
RAD51 without the need for a ssDNA/dsDNA junction has some
parallels to yeast Rad52 (yRad52)37–39, but human RAD52 lacks this
ability to stimulate RPA replacement40. However, because yeast lacks
a known BRCA2 homologue whereas mammals possess both BRCA2
and RAD52, it is possible that evolutionary changes separated the
functions of yRad52 into several mammalian proteins. Another
important role of the multi-functional yRad52, and bacterial RecO,
is the annealing of complementary ssDNA that is bound by the cog-
nate ssDNA-binding protein41,42; both the U. maydis and C. elegans
BRCA2 orthologues can anneal ssDNA in the presence of RPA23,43.
Consequently, we investigated whether BRCA2 or human RAD52
possess a similar capacity. Complementary ssDNA substrates, with
or without saturating human RPA, were incubated with BRCA2 or
RAD52 and then mixed (Fig. 5a). Figure 5b shows that in the absence
of proteins, spontaneous annealing occurred over time (lanes 2–5;
quantification in Fig. 5c). BRCA2 marginally increased (lanes 6–9),
and RAD52 clearly increased the rate of annealing (lanes 10–13).
When RPA was added (lanes 15–18), spontaneous annealing was
completely blocked. Unlike the U. maydis and C. elegans ortholo-
gues23,43, human BRCA2 was unable to overcome this inhibition
(lanes 19–22), but RAD52 readily annealed the RPA–ssDNA com-
plexes (lanes 23–26). In contrast, when substituted for BRCA2, nei-
ther human RAD52 nor yeast Rad52 stimulated DNA strand
exchange by RAD51 when the ssDNA was complexed with RPA
(Supplementary Fig. 12). Taken together, these data show that
BRCA2 and human RAD52 have assumed divergent roles in mam-
malian cells. BRCA2 has taken on the functions that stimulate joint
molecule formation and DNA strand exchange, whereas RAD52 pro-
vides the ssDNA-annealing functions of recombination44.

Discussion
Our results reveal the biochemical functions of full-length human
BRCA2, and they establish that BRCA2 augments the functions of
RAD51 that are essential for recombinational repair of DNA breaks

(Supplementary Fig. 1). Stimulation by BRCA2 is a consequence of
several mutually reinforcing effects; BRCA2 (1) enforces binding of
RAD51 to ssDNA, (2) accelerates the rate of RPA-displacement from
ssDNA by RAD51, (3) inhibits the ATPase activity of RAD51, and (4)
limits binding to dsDNA. BRCA2 focuses the assembly of RAD51
onto ssDNA and facilitates the RAD51-mediated displacement of
RPA from ssDNA, which is a key regulatory step of DNA pairing.
In support of this general concept, the promotion of RAD51 filament
formation onto RPA-coated ssDNA was also demonstrated using a
different full-length BRCA2 protein expression construct and pre-
paration45. By enabling formation of the presynaptic complex,
BRCA2 permits progression to the subsequent DNA pairing phase
of recombinational DNA repair. Furthermore, by inhibiting the
ssDNA-dependent ATP hydrolysis of RAD51, BRCA2 preserves the
active and most stable form of RAD51, the ATP–RAD51–ssDNA
complex21,22. Because the rate-limiting step in RAD51 nucleoprotein
filament assembly is nucleation of the first several monomers of the
filament46–48, BRCA2 can act catalytically to stabilize a nucleus by
blocking RAD51 self-inactivation and dissociation via its ATPase
activity. If the RAD51 molecules bound to BRCA2 do indeed comprise
the nucleus, then BRCA2 can stabilize a nascent filament of up to 4–6
RAD51 molecules. Inhibition of ATPase activity was also observed for
the C. elegans proteins (Rad51 and BRC-2)23, but not for the U. maydis
orthologues (Rad51 and Brh2)17 or the E. coli analogues (RecA and
RecFOR)36, indicating that this mechanism of stimulating RAD51
function is a late adaption of multicellular organisms. In addition,
our results show that BRCA2 prevents or slows the assembly of
RAD51 onto duplex DNA, an aspect of RAD51 filament assembly that
impairs recombination reactions. Based on previous single-molecule
studies with the BRC repeats21, we propose that interaction with full-
length BRCA2 slows nucleation of RAD51 onto dsDNA.

An unanticipated feature of human BRCA2 is its ability to bind and
stimulate RAD51-mediated DNA strand exchange at regions of
ssDNA as well as at ssDNA/dsDNA junctions of either polarity.
This capability permits the BRCA2-facilitated loading of RAD51 in
both the 59R39 and 39R59 directions. Although most models for
BRCA2 function have focused on DSB repair, we note that these
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characteristics are also consistent and suggestive of a role for BRCA2 in
the recombinational repair of DNA gaps that occur during DNA rep-
lication due to damage in the template (Supplementary Fig. 1b). Given
that BRCA2 facilitates growth of the filament in either polarity from
internal ssDNA regions or from either junction, BRCA2 could readily
contribute to daughter strand DNA gap repair as well as DSB repair. It is
notable that the lack of polarity in human BRCA2 function differs from
analogues such as RecFOR and Brh2, which load RecA and U. maydis
Rad51, respectively, specifically onto the 39 overhanging ssDNA17,36.
The absence of a bias for pairing 39-ends by human RAD51 may reflect
its underlying intrinsic capability to assemble in both directions49. But
because resection of a DSB in vivo produces 39 tailed ssDNA, there is no
compelling need for polarity enforcement by BRCA2.

Another key difference between the BRCA2 orthologues of U. may-
dis and C. elegans23,43 is that human BRCA2 is unable to anneal ssDNA
complexed with RPA, the physiological intermediate of recombination.
However, human RAD52 does manifest this capability, implying that
in mammalian cells this function is assumed by RAD52. Yet RAD52
cannot stimulate the assembly of RAD51 onto ssDNA complexed with
RPA40 (Supplementary Fig. 12), but BRCA2 can. This behaviour of
RAD52 is distinct from yRad52 which displays both of these species-
specific capabilities37–39,41, explaining the essential role of yRad52 in all
recombinational DNA repair processes. Thus, in vertebrates, these
functions have separated: BRCA2 targets RAD51 to ssDNA to mediate
DNA strand invasion into a duplex donor to produce joint molecules
by a distinctive mechanism, whereas RAD52 anneals RPA–ssDNA
complexes in steps or pathways of recombinational repair that could
include second-end capture in DSB repair, single-strand annealing
(SSA), and synthesis-dependent strand annealing. In support of this
idea, error-prone repair by SSA is increased in cells lacking functional
BRCA2, whereas RAD52 complementation in RAD522/2 mouse ES
cells augments the SSA pathway44,50. Both in vivo and in vitro studies
have clarified the role of BRCA2 in catalysing the delivery of RAD51 to
sites of DNA damage. Our work has confirmed and extended prior
expectations that the intact human BRCA2 protein mediates the rapid
and ordered assembly of the RAD51 protein onto ssDNA, and helps to
explain why cells lacking functional BRCA2 would be severely
impaired for formation of this critical intermediate in recombinational
repair. As a consequence of BRCA2 loss, DNA break repair mediated
through template-directed repair from homologous sequences within
an intact homologue or sister chromatid would be disrupted, leading to
error prone repair and potential chromosomal instability. The ability to
purify full-length human BRCA2, a protein directly responsible for
genetically predisposing individuals to substantially high risks for can-
cer, should open a whole new venue for understanding this very large
and complex protein.

METHODS SUMMARY
Expression and purification of full-length BRCA2. Human BRCA2 cDNA was
cloned into phCMV1 with two repeats of MBP at the N terminus. 293TD cells
were transfected and harvested 31 h post-transfection. Extracts were batch bound
to amylose resin. The protein was eluted with 10 mM maltose, loaded onto
HiTrap Q, and step eluted at 450 mM NaCl.
DNA substrates. Oligonucleotides were PAGE-purified. The 39 tailed, 59 tailed
and dsDNA were annealed at 1:1 molar ratio, and 32P-labelled at the 59-end.
DNA strand exchange assays. Unless otherwise indicated, reactions were at
37 uC for 30 min with RAD51 (0.22 mM); RPA (0.1mM); 39 tailed, 59 tailed, or
ssDNA (4 nM molecules) and dsDNA (4 nM molecules). Reactions were termi-
nated with proteinase K-SDS, and analysed by electrophoresis (6% polyacryl-
amide) and phosphor-imaging.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Expression and purification of full length BRCA2. The full-length cDNA
(10.3 kb) of human BRCA2 was cloned into phCMV1 (Genlantis) along with
two tandem repeats of the maltose binding protein (MBP) tag located at the N
terminus of BRCA2. All cloning steps were sequence-verified (MCLab) and the
final construct was verified by using 15 primers spanning 700 bp regions of the
full length BRCA2 cDNA. A PreScission Protease (GE Life Sciences) site was
engineered in between the second MBP sequence and the start of the BRCA2 ORF
such that both MBP tags could be cleaved by incubation with the PreScission
Protease enzyme.

To express this construct, human 293TD cells (a gift from R. Litman) were
transiently transfected using TurboFect (Fermentas) and cells were collected 31 h
post-transfection. Typically, twenty 15-cm plates containing 70% confluent 293T
cells were used for purification. Cells were re-fed with fresh media, Dulbecco’s
modified Eagle medium 1 10% FBS (Invitrogen), before transfection and 16 h
post-transfection. Cells were collected in buffer H: 50 mM HEPES (pH 7.5),
250 mM NaCl, 5 mM EDTA and 1 mM dithiothreitol (DTT) with the addition
of 1% Igepal CA-630, 3 mM MgCl2, 1 mM ATP, 1 mM PMSF and Protease
Inhibitor Cocktail (Roche). The cell suspension was rotated for 20 min and then
spun down at 10,000g for 15 min in a Sorval centrifuge (Oakridge tubes) and the
supernatant was incubated overnight with 1 ml of amylose resin (New England
Biolabs) per 50 ml of cell lysate (washed extensively with buffer H before addition
to the supernatant). The amylose resin was then spun down at 2,000g in a swing-
ing bucket rotor (JS 5.3 Beckman), washed once with lysis buffer, and then poured
into a disposable plastic column (Pierce) and washed extensively with buffer H.
The protein was then eluted with 10 mM maltose in buffer HG: 50 mM HEPES
(pH 7.5), 250 mM NaCl, 0.5 mM EDTA, 10% glycerol and 1 mM DTT. These
fractions were then pooled and loaded onto a HiTrap Q (GE Life Sciences),
washed with buffer HG, and eluted with buffer HG containing 450 mM NaCl
(final storage buffer for BRCA2). The full-length BRCA2 protein was verified by
western blot with antibodies to both the C terminus of BRCA2 (Ab-2, EMD) and
to the N-terminal MBP tag (anti-MBP, Zymed). The concentration of 2XMBP–
BRCA2 was determined using an extinction coefficient at 280 nm of
365,160 M21 cm21. The final concentration was adjusted by subtracting the con-
tributions from contaminants, b-tubulin (which ranged from ,10–25% in mul-
tiple preparations) and truncated BRCA2 polypeptide (see Fig. 1a, which ranged
from ,5–15%), based on SYPRO Orange quantification. The proteins in the
Coomassie-stained gel shown in Fig. 1a comprised full-length protein (,85%),
truncated BRCA2 (,5%) and tubulin (,10%). Some preparations contained a
trace amount of HSP70 as determined by mass spectrometry; however, this
contaminant was minimized by the inclusion of 3 mM MgCl2 and 1 mM ATP
in the lysis buffer. We were unable to detect DSS1 in our preparation; based on
comparison to known amounts of purified human DSS1 (a gift from W. Heyer),
we estimate by Coomassie quantification that the amount of endogenous DSS1
bound to our purified BRCA2 protein is less than 2% (mole DSS1/mole BRCA2).
Typical purification yields from twenty 15-cm plates ranged from 50–100mg.
Contaminant bands were cut out as gel slices from Coomassie-stained gradient
(4–15%) SDS–polyacrylamide gels and analysed by mass spectrometry (UC Davis
Proteomics Core Facility).
Immunodetection of BRCA2. Cell lysates or purified fractions generated from
293TD cells transfected with 2XMBP–FL BRCA2 were run on 6% SDS–polya-
crylamide gels, transferred to PVDF membranes overnight, blocked in 5% milk
with 13 TBS-T, and incubated with the primary antibody, Ab-2 (EMD), over-
night. For immunoprecipitations, lysates were quantified for protein content by
Bradford method and 1 mg total protein was used in an immunoprecipitation
reaction containing 20 ml anti-BRCA2 (Ab-1, EMD) antibody and 40 ml protein
G1 agarose (Santa Cruz Biotechnology). Immunoprecipitations were rocked for
2 h at 4 uC and then washed with buffer H followed by resuspension in 15ml
sample buffer. The samples were heated at 54 uC for 4 min, loaded onto 6%
SDS–polyacrylamide gels, and processed for western blotting as described above.
A secondary antibody, anti-mouse or anti-rabbit horse radish peroxidase-con-
jugated (Santa Cruz Biotechnology) was incubated on the membranes for 40 min.
Blots were then washed four times and incubated with ECL Plus (Amersham GE
healthcare) for 5 min before visualization on a Storm PhosphorImager.
Generation of stable cell lines and clonogenic survival assay. The MBP–BRCA2
and 2XMBP–BRCA2 constructs were stably transfected into VC8 (gift from M.
Zdienicka) BRCA2 mutant hamster cells, using FuGene6 (Roche) transfection fol-
lowed by selection in HAM’s F10 media (Invitrogen) plus 10% FBS (Invitrogen)
containing 1 mg ml21 G418. To verify expression of BRCA2, total RNA was isolated
from VC8 stable cell clones using TRIzol (Invitrogen). Total RNA (1mg) was used in
each RT–PCR (Titanium One-step RT–PCR, Clontech) reaction containing either
MBP primer set (RJ-59MBP2XN/RJ-39MBP2XN) to amplify the MBP tag (1.1 kb)
or C-terminal primer set (RJ-598269/RJ-39AGEIBRCA2) to amplify the last 0.9 kb

of the BRCA2 open reading frame. RT–PCR reactions were run on 1% agarose gel
and visualized with ethidium bromide staining on an Alpha Innotech UV imager.
To confirm expression of 2XMBP– or MBP–BRCA2 in VC8 cells at the protein
level, an immunoprecipitation/western using Ab-1 (EMD) as the immuno-
precipitation antibody and Ab-2 (EMD) as the western antibody was performed.
We consistently observed higher expression of the 2XMBP–BRCA2 protein com-
pared to MBP–BRCA2 both in stable VC8 clones, as well as in transient transfec-
tions of both VC8 and human 293T cells. Clones positive for expression were tested
for complementation by clonogenic survival response to mitomycin C. Cells were
seeded at plating density of 5 3 105 cells in 6-cm dishes. Cells were 50–70% con-
fluent at time of drug treatment. Mitomycin C (Sigma) stock was a 1.5 mM stock
solution. For treatment of cells, mitomycin C was diluted in 2 ml HAM’s F10 media
with no serum at the following concentrations: 0.1mM, 0.25mM and 0.5mM and
placed on cells for 1 h. After 1 h incubation, the media was aspirated off, cells were
washed with PBS, then trypsinized and resuspended in 2 ml of HAM’s F10 1 10%
FBS. Cells were counted using a haemocytometer, serially diluted, and plated out in
triplicate into 6-well plates. Cells were re-fed with media containing penicillin/
streptomycin (Hyclone) to prevent any contamination during 8 days of cell growth.
After 8 days, the cells were removed from the incubator, washed with 0.9% NaCl
(saline solution), and stained with crystal violet. Plates were dried overnight and
colonies containing 50 or more cells were counted on each plate and the surviving
fraction was determined for each drug treatment.
Protein affinity pull-downs. Prior to pull-down assays, amylose resin (NEB) was
equilibrated with binding buffer B: 50 mM HEPES (pH 7.5), 250 mM NaCl,
0.5 mM EDTA and 1 mM DTT. Purified 2XMBP–BRCA2 (2.4 mg) was incubated
with 1 mg purified RAD51, RPA, SSB, RecA, yRad51, DMC1 or RAD52 for 30 min
at 37 uC and then batch-bound to 30ml of amylose resin for 1 h at 4 uC. RAD51
and RPA were purified as described previously21. SSB, RecA and yRad51 were
purified as described51–53, respectively. RAD52 was a gift from A. Mazin, and the
purification of DMC1 (A. Nimonkar) will be described elsewhere. As controls for
non-specific binding to the amylose resin, candidate proteins (1 mg) were incu-
bated with amylose resin in the absence of 2XMBP–BRCA2. The complexes were
then washed with buffer B containing 0.1% Igepal CA-630 and resuspended in
protein sample buffer, heated at 54 uC for 4 min, and loaded onto a 4–15%
gradient SDS–polyacrylamide gel (Bio-Rad TGX gel). The gel was run for 1 h
at 100 V and stained with SYPRO Orange (Invitrogen) or Coomassie (Bio-safe,
Bio-Rad). The protein bands were quantified by ImageQuant software on a Storm
860 PhosphorImager (Molecular Dynamics). The amount of RAD51 pulled down
with 2XMBP–BRCA2 in Fig. 1e was determined using standard curves generated
from known concentrations of RAD51 and 2XMBP–BRCA2 run in parallel in the
same gel. The total input amount of 2XMBP–BRCA2 in each pull-down reaction
was 64 nM and the total input amount for RAD51 ranged from 85 nM to 2 mM.
The analyses to determine the ratio of RAD51 to 2XMBP–BRCA2 was derived
from a fit to a segmented linear regression (GraphPad Prism 5.0b).
Electrophoretic mobility shift assays. Oligonucleotide substrates were obtained
from either Sigma or IDT (Ultramers) and were purified by polyacrylamide gel
electrophoresis (PAGE). The following oligonucleotides were used: RJ-167-mer
(59-CTGCTTTATCAAGATAATTTTTCGACTCATCAGAAATATCCGTTTC
CTATATTTATTCCTATTATGTTTTATTCATTTACTTATTCTTTATGTTCA
TTTTTTATATCCTTTACTTTATTTTCTCTGTTTATTCATTTACTTATTTTG
TATTATCCTTATCTTATTTA-39); RJ-59TAIL-167-mer (59-ATTTATTCTAT
TCCCTTTATTTTCTCTGTTTATTCATTTACTTATTTTGTATTAATTTCCTA
TATTTTTTACTTGTATTTCTTATTCATTTACTTATTTTGTATTATCCTTAT
TTATATCCTTTCTGCTTTATCAAGATAATTTTTCGACTCATCAGAAATAT
CCG-39); RJ-PHIX-42-1 (59-CGGATATTTCTGATGAGTCGAAAAATTATC
TTGATAAAGCAG-39); RJ-Oligo1 (59-TAATACAAAATAAGTAAATGAAT
AAACAGAGAAAATAAAG-39); RJ-Oligo2 (59-CTTTATTTTCTCTGTTTATT
CATTTACTTATTTTGTATTA-39). To generate the 39 tailed DNA substrate, RJ-
167-mer was radio-labelled with 32P at the 59-end and then annealed at a 1:1 molar
ratio to RJ-PHIX-42-1. To generate the 59 tailed DNA substrate, RJ-59TAIL-167-mer
was radio-labelled with 32P at the 59-end and annealed at 1:1 molar ratio to
RJ39PHIX-42-1. The dsDNA was generated by radio-labelling RJ-Oligo1 with 32P
at the 59-end and annealing it to RJ-Oligo2. The ssDNA substrate was RJ-167-mer
radio-labelled with 32P at the 59-end.

2XMBP–BRCA2, at the indicated concentrations, was incubated with 0.2 nM
(molecules) radio-labelled DNA substrate for 30 min at 37 uC in DNA strand
exchange buffer (25 mM Tris acetate (pH 7.5), 1 mM MgCl2, 2 mM CaCl2, 0.1mg
ml21 BSA, 2 mM ATP and 1 mM DTT). The reactions were resolved by electro-
phoresis on a 6% polyacrylamide gel in TAE (40 mM Tris-acetate (pH 7.5),
0.5 mM EDTA) buffer for 70 min at 60 V. The gel was then dried and exposed
to a PhosphorImager screen overnight. The screen was scanned on a Molecular
Dynamics Storm 840 PhosphorImager and bands quantified using ImageQuant
software. The percentage of protein–DNA complexes was calculated as the free
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radio-labelled DNA remaining in a given lane relative to the protein-free lane,
which defined the value of 0% complex (100% free DNA). Where BRCA2 was
preincubated with RAD51, the two proteins were mixed at the indicated concen-
trations at 37 uC for 15 min before addition of the radiolabelled DNA substrate,
which was followed by an additional 30 min incubation at 37 uC.
DNA strand exchange assays. DNA substrates were generated as described
above for the EMSA analysis except that RJ-167-mer and RJ-59TAIL-167-mer
were not radio-labelled. The dsDNA donor was generated by first radio-labelling
RJ-Oligo1 with 32P on the 59-end and annealing it to RJ-Oligo2 at a 1:1 molar
ratio. The assay buffer contained: 25 mM Tris acetate (pH 7.5), 1 mM MgCl2,
2 mM CaCl2, 0.1mg ml21 BSA, 2 mM ATP and 1 mM DTT. All pre-incubations
and reactions were at 37 uC. The DNA substrates and proteins were at the fol-
lowing concentrations unless otherwise indicated in the figure legend: RPA
(0.1 mM); RAD51 (0.22mM); 39 tail, 59 tail or ssDNA (4 nM molecules); and
dsDNA (4 nM molecules). Unless a time course was shown, the reaction time
was 30 min. Where proteins were omitted, storage buffer was substituted. The
protein storage buffer contributed an additional 68 mM NaCl and 4% glycerol to
the assay buffer used in the reactions. RecA (0.22 mM) reactions contained 3 mM
ATPcS instead of ATP and were performed in 10 mM MgCl2 in the absence of
CaCl2. Reactions using SSB (0.1 mM) contained 5 mM MgCl2. The product yield
using RecA alone or hRAD51 alone was 59% and 37%, respectively. The reaction
was terminated with Proteinase K in 0.5% SDS for 10 min. The reactions were
loaded on a 6% polyacrylamide gel in TAE buffer and electrophoresis was at 60 V
for 70 min. The gel was then dried and exposed to PhosphorImager screen over-
night. The percentage of DNA strand exchange product was calculated as labelled
product divided by total labelled input DNA in each lane.
ATP hydrolysis assays. The assay was carried out essentially as described21.
Briefly, BRCA2 at concentrations 0–100 nM was preincubated with 39 tail
DNA (0.9mM nucleotides) in 10mL of buffer containing 20 mM Tris-HCl
(pH 7.5), 4 mM MgCl2, 1 mM DTT, 0.5 mM ATP and 20mCi ml21 [c32P]-ATP.
The reaction was started by adding RAD51 (0.3mM) or storage buffer, and further
incubated at 37 uC for 90 min. Aliquots (2ml) were spotted onto a polyethylenei-
mine (PEI) thin layer chromatography (TLC) plate (EMD Chemicals) at each
time point. The spots were air-dried and the plates were developed in 1 M formic
acid and 0.5 M LiCl. The amount of ATP hydrolyzed was determined from dried
plates using a Molecular Dynamics Storm 840 PhosphorImager. The percentage
of ATP hydrolysis was quantified using ImageQuant software and any residual
signal from the BRCA2-only lanes was subtracted from the RAD51 1 BRCA2
lanes. The results were plotted using GraphPad Prism 5.0b.
Single-stranded DNA annealing assays. Cold 167-mer (RJ-167mer, IDT
Ultramer, PAGE-purified) at 8 nM (molecules) and 59 radio-labelled 40-mer
(RJ-Oligo1, Sigma, PAGE-purified) at 4 nM (molecules) were each incubated
separately in 10 ml reactions containing 25 mM Tris acetate (pH 7.5), 1 mM
MgCl2, and 1 mM DTT for 5 min with or without RPA (100 nM). The 40-mer

is complementary to the 167-mer at the 39 end. All incubations were at 37 uC. The
oligonucleotides were then incubated with either BRCA2 (40 nM), RAD52
(100 nM) or protein storage buffer for 5 min. The two separate reactions were
then mixed and incubated for 1, 5, 15 or 30 min to allow for annealing. At the
indicated time points aliquots were removed and added to stop buffer (4 mg ml21

proteinase K, 1% SDS and 0.4 mM unlabelled 40-mer (RJ-Oligo2)) complement-
ary to RJ-Oligo1 for 15 min. Loading dye was then added to the samples and they
were run on 6% polyacrylamide gels in TAE buffer for 1 h at 60 V. The gels were
dried onto DEAE (Whatman) paper and exposed to a PhosphorImager screen
overnight. The screens were scanned on a Storm 860 system (Molecular
Dynamics) and bands quantified using ImageQuant. The percentage of annealed
product was calculated as the radio-labelled product divided by the total radio-
labelled input DNA in each lane.
Biotinylated DNA pull-down assay. An oligonucleotide substrate composed of
the same sequence as RJ-PHIX-42-1 but containing a 39 biotin modification
(Biotin-TEG) was obtained from Eurofins MWG Operon. The 39 biotin modified
oligonucleotide was purified by polyacrylamide gel electrophoresis (PAGE) and
annealed at a 1:1 molar ratio to RJ-167-mer to create the biotinylated 39 tailed
DNA substrate. RAD51 was preincubated with or without BRCA2 for 15 min at
37 uC in buffer S: 25 mM Tris acetate (pH 7.5), 1 mM MgCl2, 0.1mgml21 BSA,
2 mM ATP and 1 mM DTT. The proteins were then added to a mixture of both
the biotinylated 39 tailed DNA and a heterologous 90 bp duplex DNA (PAGE-
purified Oligo#90: 59-CGGGTGTCGGGGCTGGCTTAACTATGCGGCATC
AGAGCAGATTGTACTGAGAGTGCACCATATGCGGTGTGAAATACCGC
ACAGATGCGT-39 annealed 1:1 to PAGE-purified Oligo#60: 59-ACGC
ATCTGTGCGGTATTTCACACCGCATATGGTGCACTCTCAGTACAATCT
GCTCTGATGCCGCATAGTTAAGCCAGCCCCGACACCCG-39) derived
from the pUC19 plasmid sequence. The incubation was continued for 5 min at
37 uC followed by capture of the DNA–protein complexes by adding 2.5ml of pre-
washed MagnaLink Streptavidin magnetic beads (SoluLink) in buffer S supple-
mented with 0.1% Igepal CA-630. After binding to the beads at 25 uC for 10 min,
the bead complexes were washed with buffer S containing 0.1% Igepal CA-630
and resuspended in 15 ml protein sample buffer, heated at 54 uC for 4 min, and
loaded onto a 4–15% gradient SDS–polyacrylamide gel. The amount of RAD51
protein bound and eluted from the biotinylated DNA substrate was determined
by western blot using a monoclonal antibody specific to human RAD51 (14B4,
Novus).
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High star formation rates as the origin of turbulence
in early and modern disk galaxies
Andrew W. Green1, Karl Glazebrook1, Peter J. McGregor2, Roberto G. Abraham3, Gregory B. Poole1, Ivana Damjanov3,
Patrick J. McCarthy4, Matthew Colless5 & Robert G. Sharp5

Observations of star formation and kinematics in early galaxies at
high spatial and spectral resolution have shown that two-thirds are
massive rotating disk galaxies1-5, with the remainder being less
massive non-rotating objects2,4,6-8. The line-of-sight-averaged velo-
city dispersions are typically five times higher than in today’s disk
galaxies. This suggests that gravitationally unstable, gas-rich disks
in the early Universe are fuelled by cold, dense accreting gas flow-
ing along cosmic filaments and penetrating hot galactic gas
halos9,10. These accreting flows, however, have not been observed11,
and cosmic accretion cannot power the observed level of tur-
bulence12. Here we report observations of a sample of rare, high-
velocity-dispersion disk galaxies in the nearby Universe where cold
accretion is unlikely to drive their high star formation rates. We
find that their velocity dispersions are correlated with their star
formation rates, but not their masses or gas fractions, which sug-
gests that star formation is the energetic driver of galaxy disk
turbulence at all cosmic epochs.

Understanding how these different kinematic states of star-forming
galaxies fit together is complicated by selection, surface brightness and
angular resolution effects. Particularly at high redshift, z, resolution is a
major limitation. The resolution gain of adaptive optics has allowed
kinematic observations of early disks, but not all observations, even
within a particular survey, have taken advantage of adaptive optics2,4,8.
Integral-field spectroscopy (IFS) (mainly of the Ha emission line,
which traces star formation and kinematics) has shallower surface
brightness limits than integrated spectroscopy. Kinematic observa-
tions are generally limited to the brightest (the characteristic
Schechter luminosity, L*, or brighter5) high-redshift galaxies.
Surface brightness is also a strong function of redshift (proportional
to (1 1 z)4), and optical passbands commonly used for imaging sample
the rest-frame ultraviolet. These effects often complicate comparisons
between the early and the modern Universe. Finally, local IFS com-
parison samples are often selected from small volumes and non-uni-
formly.

To quantify how these difficulties might affect previous results, we
used the well-studied Sloan Digital Sky Survey (SDSS) to put kinematic
galaxy states in the context of a large, uniformly selected sample. We
undertook the first IFS observations of 65 star-forming13 galaxies at
redshift z < 0.1. As active galactic nuclei interfere with Ha emission as
a star formation tracer, they have been excluded. (Further details of the
selection criteria are in the Supplementary Information.) Observed
galaxies have Ha luminosities of 1040.7 to 1042.6 erg s21, with a median
of 1041.9 erg s21, and a stellar mass range of 109.1 to 1010.9 solar masses,
with a median of 1010.3 solar masses14. Because only bright (which we
shall define here as LHa . 1042 erg s21) objects are typically detected at
z < 2, such objects make up half our observations despite representing
only 3.2% of SDSS galaxies that otherwise meet our criteria. A broad
selection illustrates the impact of surface brightness and luminosity on
our results and those reported for the high-redshift Universe.

Chosen galaxies were observed using the integral-field spectrograph
SPIRAL15 on the 3.9-m Anglo-Australian Telescope or WiFeS16 on the
Australia National University’s 2.3-m telescope. Median seeing of 1.399

corresponds to a median spatial resolution of 2.3 kpc, and the field of
view is 10–40 kpc. This is closely matched to high-redshift samples
observed with adaptive optics, but with better spectral resolution
(l/Dl 5 7,000–11,500). Following standard methods, we fit a Gaussian
profile to the Ha emission line spectrum at each spatial position in the
reduced data cube. The free parameters of the fit are velocity dispersion
(width, corrected for instrumental broadening), flux (height) and
velocity (position). The velocity dispersion, s, is a simple, model-
independent measure of the line-of-sight kinematics of a galaxy.
Although there are many ways to measure it, we adopt the flux-
weighted local mean definition commonly used at high redshift4,7,8:

sm~

P
spixfpixP

fpix

where spix is the standard deviation of the Gaussian fit to the Ha
emission line in each spatial pixel and fpix is the Ha flux in that spatial
pixel. This quantity measures the intrinsic velocity dispersion of the
H II star-forming regions and their random motions independent of
large-scale systematic motions, such as rotation or orbital motion in a
merger. Apparent velocity dispersion can also peak where systematic
motions change abruptly, such as in the bright central regions of a disk
galaxy where the velocity curve is steepest. We demonstrate that this
does not affect our results in Supplementary Information.

Unexpectedly, we find many disk-like velocity fields (Fig. 1) with
sm . 50 km s21 (high dispersion) among the galaxies with
LHa . 1042 erg s21 (high luminosity), which are values very similar
to those at high redshift. We use two simple, qualitative criteria com-
mon to high-redshift analyses6 to separate disks from non-disks on the
basis of their velocity and velocity dispersion fields: the velocity field
must have a typical ‘spider diagram’ shape, and the velocity dispersion
must be centrally peaked and fairly symmetric. Using these criteria, all
but six of our 17 objects at high dispersion and high luminosity are
kinematic disks. The broadband SDSS images also show that most are
disk galaxies, often with distinct bulges and disk components. This
agrees with the picture that most of the star formation in the local
Universe occurs in disks17 and that those disks forming stars most
rapidly are kinematically hot, just as in the early Universe.

We compare the distribution of our galaxies in sm and Ha lumin-
osity (Fig. 2) with several existing data sets from the early4,7,8 and the
modern18–20 Universe where sm has been measured in a comparable
way (a summary of these data sets appears in Supplementary
Information). To check that the decrease in surface brightness with
redshift does not affect this comparison, we applied redshift dimming
(to z 5 2.2) and a surface brightness limit (.1016 erg s21 cm22 arc-
sec22, half that reported for OSIRIS7) to our data and recomputed
sm. We find that this affects our measure of sm by only 5–10 km s21.
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Furthermore, all of these comparison data sets fall within the stellar
mass range of our data. Remarkably, sm seems to correlate with Ha
luminosity above LHa 5 1042 erg s21, independent of redshift.

The Ha luminosity is directly correlated with the star formation
rate21. However, dust extinction in the galaxy can obscure some of this
light, reducing the inferred star formation rate. Because dust correction

methods differ between studies, we use the observed quantity LHa to
provide a simple, direct comparison between samples. In our sample,
the mean flux ratio, Ha/Hb5 4.13 (based on SDSS fibre spectra),
corresponds to a typical extinction in Ha of AHa 5 0.78 mag (ref.
22). This correction has been included in the axis across the top of
Fig. 2 to give a rough scale to the star formation rate for these galaxies.

Although primordial galaxies have been interpreted as turbulent,
gas-rich disks2,10, our results suggest that gas density does not drive
velocity dispersion. By applying the Kennicutt–Schmidt law23 to invert
our star formation surface densities into gas surface densities, we
estimate the gas mass fraction (relative to stars and gas) for these
galaxies to range from 0.05 to 0.7 (median, 0.18). The distributions
of gas fractions between high- and low-dispersion galaxies do not
differ significantly, nor do the gas depletion timescales of 3–6 billion
years. The wide range in gas fraction over a small range in luminosity is
due to the wide range in stellar mass of these galaxies—stellar mass
does not correlate with Ha luminosity. Figure 2 shows that there is no
correlation between stellar mass and velocity dispersion. This implies
that star formation rate, not mass or gas fraction, is the important
variable driving different velocity dispersions at all redshifts.

These high-dispersion galactic disks in the local Universe are an
unexpected find. Continued detailed follow-up of these objects will
shed more light on similar objects seen at high redshift. Cold-flow
accretion is unlikely to be the origin of the high velocity dispersions
as this mechanism is expected24 to shut down rapidly for galaxies at
z , 2. The high velocity dispersions in low-redshift galaxies then raise
the question of whether cold-flow accretion is the appropriate mech-
anism for high velocity dispersions at high redshifts. Recent absorption
line measurements have found no evidence for ubiquitous cold flows
in the high-redshift Universe11. Our results suggest that star formation
itself powers the turbulence through energetic feedback. Indeed, simu-
lations show that supernovae resulting from star formation can drive
high velocity dispersions in the interstellar medium25.

It remains necessary to provide a mechanism to fuel the high star
formation rates of these galaxies. Although the kinematics of our sam-
ple are not merger dominated, there is evidence in the optical
morphologies for minor-merger features such as small, close compa-
nions or tidal tails, many of which would be missed by current obser-
vations at high redshift (see, for example, Fig. 1f, j). Fresh gas brought
in by these minor mergers may drive the high star formation rates.
These mergers could also increase the velocity dispersions of the disks.
The situation could be similar in the early Universe; the minor-merger
mechanism has been commonly invoked to drive the drastic size
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Figure 1 | Kinematic pictures of local galaxies. All panels show the SDSS
broadband image (red, ,750 nm; green, ,625 nm; blue, ,475 nm), line-of-
sight velocity map, Ha narrowband image and line-of-sight velocity dispersion
map. All are scaled identically according to the scale at the bottom of the figure.
The maps are masked when the emission line fitting breaks down, typically at a
4s significance detection threshold. The green and red squares outline the field
of view of the instrument in the images; red corresponds to non-disk objects
and green to disk-like objects. The broadband imaging in a, b and d shows clear
merger activity, whereas c may have a merger axis close to the line of sight.
Panel a shows a relatively small velocity dispersion, despite being a clear
merger, suggesting that dispersion alone cannot distinguish mergers. Panels
e–j show objects that have high dispersions (s . 50 km s21) but are considered
disks by our criteria. We emphasize that these criteria are based on those
typically used in high-redshift observations6. Panel f shows a clear disk, with
both a blue disk and a red bulge component visible in the broadband image.
Panel g shows a velocity gradient and a weak central dispersion peak. This
galaxy’s neighbour is 0.62 mag fainter and has a similar radial velocity. The pair
may ultimately become a major merger. The galaxy in h also has a companion
that may or may not be at the same redshift. Panel i shows two distinct clumps
in the broadband image, indicative of a major merger, but still shows the clear
kinematic characteristics of a disk. Finally, j shows the possible signature of a
disk in the kinematic data, but is a clear merger, with long tidal tails in the
image. With the strong surface brightness fading with redshift, these tails would
probably be invisible in a similar galaxy in the early Universe, and a disk
interpretation would be made.
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evolution of red galaxies26, requiring minor mergers to occur fre-
quently. Some of our objects also show companions at large distances
with luminosity ratios between 1:2 and 1:3. This suggests that gravita-
tional tides could be compressing gas and inducing star formation.
Such a ‘fly-by’ mechanism would be considerably more important in
the high-redshift Universe27 (because of the high merger rate), and
such objects could be massive yet faint at optical wavelengths.
Further study of the high-dispersion local galaxies is warranted to
determine the physical mechanisms in operation. These objects serve
as rare reminders of the massive star formation that was so prevalent in
the Universe ten billion years ago.
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Figure 2 | Distribution of galaxy velocity dispersion against Ha luminosity
and stellar mass. a, Distribution of flux-weighted mean velocity dispersion and
Ha luminosity or star formation rate of galaxies in our sample and comparison
samples at z < 2 (refs 4, 7, 8) and z , 0.01 (refs 18, 19). The error bars in the
lower right show the combined median errors. Velocity dispersion errors are
typically 65–10% (systematic) and 61–2 km s21 (statistical), and luminosity
errors are typically 610% (statistical). The variance and error in velocity
dispersion are discussed in Supplementary Information. M[, solar mass.
b, Same as in a, but plotted against stellar mass instead of Ha luminosity. The
comparison samples are described in Supplementary Information. The
positions of local galaxies M5120 and M8228 are labelled. Dashed lines at
sm 5 50 km s21 and LHa 5 1042 erg s21 separate the different regimes
described in the text. Velocity dispersion seems to correlate with Ha luminosity
but not with mass. Non-disk galaxies are highlighted with red circles and are
not distinguishable by velocity dispersion or luminosity. The Ha luminosity is
derived from the full aperture of our data cubes and so does not suffer from the
large-aperture effects common to SDSS fibre spectra13. The brown dashed line
in a is the Ha luminosity function of SDSS galaxies29, w (scale on right), for
comparison, and shows that the space density of star-forming galaxies declines
sharply as luminosity increases. As in a, the error bars show combined median
errors. Errors in mass are typically 620% (ref. 14).
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Single-shot readout of an electron spin in silicon
Andrea Morello1, Jarryd J. Pla1, Floris A. Zwanenburg1, Kok W. Chan1, Kuan Y. Tan1, Hans Huebl1{, Mikko Möttönen1,3,4,
Christopher D. Nugroho1{, Changyi Yang2, Jessica A. van Donkelaar2, Andrew D. C. Alves2, David N. Jamieson2,
Christopher C. Escott1, Lloyd C. L. Hollenberg2, Robert G. Clark1{ & Andrew S. Dzurak1

The size of silicon transistors used in microelectronic devices is
shrinking to the level at which quantum effects become important1.
Although this presents a significant challenge for the further scal-
ing of microprocessors, it provides the potential for radical inno-
vations in the form of spin-based quantum computers2–4 and
spintronic devices5. An electron spin in silicon can represent a
well-isolated quantum bit with long coherence times6 because of
the weak spin–orbit coupling7 and the possibility of eliminating
nuclear spins from the bulk crystal8. However, the control of single
electrons in silicon has proved challenging, and so far the obser-
vation and manipulation of a single spin has been impossible. Here
we report the demonstration of single-shot, time-resolved readout
of an electron spin in silicon. This has been performed in a device
consisting of implanted phosphorus donors9 coupled to a metal-
oxide-semiconductor single-electron transistor10,11—compatible
with current microelectronic technology. We observed a spin life-
time of ,6 seconds at a magnetic field of 1.5 tesla, and achieved a
spin readout fidelity better than 90 per cent. High-fidelity single-
shot spin readout in silicon opens the way to the development of a
new generation of quantum computing and spintronic devices,
built using the most important material in the semiconductor
industry.

The projective, single-shot readout of a qubit is a crucial step in both
circuit-based and measurement-based quantum computers12. For
electron spins in the solid state, this has only been achieved in
GaAs/AlGaAs quantum dots coupled to charge detectors13–15. The spin
readout was achieved using spin-dependent tunnelling, in which the
electron was displaced to a different location depending on its spin
state. The charge detector, electrostatically coupled to the electron site,
sensed whether the charge had been displaced, thereby determining
the spin state. Here we apply a novel approach to charge sensing, where
the detector is not only electrostatically coupled, but also tunnel-
coupled to the electron site11, as shown in Fig. 1a. The strong coupling
inherent to this arrangement is responsible for the high charge transfer
signals that ultimately allow fast and high-fidelity single-shot spin
readout. As a charge detector, we use here the silicon single-electron
transistor10 (SET), a nonlinear nanoelectronic device consisting of a
small island of electrons tunnel-coupled to source and drain reservoirs,
electrostatically induced beneath an insulating SiO2 layer. A current
can flow from source to drain only when the electrochemical potential
of the island assumes specific values16, resulting in a characteristic
pattern of sharp current peaks as a function of gate voltage (Fig. 1e).
The shift in electrochemical potential arising from the tunnelling of a
single electron from a nearby charge centre into the SET island is large
enough to switch the current from zero to its maximum value. This
tunnelling event becomes spin-dependent in the presence of a large
externally applied magnetic field B, when the spin-up state j"æ has a
higher energy than the spin-down state j#æ, by an amount EZ 5 gmBB,
where g < 2 is the spin gyromagnetic ratio and mB is the Bohr magneton.

The Zeeman splitting EZ must be larger than the thermal and electro-
magnetic broadening of electron states in the SET island. Therefore we
perform the experiment in high magnetic fields, B . 1 T, and with very
low electron temperatures, Tel < 200 mK.

The high effective mass of the conduction electrons and the six-fold
degeneracy of the conduction band minima (valleys) in silicon17 imply
that very tight confinement is required to isolate a single electron in a
non-degenerate state. A phosphorus atom in silicon naturally provides a
sharp confining potential for its bound donor electron. The quantum
states j"æ, j#æ of the electron spin S 5 1/2 form a natural qubit, with the
additional advantage that the 31P nuclear spin can be used as a long-lived
quantum memory18. Therefore we have fabricated a batch of devices
where P donors were implanted in a small region (90 3 90 nm) next to
the SET (Fig. 1c). The P1 ion fluence was chosen to maximize the
likelihood that three donors are located at a distance ,30–60 nm from
the SET island and can be tunnel-coupled to it, forming a parallel
double-quantum-dot system19. The SET top gate and a plunger gate
overlaying the P-implanted area provide full electrostatic control of
the hybrid double-dot. Here we present the complete data for one device
(A), together with the spin lifetime measurements on another one (B).

To perform spin readout, we bias the gates so as to tune the elec-
trochemical potentials on the SET (mSET) and a nearby donor (m# and
m" for states j#æ and j"æ, respectively) such that the SET current, ISET, is
zero when the electron resides on the donor, while ISET ? 0 when the
donor is ionized. The readout protocol consists of three phases13,
shown in Fig. 1b. (1) A ‘load’ phase, during which an electron in an
unknown spin state tunnels from the SET island to the donor, as
mSET . m#, m". The electron loading is signalled by ISET dropping to
zero. (2) A ‘read’ phase, during which a spin-down electron remains
trapped on the donor, leaving ISET 5 0, but a spin-up electron can
tunnel onto the SET island, causing ISET 5 Imax. A (different) spin-
down electron from the SET island can later tunnel back onto the
donor, blocking the current again. Therefore, the signal of a state j"æ
is a single current pulse at the beginning of the read phase. (3) An
‘empty’ phase during which the donor is ionized, to ensure that a new
electron with random orientation can be loaded at the next cycle.

Measuring ISET as a function of the plunger (Vpl) and SET top (Vtop)
gate voltages yields the map shown in Fig. 1d. Each time a charge
centre coupled to the SET changes its charge state, the sequence of
SET current peaks breaks and shifts in gate voltage by an amount
DVtop 5Dq/Ctop, where Dq is the charge induced on the SET island
and Ctop is the capacitance between island and top gate (Fig. 1e). Figure
1d shows a large number of charge transitions for 20.7 , Vpl , 0 V.
Most of these transitions are irreproducible and hysteretic, and are
probably caused by the charging/discharging of shallow traps at the Si/
SiO2 interface. The transitions for Vpl , 20.7 V, however, are stable
and well reproduced even after several thermal cycles. Their number is
consistent with the expected number of implanted donors in the active
area, and they have been observed in a number of similar devices20.
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Institut, BayerischeAkademieder Wissenschaften,85748 Garching,Germany (H.H.); DepartmentofPhysics, University of Illinois atUrbana-Champaign,Urbana, Illinois 61801, USA (C.D.N.); Departmentof
Defence, Canberra, Australian Capital Territory 2600, Australia (R.G.C.).
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Considering the results of the spin lifetime measurements discussed
below, it is likely that we are observing transitions between D1 and D0

states of implanted P donors21.
The charge transition at Vpl < 21.4 V in Fig. 1d has a large

Dq < 0.7e, where 1e is equivalent to the spacing between adjacent
current peaks. This indicates a donor very close to the SET island11.
Accordingly, we find a fast electron tunnelling time between the donor
and the SET, of the order of 10ms. For comparison, the charge transi-
tion at Vpl < 21.1 V has a lower Dq < 0.3e and a much slower tunnel
time, ,10 ms, consistent with a donor further away. We chose the
donor transition at Vpl < 21.4 V to implement the spin readout pro-
tocol. Figure 2b–g illustrates the method we used to find the values of
Vpulse during the read phase at which spin-dependent tunnelling is
achieved. By lowering the read level from too high (Fig. 2c) to too

low (Fig. 2g), the time traces of ISET during the read phase show a
transition from ISET 5 Imax, through random telegraph signal, to
ISET 5 0, passing through a region where ISET can be either zero
(Fig. 2e) or show a spin-up signal (Fig. 2f). In this region, the condition
m#, mSET , m" is fulfilled, and a single-shot projective measurement
of the electron spin state is performed. When plotting the average of
several single-shot traces taken at different read levels, the correct
readout range is highlighted by the appearance of a high current region
at the beginning of the read phase, spanning a time interval of the order
of the electron tunnel time 1/C (Fig. 4). Such a high-current region is
absent in measurements performed in zero magnetic field, as expected.
With a modified pulse sequence, it is also possible to extract the
Zeeman energy splitting, EZ 5 gmBB, and demonstrate the deter-
ministic loading of a j#æ electron (Supplementary information).
Because the loading of a state j#æ is controlled by gate voltages and
occurs on ,10-ms timescales as determined by the electron tunnel
time, this device already realizes two essential requirements for
quantum computation and quantum error correction, namely, single-
shot readout and fast preparation of the qubit ground state22.

Defining P" as the probability of observing a spin-up electron, we
find that P" decreases when increasing the wait time tw before the spin
is read out (Fig. 3a), because the excited state j"æ relaxes to the ground
state j#æ. The wait time dependence of P" (Fig. 3b, c) is well described
by a single exponential decay, P"(tw) 5 P"(0)exp(2tw/T1), where T1 is
the lifetime of the spin excited state.

The measured spin relaxation rates as a function of magnetic field,
T1

21(B), at phonon temperature T < 40 mK, are plotted in Fig. 3d. The
data on device A for B $ 2 T are well described by the func-
tion T1

21(B) < K0A 1 K5AB5, with K0A 5 1.84 6 0.07 s21 and K5A 5

0.0076 60.0002 s21 T25. A fit of the form T1
21(B) 5 K0 1 KaBa, where

K0, Ka and a are free parameters, yields a 5 4.8 6 0.2. The data on
device B follow T1

21(B) < K5BB5, with K5B 5 0.015 6 0.0005 s21 T25

down to B 5 1.5 T, where the spin lifetime has a value T1 5 6 6 2 s. We
attribute the B-independent contribution observed in device A to the
effect of dipolar coupling between the spin under measurement and
those of neighbouring donors (Supplementary Information). This effect
depends on the details of the mutual distance between implanted
donors, and is therefore strongly sample-dependent. The T1

21 / B5

dependence agrees with the low-T limit23 (kBT= gmBB) of a spin–lattice
relaxation mechanism arising from valley repopulation24, that is,
the change in the relative weight of the six conduction band minima
(valleys) of Si caused by the deformation of the crystal lattice when the
state j"æ relaxes to j#æ, emitting an acoustic phonon. This is the domi-
nant relaxation channel for donors, where orbital excited states are very
high in energy. Conversely, for spins in electrostatically defined
quantum dots23 in silicon, relaxation through low-lying orbital states
can lead to T1

21 / B7. This dependence has been recently observed in
Si/SiGe (ref. 25) and Si/SiO2 (ref. 26) quantum dots.

Our results are also incompatible with the known relaxation process
for interface traps, which is dominated by the coupling to two-level
fluctuators27, yielding T1

21 / B3. A recent electron spin resonance
experiment on shallow traps at the Si/SiO2 interface28 found
T1 < 800ms at T 5 350 mK and B 5 0.32 T, that is, 2 to 3 orders of
magnitude shorter than our result, despite the much lower magnetic
field. An experiment on bulk-doped Si:P by conventional electron spin
resonance techniques (J. J. L. Morton, personal communication)
yielded T1 5 0.42 s at B 5 3.35 T and T , 5 K, that is, in the T-inde-
pendent regime. This data point is only a factor of ,1.3 below the line
T1

21(B) < K5AB5. We conclude that the observation of T1
21 / B5 and

the quantitative agreement with bulk Si:P data constitute a strong
indication that we have measured the spin of a single electron bound
to an implanted P donor. The proximity of the donor to electrostatic
gates and a Si/SiO2 interface29 could be responsible for the slight vari-
ability of T1 (Supplementary Information) but, importantly, does not
substantially compromise the long spin lifetime of the donor-bound
electron.
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Figure 1 | Spin readout device configuration and charge transitions.
a, Diagram showing the spin-dependent tunnelling configuration, where a
single electron can tunnel onto the island of a SET only when in a spin-up state.
b, Pulsing sequence for single-shot spin readout (see main text), and SET
response, ISET. The dashed peak in ISET is the expected signal from a spin-up
electron. The diagrams at the top depict the electrochemical potentials of the
electron site (m#,"), of the SET island (mSET) and of the drain contact (mD).
c, Scanning electron micrograph of a device similar to the one measured. The
area where the P donors are implanted is marked by the dashed square. Both
d.c. voltages and pulses are applied to the gates as indicated. The red shaded
area represents the electron layer induced by the top gate and confined beneath
the SiO2 gate oxide layer. d, SET current ISET as a function of the voltages on the
top and the plunger gates, Vtop and Vpl, at B 5 0. The lines of SET Coulomb
peaks are broken by charge transfer events. The blue arrow on the transition at
Vpl < 21.4 V shows the axis along which Vtop and Vpl are pulsed for
compensated time-resolved measurements, ensuring that mSET remains
constant during the pulsing. e, Line traces of ISET along the solid and dashed
lines in d. Ionizing the donor shifts the sequence of SET current peaks by an
amount DVtop 5Dq/Ctop, causing a change DI in the current. The charging
energy of the SET is ,1.5 meV.
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To assess the effectiveness of the spin readout process for quantum
information purposes, it is important to quantify the readout fidelity,
that is, the probability that an electron spin state is recognized correctly.
In Fig. 4, we show the analysis of the readout fidelity for a set of 10,000
traces. The spin state is declared j"æ if the peak value Ip taken by ISET(t)
in the interval 0 , t , 100ms surpasses the threshold current IT, and j#æ
otherwise. The probability distribution of Ip (Fig. 4b) shows well-
resolved peaks, indicating that Ip takes two preferential values depend-
ing on the electron spin state. We have developed a numerical model
that accurately simulates the measurement process and yields two sepa-
rate histograms of peak current values for the states j#æ and j"æ, N#,"(Ip),
respectively (Supplementary Information). The calculated N#,"(Ip) are
in excellent agreement with the measured histogram (Fig. 4b).

With the knowledge of N#,"(Ip), the readout fidelities15 are obtained as

F;~1{

ð?
IT

N;(I)dI and F:~1{

ðIT

{?
N:(I)dI for the states j#æ and

j"æ, respectively, as a function of the discrimination threshold IT (Fig. 4c).

The integrals in F#," represent the probability that the spin state is
incorrectly assigned, either because a spin-down trace has a noise spike
.IT, or because a spin-up signal does not reach the threshold. The
visibility, defined as V 5 F#1 F" – 1, reaches a maximum value of
,92% at IT 5 1.1 nA, where the readout fidelities are F#< 99% and
F"< 93%.

Combining spin resonance experiments11,30 with the ability to read
out a single spin will provide a promising system in which to demon-
strate and exploit coherent quantum control of a donor electron and
nuclear spin. The high-fidelity, single-shot electron spin readout,
demonstrated here for the first time in silicon, represents an important
step towards unlocking the full potential of silicon-based quantum
information science and technology.

METHODS SUMMARY
The devices were fabricated on a high-purity, near-intrinsic, natural-isotope (100)
silicon substrate, with n1 ohmic source/drain contacts obtained by phosphorus
diffusion. A high-quality SiO2 gate oxide was grown by dry oxidation at 800 uC, with
thicknesses of 5 nm (device A) or 10 nm (device B). Phosphorus ions were implanted
through a 90 nm3 90 nm aperture defined by electron-beam lithography in a poly
(methyl methacrylate) mask. The chosen fluence maximizes the likelihood of having
three P atoms in a 30 nm3 30 nm area, subject to Poisson statistics. The implantation
energy was 14 keV, resulting in an average depth of ,15 nm (device A) or ,10 nm
(device B) below the Si/SiO2 interface. A 5 s, 1,000 uC rapid thermal anneal was
performed to activate the donors and repair the implantation damage. The
aluminium gates to form the SET were defined by electron-beam lithography, fol-
lowed by Al thermal evaporation and lift-off. A final forming gas anneal (400 uC,
15 min, 95% N2 / 5% H2) was performed to reduce the interface trap density to the
level of 23 1010 cm22 eV21, as measured on devices fabricated with the same process.

The sample was mounted on a high-frequency printed circuit board in a copper
enclosure, and thermally anchored to the cold finger of a dilution refrigerator with
base temperature ,40 mK. Semirigid coaxial lines, fitted with copper-powder
filters at the base temperature plus RC-filters on the circuit board, connected
the sample to the room-temperature electronics. All d.c. voltages to the gates were
provided by optoisolated and battery-powered voltage sources, and added through
resistive voltage dividers/combiners to the pulses produced by an arbitrary wave-
form generator. The SET current was measured by a room-temperature trans-
impedance amplifier, followed by a voltage post-amplifier, an eighth-order
low-pass Bessel filter, and a fast digitizing oscilloscope.
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Geometry-induced electrostatic trapping of
nanometric objects in a fluid
Madhavi Krishnan1, Nassiredin Mojarad1, Philipp Kukura1{ & Vahid Sandoghdar1

The ability to trap an object—whether a single atom or a macro-
scopic entity—affects fields as diverse as quantum optics1, soft
condensed-matter physics, biophysics and clinical medicine2.
Many sophisticated methodologies have been developed to counter
the randomizing effect of Brownian motion in solution3–10, but
stable trapping of nanometre-sized objects remains challenging8–10.
Optical tweezers are widely used traps, but require sufficiently
polarizable objects and thus are unable to manipulate small macro-
molecules. Confinement of single molecules has been achieved
using electrokinetic feedback guided by tracking of a fluorescent
label, but photophysical constraints limit the trap stiffness and
lifetime8. Here we show that a fluidic slit with appropriately tailored
topography has a spatially modulated electrostatic potential that
can trap and levitate charged objects in solution for up to several
hours. We illustrate this principle with gold particles, polymer
beads and lipid vesicles with diameters of tens of nanometres, which
are all trapped without external intervention and independently of
their mass and dielectric function. The stiffness and stability of our
electrostatic trap is easily tuned by adjusting the system geometry
and the ionic strength of the solution, and it lends itself to integ-
ration with other manipulation mechanisms. We anticipate that
these features will allow its use for contact-free confinement of
single proteins and macromolecules, and the sorting and fractiona-
tion of nanometre-sized objects or their assembly into high-density
arrays.

Our trap concept uses topological modulations of the gap between
two fluidic slit surfaces11,12 that acquire a net charge on exposure to
water. As sketched in Fig. 1a, one slit surface consists of a silicon
dioxide layer topographically structured by standard nanofabrication
techniques. The other surface is a cover glass that provides optical
access to the interior of the slit (Methods). The loading of the trap
uses the capillary effect, which introduces aqueous suspensions of
nanometre-sized objects into 200-nm-deep slits at a typical velocity
of 100mm s21. Particles transported by the flow past the surface inden-
tations become strongly trapped and remain confined after the flow is
switched off, as illustrated by optical snapshots of single gold particles
100 nm in diameter trapped by groove- and disc-shaped indentations
(Fig. 1b, e).

The motion of confined nanoparticles is mapped with high spatio-
temporal resolution on an inverted optical microscope with interfero-
metric scattering detection (iSCAT)13, using the set-up outlined in Fig.
1d (also see Methods). Briefly, interference of the light fields scattered
by the object (Esca) and reflected by the substrate (Eref) yields a signal
proportional to jErefjjEscajcos(DQ), where DQ denotes the phase differ-
ence between the two fields. iSCAT allows fast imaging with high
sensitivity to particle motion in the z direction14, and in contrast to
fluorescence imaging allows simultaneous imaging of a particle and
the surface nanostructure above it (see, for example, Fig. 1b). Figure 1c,
f shows the trajectories of the gold particles seen in Fig. 1b, e, and
movies of the dynamics of single trapped objects can be viewed in
Supplementary Movies 1, 2 and 3.

The red symbols in Fig. 2a plot the lateral motion of a 100-nm gold
particle trapped by a pocket of diameter D 5 500 nm and depth
d 5 100 nm, in a solution of ionic strength 7 3 1025 M. The particle,
imaged for a period of 1 s at 1 kHz, was localized with a lateral static
error less than 4 nm. However, we estimate a dynamic position uncer-
tainty of about 30 nm in view of our measured value of 1.8mm2 s21 for
the particle diffusion coefficient (which agrees with previous measure-
ments15). The radial probability density distribution, P(r), of particle
positions is summarized by the red histogram in Fig. 2b, which shows
the particle to be confined to within 150 nm of the trap centre.
Supplementary Movie 4 is a time-lapse movie of a representative par-
ticle trapped and observed for more than 1 h.

1Laboratory of PhysicalChemistry, ETH Zurich, 8093Zurich, Switzerland. {Present address: Departmentof Chemistry, Physical and TheoreticalChemistry Laboratory, University of Oxford, Oxford OX1 3QZ,
UK.
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Figure 1 | Pictorial overview of the device and experimental set-up.
a, Illustration of the fluidic device with nanostructured slit surfaces. b, iSCAT
image of a gold particle confined by a ‘groove’ nanostructure. Destructive
interference between the light scattered by the particle, Esca, and the reflected
field, Eref, causes the particle to appear dark against a light background.
c, Trajectory of particle motion (red) along a groove overlaid on a scanning
electron micrograph (SEM) of the underlying surface topography. d, Device
and optical set-up for iSCAT (not to scale), highlighting dimensions that are
important in the confinement interaction: slit height, 2h 5 200 nm;
nanostructure diameter or width, D 5 100–500 nm; nanostructure depth,
d 5 100 nm. ls, lw, physical path lengths in silicon dioxide and water,
respectively. e, f, iSCAT image of single gold particles confined by ‘pocket’
nanostructures, and the trajectory of a single particle (red) overlaid with an
SEM of the underlying surface topography.
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In addition to the lateral particle motion, we observe strong fluctua-
tions in the iSCAT signal of a single particle as a function of time (Fig.
2c, red trace) that are orders of magnitude larger than background
fluctuations (black trace). These intensity fluctuations are directly
correlated withDQ and, therefore, with the axial motion of the particle.
This correlation allows a complete spatial characterization of particle
motion in the x, y and z directions (Methods), as illustrated in Fig. 2d
for the 100-nm gold particle indicated by red symbols in Fig. 2a, b. The
corresponding histogram of axial displacements, P(z) (Fig. 2e), illus-
trates the exceptionally strong axial confinement and levitation of the
particle within a region of only 20 nm about the z 5 52 6 2 nm plane.
A Gaussian fit to P(z) yields an estimate of kz 5 0.027 pN nm21 for the
trap stiffness in the z direction.

The blue data in Fig. 2a, b illustrate the confinement of a 100-nm
gold particle after reducing the diameter of the pocket-shaped trap
from D 5 500 nm to 200 nm, and verify that the trap range scales down
with D (Supplementary Movie 5). The nanoparticle is now laterally
confined to within 20 nm of the trap centre, with a radial stiffness of
kr 5 0.02 pN nm21, which is comparable to the best attainable value in
an optical trap16.

The trapping may be understood by considering a fluid element of
rectangular cross-section surrounded on all sides by negatively
charged surfaces, which in our experiment arise from the spontaneous
ionization of surface chemical groups on the slit walls and the particles

on contact with water17. Zeta-potential measurements by means of
light scattering and electro-osmotic flow experiments give estimated
charge densities for the gold particles and slit surfaces of
20.06mC cm22 and 20.16mC cm22, respectively (which for the par-
ticle translates into an effective charge of about 2120e, where e is the
elementary charge). The electrostatic potential near a charged surface
in contact with a solution of ionic strength C decays roughly exponen-
tially, with a characteristic Debye length k21 / C21/2 (ref. 17). If two
such surfaces are placed close to each other, a negatively charged
particle between them experiences an energy minimum at the slit
midplane, and its motion is thereby confined in the depth dimension
(see region I in Fig. 3a). If the separation, 2h, between the two surfaces
is locally increased by a depth, d, which is of the order of k21, the
absolute value of the potential minimum drops in that region (see
region II in Fig. 3a). This results in a local potential energy modulation
of qDU in the x–y plane, where q is the particle charge and DU is the
potential depth. If qDU is substantially larger than the thermal energy,
kBT (kB, Boltzmann constant), the particle is stably trapped for a period
given by the Kramers time, t 5 t0exp(qDU/kBT), in the harmonic
potential approximation18. Here t0 denotes the time that an untrapped
particle would take to diffuse across a distance corresponding to the
width of the potential well19, which may be estimated as the radius of
the pocket. We note that values of qDU < 10kBT over a range of
200 nm are equivalent to trapping forces of about 0.2 pN, suggesting
that a trapped 100-nm particle can withstand Stokes drag forces
exerted by fluid flow velocities of up to about 200mm s21.
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Figure 2 | Transverse and axial confinement of a 100-nm gold particle by
pocket nanostructures. a, Transverse (x–y) positions of single 100-nm gold
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distribution was rescaled so that Pmax(r) 5 1 (error bars, s.e.m.). A Gaussian fit
to P(r) for D 5 200 nm (black curve) yields a radial trap stiffness of
kr 5 0.02 pN nm21. c, Intensity–time traces for a single particle trapped by a
D 5 500 nm pocket in 7 3 1025 M electrolyte (red) and for the background
(black). The intensity fluctuation of the particle reflects its motion in z (a.u.,
arbitrary units). d, Three-dimensional scatter plot of a particle confined by a
D 5 500 nm pocket in 7 3 1025 M electrolyte (z scale exaggerated). Insets,
iSCAT images of the particle highlighting the modulation of contrast at
different axial positions. e, Histogram of axial displacement revealing a mean
levitation height of z 5 52 62 nm and an axial trap stiffness of
kz 5 0.027 pN nm21.
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Figure 3 | Electrostatic potential in a topographically structured fluidic
nanoslit. a, Two-dimensional electrostatic potential obtained by solving the
Poisson–Boltzmann equation for an axisymmetric pocket of diameter
D 5 500 nm and depth d 5 100 nm, for C 5 7 3 1025 M electrolyte in a slit of
height 2h 5 200 nm. The experimental data of Fig. 2d is presented to scale as
black symbols overlaid on the calculated potential distribution. b, Electrostatic
energy of a point charge of q 5 2120e as a function of r along a contour of
minimum axial (z) electrostatic energy. Red curve: D 5 500 nm, C 5 0.07 mM;
blue curve: D 5 200 nm, C 5 0.07 mM; green curve: D 5 500 nm in 0.1 mM
NaCl (total ionic strength, C 5 0.17 mM). Overlaid squares represent the local
potentials u(r) derived from the experimentally measured P(r) from Fig. 2b.
Experimental data for large r are not provided because the probability of finding
the trapped particle far from the potential minimum falls off exponentially,
leading to rare occurrences.
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Figure 3a shows the electrostatic potential calculated in the mean-
field approach by numerically solving the two-dimensional Poisson–
Boltzmann equation20,21 (Methods) for a pocket trap with D 5 500 nm,
d 5 100 nm, 2h 5 200 nm and C 5 7 3 1025 M. An overlay of the
experimental data from Fig. 2d on the calculated potential distribution
reveals an excellent agreement between the mean levitation height of
the object and the theoretically expected plane of the potential min-
imum at z 5 50 nm. We point out that in our experiments the locally
non-zero space charge density in the fluid allows for the realization of a
stable potential minimum in a static electric field. This is in contrast to
the situation of ion traps in vacuum, where the Earnshaw theorem
forbids the existence of a local minimum22.

The theoretical considerations discussed above predict that the range
and residence time of the trap can be tuned by adjusting the pocket
diameter (D) and depth (d), the slit height (2h) and the solution’s ionic
strength (C). The solid traces in Fig. 3b are the radial electrostatic energy
profiles for a point charge q 5 2120e (refs 15, 23) calculated for three
different systems. The red and blue curves respectively deal with pock-
ets of diameter D 5 500 and 200 nm in C 5 7 3 1025 M solution, and
confirm the observations of Fig. 2b that a smaller pocket results in a
stiffer trap. We also note that the trap becomes shallower, implying
shorter trapping times for a given object charge. In the experiment,
trapping times for a 100-nm gold particle decreased from several hours
for D 5 500 nm pockets to the order of one minute for D 5 200 nm. To
compare experiment and theory more quantitatively, we deduce local
potentials, u(r), from the measured P(r) values of Fig. 2b using the
Boltzmann relation u(r) 5 2ln(P(r)), and represent these as symbols
in Fig. 3b. Note that the potentials deduced from experiment were
overlaid on the corresponding theoretical curves by superimposing
their values at r 5 0 without any fitting, with the fair agreement between
calculation and experiment emphasizing that our simple theoretical
model effectively captures the critical features of the trapping phenom-
enology. We remark that previous observations on confinement of
charged nanometre-sized objects in an unstructured fluidic slit24,
although apparently similar, cannot be explained by consideration of
the local potential due to the structure alone25.

In addition to the trap geometry, the ionic strength of the fluidic
environment serves as a further parameter that modulates trap per-
formance. A solution with higher ionic strength screens charges on the
slit walls more strongly and renders the trap not only shallower but
also more compliant. The scatter plot of particle positions displayed by
the green data in Fig. 2a and the corresponding histogram of P(r) in
Fig. 2b illustrate this prediction for a 0.1 mM NaCl solution. Here, the
particle’s residence time in the trap was on the order of minutes,
compared with several hours in the absence of NaCl. As before, the
potential deduced from the experimental observations agrees with our
model prediction (green symbols and curve in Fig. 3b). However, the
slightly radially skewed nature of P(r) (see red and green series in Fig.
3b) reveals some deviation between the calculated electrostatic poten-
tial and the apparent potential experienced by the particles in these
experiments, which could stem from additional geometry-related
effects such as correlated fluctuations in the counterion distributions26.
Contributions from the object’s electric field and its finite volume, as
well as variable surface charge densities, would need to be considered
for a complete quantitative description of the trap behaviour.

In addition to gold nanoparticles, pocket traps with D 5 500 nm
also retained single polystyrene nanospheres with diameters as small
as 20 nm and charges of about 226e for periods of about one minute.
We then examined trapping of lipid vesicles, which could act as nano-
metre-sized chambers encapsulating proteins or other macromole-
cules under physiological conditions. Figure 4a shows a fluorescence
image of single vesicles with a diameter of 50 nm and charge of 285e in
an array of pocket traps (Supplementary Movie 6), and Fig. 4b and Fig.
4c respectively present scatter plots and histograms of P(r) for vesicles
in traps with D 5200 and 500 nm. A Gaussian fit to the D 5200 nm
trap data yields a radial trap stiffness of kr 5 0.01 pN nm21, which is

comparable to the value obtained with a 100-nm gold nanoparticle
under similar conditions. Owing to their small size and low polariz-
ability in water, stable trapping of aqueous lipid vesicles has not been
feasible using optical forces.

Our ability to stably trap vesicles, polymer spheres and gold nano-
particles carrying comparable total charges confirms that the key para-
meter that determines the performance of a given trap is the total
electric charge of the object and not its mass, volume or dielectric
function. In principle, our trapping concept should therefore allow
contact-free trapping of objects as small as single proteins, provided
that they are sufficiently charged. Many proteins such as calsequestrin
(q < 280e) and GroEL complex (q < 2250e) carry a net negative
charge at neutral pH. However, this leaves the challenge that solutions
with higher ionic strengths (that is, large k), as required for biological
studies, reduce the trap depth (Fig. 3b). In this regard, we note that the
dependence of the potential depth on the dimensionless parameter kh
(see equation (3) in Methods) implies that reducing h can recover
effective trapping. For example, slits of height 2h < 10 nm and a solu-
tion with C 5 30 mM give kh < 3 (the range investigated here); this
should allow the trapping of a protein of charge q 5 250e for about
1 min, which could open doors to new well-controlled investigations at
the single-molecule level27.

The pocket and groove structures can be used to create a range of
trap morphologies with different functionalities. Elongated trap geo-
metries could confine and align anisotropic objects such as ellipsoids
and nanorods28,29, and dilute suspensions of particles could be
assembled into high-density lattices by flowing them past trap arrays
(as illustrated in Supplementary Fig. 1 with rewriteable arrays of gold
nanoparticles at a lattice spacing of 500 nm). Such a passive trapping
platform could be further combined with local or global external stim-
uli—such as fluid flow30, electric or magnetic fields, or optical forces—
for targeting and addressing the trapped objects on command. In this
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fashion, it might even be possible to fractionate mixtures of charged
macromolecules into spatially discrete locations on a chip for further
manipulation.

METHODS SUMMARY
We defined trenches 20mm wide and 200 nm deep in silicon dioxide using optical
lithography and wet etching of the oxide. Electron-beam lithography followed by
reactive ion etching was used to introduce nanoscale features on the floors of these
trenches. Fully functional fluidic slits were created by anodically bonding the
processed silicon/silicon dioxide substrates with microscopy-compatible cover
glass. We loaded nanoslits with an aqueous suspension of the nanometre-sized
object of interest by the capillary effect as previously described24, and allowed the
device to equilibrate at room temperature (298 K) for 1–2 h before making optical
measurements. Gold particles were imaged using iSCAT, and fluorescent nano-
spheres and vesicles were imaged using fluorescence microscopy. Measurements
of solution conductivity and particle zeta potential were obtained using commer-
cial light scattering instrumentation (Zetasizer Nano, Malvern Instruments). The
value of the zeta potential for the slit surfaces was estimated from electro-osmotic
flow measurements in fluidic slits. We calculated the two-dimensional electrostatic
potential distribution in the fluidic slit by solving the Poisson–Boltzmann equation
=2U 5 (kh)2sinh(U) in cylindrical coordinates for an axisymmetric pocket struc-
ture in a slit using constant-charge boundary conditions for the slit walls and
verifying overall electroneutrality.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Sample preparation. Samples of 100-nm gold nanospheres (British Biocell
International) and 100-nm-diameter fluorescent polystyrene spheres (Invitrogen)
were centrifuged and resuspended in deionized H2O (18 MV cm21) twice to remove
traces of salt or other contaminants. Fluorescent polystyrene beads (Invitrogen)
20 nm in diameter were diluted 1:100 in deionized H2O. Small unilamellar vesicles
were prepared by extrusion through 50-nm polycarbonate membranes (Avestin).
The lipid mixture containing 86.6 mol% di-oleoyl-phosphatidyl-choline (DOPC,
Avanti Polar Lipids), 13 mol% trisialoganglioside (GT1b, Hytest) and 0.4 mol%
BODIPY-FL-GM1 (Invitrogen) was dried to a film under clean, dry nitrogen and
rehydrated for at least 2 h in deionized H2O (18 MV cm21). GT1b contains three
sialic-acid groups and makes the vesicles strongly negatively charged; DOPC is
zwitterionic and does not contribute to the net charge. The final ionic strength of
the vesicle suspension used in the experiments was 7 3 1025 M, determined from
conductivity measurements.
Device fabrication. A single device consists of several fluidic slits in parallel, with
each slit 20mm wide and 200 nm deep. The slits were fabricated by lithographically
patterning the surface of a 1,000-nm-deep silicon dioxide layer on a p-type silicon
substrate and subsequently wet etching the silicon dioxide surface to a depth of
200 nm in buffered HF (ammonium fluoride/HF mixture, Sigma-Aldrich). The
surfaces of these 200-nm-deep trenches were then patterned with the required
submicrometre-scale features using electron-beam lithography and subsequently
etching the exposed silicon dioxide to a depth of 100 nm using reactive ion etching.
Fully functional fluidic slits were obtained by irreversibly bonding the processed
silicon dioxide/silicon substrates with glass substrates compatible with high-
numerical-aperture (high-NA) microscopy (PlanOptik, AG) using field-assisted
bonding. Nanoslits loaded with an aqueous suspension of the nanometric object of
interest (number density, ,1010 particles per millilitre for gold particles) as prev-
iously described24 were allowed to equilibrate at room temperature (298 K) for 1–
2 h before commencing with optical measurements.
Scattering interferometry (iSCAT). Given the rapid dynamics of nano-objects in
solution (diffusion coefficient, .1mm2 s21), tracking their motion with high spa-
tiotemporal resolution implies a static three-dimensional localization accuracy of
,5 nm in an exposure time of #1 ms, which is difficult to achieve with standard
fluorescence-based single-particle tracking. We therefore imaged the motion of
100-nm gold particles in our experiments by iSCAT.

Gold particles (100 nm) were imaged by iSCAT. A 30-mW diode-pumped
solid-state laser (TECGL-30, WSTech) at l 5 532 nm, near the plasmon res-
onance wavelength of the particle, was deflected by a two-axis acousto-optical
deflector (DTSXY, AA Opto-Electronic), scanning the beam at a rate of 50 kHz.
The deflected beam was focused by a 360, 0.8 NA air objective (Olympus) onto the
sample, illuminating a field of area 30–480mm2. The scattered and reflected beams
were collected by the objective and imaged on a CMOS camera (MV-D1024-160-
CL-12, PhotonFocus) at an acquisition rate of 1 kHz. In iSCAT, interference
between light scattered from the illuminated particle, Esca, and the reflected (ref-
erence) beam, Eref, results in an intensity at the detector which may be expressed as

Idet~jEref zEscaj2~jEref j2zjEscaj2z2jEref jjEscaj cos (DQ) ð1Þ
The first term is the intensity of the reference beam, the second is the scattered
intensity from the particle and the third is the interference term. If jEscaj= jEref j,
equation (1) may be normalized to give the contrast

Ip<1z2
jEscaj
jEref j

cos(DQ) ð2Þ

whereDQ 5 4pl/l 1 Q0 is the phase difference between the scattered and reference
fields. Here l, the optical path difference between the object and the reference
beam, is given by l 5 nwlw 1 nsls, where ni and li respectively represent the refract-
ive index and physical path length in medium i (w: H2O; s: SiO2), and Q0 is an
intrinsic phase that contains the Gouy phase, the retardation phase due to the
scatterer and the phase introduced by reflection from a high-index material (sil-
icon in our case). The contrast in the image or signal-to-background ratio, Ip, is
thus a function of the axial location of the object relative to the plane of reflection of
the laser beam in the sample, the silicon dioxide/silicon interface, as shown in Fig.
1d. Because the image at the detector is a superposition of two components (the

image of the particle and that of its trapping pocket), we subtracted the iSCAT
image of an empty pocket from the raw time series of images of particle motion.
Two-dimensional Gaussian fits to the resulting intensity distributions give the full
positional information on the particle. The centre of the Gaussian directly yields
the particle position in the x–y plane. The amplitude of the Gaussian Ip was
converted to a relative height measurement using equation (2). Knowledge of
the maximum expected interferometric contrast, Imax 5 2jEscaj/jErefj, attained
by a single particle and the value of w0were necessary for this. These values were
obtained using a separate calibration procedure. The average contrast of reference
particles whose axial position in the slit is known a priori was also necessary to map
the height displacements of the particle to absolute z values within the slit. Particles
statistically stuck on the silicon dioxide surface in the vicinity of the trapping
pockets served as convenient reference objects in the axial tracking process.
Static localization accuracies were ,4 nm in the x–y plane and ,2 nm in the z
direction.
Fluorescence imaging. Fluorescent polystyrene particles (20 nm) and fluor-
escence-labelled lipid vesicles 50 nm in diameter were imaged in a standard
wide-field configuration using 473-nm excitation and a 520 LP filter. Images were
acquired at the rate of 10–20 Hz using a 3100, 1.2 NA oil immersion objective
(Leitz) and an EMCCD camera (iXonEM Model 860, Andor). The total observation
time was limited by photobleaching to less than one minute. Localization accura-
cies were 10 nm for vesicles and 25 nm for 20-nm beads.
Calculation of electrostatic potentials using the Poisson–Boltzmann equation.
The normalized Poisson–Boltzmann equation for a two-dimensional system in
cylindrical coordinates maybe written as

L2U
LR2

z
1
R

LU
LR

z
L2U
LZ2

~(kh)2 sinh (U) ð3Þ

which is valid for an open system in osmotic equilibrium with electrolyte reservoirs
in a symmetric 1:1 electrolyte20,21. Here U 5 ey/kBT is the dimensionless local
electrostatic potential (y), 2h represents the height of the nanoslit, R 5 r/h,
Z 5 z/h and k21 5 (2Ce2/ee0kBT)20.5, the Debye length, provides a measure of
the range of the electrostatic interactions. In the expression for the Debye length, C
is the concentration of dissolved salt in the solution, e is the dielectric constant of
the medium, e0 is the permittivity of free space, kB is the Boltzmann constant and T
is the absolute temperature. Equation (3) was solved numerically using the
COMSOL Multiphysics package (COMSOL) for the case of a single disc-shaped
pocket symmetric about the r 5 0 axis in a nanoslit (Fig. 3a). Constant-charge
boundary conditions were used for the slit walls, nN=U 5 (e2/ee0kBT)ssh, where n
is the inward-pointing normal to the slit surface and ss 5 1016e m22 is the number
density of negative charges on the slit surfaces, estimated from our zeta-potential
measurements and in good agreement with the literature31. Electroneutrality in the
slit was verified by an integration procedure summing all the charges in the system,
which showed that the deviation from the equality expressing electroneutrality in
the slit, ÆC1æ 2 ÆC2æ 5 ss/h, was less than 0.1%. Here ÆC1æ and ÆC2æ are respect-
ively the mean concentrations of positive and negative ions in solution in the slit20.
Surface charge and solution conductivity measurements. Solution conductivit-
ies as well as particle and vesicle zeta potentials were measured by phase analysis
light scattering using commercial instrumentation (Zetasizer Nano, Malvern
Instruments). The measured zeta potential, f, was used to arrive at an estimate
of particle surface charge density, sp, in coulombs per square metre using the semi-
empirical equation

sp~{ee0k
kBT

je

� �
2 sinh

jy
2

� �
z

4
ka

� �
tanh

jy
4

� �� �

proposed in ref. 32, where y 5 f/kBT is the dimensionless zeta potential, j 5 1 is the
valence of the counterions and a is the radius of the particle. Measured zeta-
potential values were as follows: 100-nm gold, 218 6 3 mV; 20-nm polystyrene,
240 6 2 mV; 50-nm lipid vesicles, 240 6 5 mV.

31. Behrens, S. H. & Grier, D. G. The charge of glass and silica surfaces. J. Chem. Phys.
115, 6716–6721 (2001).

32. Loeb, A. L., Wiersma, P. H. & Overbeek, J. T. G. The Electrical Double Layer Around a
Spherical Colloidal Particle (MIT Press, 1961).
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An influence of solar spectral variations on radiative
forcing of climate
Joanna D. Haigh1, Ann R. Winning1, Ralf Toumi1 & Jerald W. Harder2

The thermal structure and composition of the atmosphere is deter-
mined fundamentally by the incoming solar irradiance. Radiation
at ultraviolet wavelengths dissociates atmospheric molecules, ini-
tiating chains of chemical reactions—specifically those producing
stratospheric ozone—and providing the major source of heating
for the middle atmosphere, while radiation at visible and near-
infrared wavelengths mainly reaches and warms the lower atmo-
sphere and the Earth’s surface1. Thus the spectral composition of
solar radiation is crucial in determining atmospheric structure, as
well as surface temperature, and it follows that the response of the
atmosphere to variations in solar irradiance depends on the spec-
trum2. Daily measurements of the solar spectrum between 0.2 mm
and 2.4 mm, made by the Spectral Irradiance Monitor (SIM) instru-
ment on the Solar Radiation and Climate Experiment (SORCE)
satellite3 since April 2004, have revealed4 that over this declining
phase of the solar cycle there was a four to six times larger decline in
ultraviolet than would have been predicted on the basis of our
previous understanding. This reduction was partially compensated
in the total solar output by an increase in radiation at visible wave-
lengths. Here we show that these spectral changes appear to have
led to a significant decline from 2004 to 2007 in stratospheric
ozone below an altitude of 45 km, with an increase above this
altitude. Our results, simulated with a radiative-photochemical
model, are consistent with contemporaneous measurements of
ozone from the Aura-MLS satellite, although the short time period
makes precise attribution to solar effects difficult. We also show,
using the SIM data, that solar radiative forcing of surface climate is
out of phase with solar activity. Currently there is insufficient
observational evidence to validate the spectral variations observed
by SIM, or to fully characterize other solar cycles, but our findings
raise the possibility that the effects of solar variability on temper-
ature throughout the atmosphere may be contrary to current
expectations.

The peak of the most recent ‘11-year’ solar cycle (identified as num-
ber 23) occurred 2000–2002, and from then until about December
2009 the Sun’s activity declined. Figure 1 shows the difference between
2004 and 2007 in solar spectral irradiance measured by SIM. This is
quite unlike that predicted by multi-component empirical models,
based on activity indicators such as sunspot number and area, as
exemplified by that of Lean5 (also shown in Fig. 1). The SIM data
indicate a decline in ultraviolet from 2004 to 2007 that is a factor of
4 to 6 larger than in the Lean data and an increase in visible radiation,
compared with a small decline in the Lean data. Other empirical mod-
els6,7 show larger-amplitude variations in the near-ultraviolet than does
the Lean model but none reflect the behaviour apparent in the SIM
data. Also shown in Fig. 1, for wavelengths 116–290 nm, are independent
measurements made by the Solar Stellar Irradiance Comparison
Experiment (SOLSTICE) instrument on SORCE. The data from SIM
and SOLSTICE both indicate substantially more ultraviolet variability
than does the Lean model. SIM calibration, and instrument comparisons,
are discussed in detail in ref. 8.

To investigate how these very different spectral changes might affect
the stratosphere, experiments have been carried out using a two-
dimensional (latitude-height) radiative-chemical-transport model of
the atmosphere9. This model includes detailed representations of photo-
chemistry and radiative transfer and has been used in many studies
involving radiation-chemistry interactions10,11. (See Supplementary
Information for further details.) This type of model produces realistic
simulations of the upper stratosphere (above about 25 km) but is less
reliable at lower altitudes where photochemical time constants are
longer and a more accurate representation of transport processes is
required. The results below come from four model runs using solar
spectra derived from the SIM measurements (with SOLSTICE data for
wavelengths less than 200 nm) and those produced by the Lean model,
each for both 2004 and 2007.

In Fig. 2 we present latitude–height maps of the difference between
2004 and 2007 in December ozone concentrations. The Lean spectral
data produce a broad structure of ozone concentrations greater in 2004
than in 2007, with maximum values of around 0.8% near 40 km,
whereas the SIM data produce a peak enhancement of over 2% in low
latitudes around 35 km, along with significant reductions above 45 km.
The predicted temperature differences (Supplementary Fig. 1) are also
very different, with the Lean data set showing temperatures 0.3–0.4 K
greater in 2004 than in 2007 at the top of the model domain, whereas the
SIM data set produces a peak warming of 1.8 K at the summer polar
stratopause. These temperature differences are qualitatively similar to,
but about 50% larger than, those estimated by ref. 12 with an idealized
forcing in a full climate model, possibly owing to the broader spectral

1Blackett Laboratory, Imperial College London, London SW7 2AZ, UK. 2Laboratory for Atmospheric and Space Physics, University of Colorado, 1234 Innovation Drive, Boulder, Colorado 80303-7814, USA.
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resolution imposed and the lack of ozone–temperature feedback in that
model version.

The very different scenarios produced by the two spectral data sets
suggest they might be distinguishable in observational records. A mul-
tiple regression analysis has been carried out of deseasonalized monthly
mean ozone data from the Microwave Limb Sounder (MLS) instrument
on the Earth Observing System (EOS) Aura satellite. Four regression
indices were used: a constant, two orthogonal indices representing the
quasi-biennial oscillation (which dominates ozone variability in the
tropical stratosphere)13 and a solar index constructed from SIM data
integrated over 200–400 nm. Motivated by the model results (Fig. 2),
we chose two spatial regions, both spanning the tropics, one at altitude
10–6.8 hPa, where the model predicts the largest difference 2004–2007,
and one at 0.68–0.32 hPa, where the model shows largest negative
values. Figure 3 shows the raw data and the fits reconstructed from
the four regression components; it also shows (in red) the derived solar
component, which is statistically significant at .95% at the upper levels
and .99% at the lower levels (see Supplementary Information).

Over the period from the late 1970s to the late 1990s tropical ozone
at altitudes 35–50 km decreased by about 9% (ref. 13) in response to
increasing concentrations of active chlorine species. Since about 2000,
however, the trend in chlorine has reversed and ozone has stopped
declining. Stratospheric cooling by greenhouse gases has probably also
contributed to the ozone trend reversal by slowing the chemical reac-
tions that destroy it14. Over the short period of the present study it is

not possible statistically to differentiate these factors from each other,
or from any solar influence. Nevertheless, it seems likely that the Sun is
important in the apparent decrease in ozone below 45 km from 2004 to
2007. The change in sign near 45 km is also more consistent with the
modelled response to the SIM spectral variations than to the Lean
spectra. Previous analyses13,15 of the solar signal in ozone, averaged
over approximately 2.5 solar cycles (1979 to 2005 or 2003), have not
shown this structure. This suggests that the declining phase of solar
cycle 23 is behaving differently to previous solar cycles or possibly that
the solar cycle exhibits different behaviours during its ascending and
descending phases.

To understand the different spatial structures, and magnitudes, of
the modelled ozone responses we consider photochemical processes.
The sharp decrease in ozone above 45 km with the SIM spectra (Fig.
2b) is consistent with it being in photochemical steady state with the
dominant sinks, that is, increased levels of HOx and O. These losses are
compensated by the greater production of Ox through photodissocia-
tion of O2 in the Huggins band and this dominates the loss lower down.
Furthermore, the ozone decreases produce a self-healing effect
whereby more ultraviolet radiation is transmitted to lower levels,
resulting in greater O2 photolysis and thus more O3. (See Supplemen-
tary Information.)

To assess the sensitivity of our results to uncertainty in the measured
irradiance values at 200–240 nm (see Fig. 1) we carried out another set
of experiments (not shown) in which the switchover from SOLSTICE
to SIM was imposed at 240 nm (rather than 200 nm). There are differ-
ences in detail in the resulting temperature and ozone fields but the
general picture is the same: reduced ozone in the upper stratosphere
and mesosphere and a positive peak in the middle stratosphere.
Therefore there is uncertainty in the magnitude of the response but
this does not affect our conclusions with respect to the impact on the
middle atmosphere. It also has little bearing on the radiative forcing
estimates now presented.

The response of tropospheric and surface climate to variations in
solar activity is an important consideration in the attribution of surface
temperature trends to human or natural factors. Radiative forcing of
climate is defined by the Intergovernmental Panel on Climate Change
as the change in net flux at the tropopause, taking into account the
effects of any stratospheric adjustment16. It is known that solar radi-
ative forcing is modulated by the ozone response to changes in solar
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ultraviolet2. The effect of an increase in ozone is twofold: first to reduce
the flux of solar radiation reaching the tropopause and second to
increase the flux of infrared radiation, mainly through its impact on
stratospheric temperatures. The net effect has been assessed to be a
small increase in the net downward flux17.

Simulations of the effect of solar variability on tropospheric climate,
such as those reviewed in the IPCC assessments16, tend to incorporate
broad spectral bands that resolve neither details of the spectrum nor
the effect of stratospheric ozone. The SIM measurements provide an
additional perspective for this. Although the change in total irradiance
from 2004 to 2007 is similar in the Lean and SIM data sets their very
different spectral compositions, and the resulting impacts on the strato-
sphere, produce quite different pictures of the transmission of radi-
ation to the tropopause, and thus different modulations of radiative
forcing. Table 1 presents the change from 2004 to 2007 in global
average downward solar flux at the top of the atmosphere (TOA),
and at the tropopause, in four spectral bands, along with the resulting
change in downward thermal radiation at the tropopause.

Little of the radiation in the 200–310 nm wavelength band reaches
the tropopause, so that the large increase in the SIM irradiance at the
TOA is not found here. In the 310–500 nm region, the radiation reach-
ing the tropopause is modulated by the ozone column above, so that
the larger increase in ozone produced by the SIM spectra significantly
diminishes radiation reaching 105 hPa. In the 500–700 nm region,
ozone absorption again plays a part so that the decrease in the TOA
value in the SIM experiment becomes an even larger decrease at the
tropopause. The change in spectrally integrated solar irradiance at the
TOA in the two experiments is very similar: 0.11 W m22 with Lean and
0.09 W m22 with SIM. However, at the tropopause, whereas the Lean
experiment shows an increase of 0.06 W m22, the SIM shows a
decrease of 0.16 W m22. The thermal radiation increases the Lean
radiative forcing slightly, and moderates the decrease in SIM, so that
the net solar radiative forcing 2004–2007 estimated using the two data
sets is 10.08 W m22 with Lean (consistent with previous studies of
radiative forcing over a solar cycle17) but 20.10 W m22 when the SIM
data are used. The latter suggests that radiative forcing of surface
climate by the Sun is out of phase with solar activity, at least over this
declining phase of solar cycle 23. In their study Cahalan et al.12 did not
find this out-of-phase relationship in near-surface air temperature,
perhaps because their radiative–convective model did not incorporate
the ozone response.

The SIM data provide an entirely different picture from the one
currently accepted for the variation of solar irradiance. It is pertinent
to ask whether this spectral variability is typical of solar activity cycles
and, if so, why it has not been observed previously. It is possible that the
Sun has been behaving in an anomalous fashion recently; certainly the
current solar minimum is lower and longer than any of those observed
over recent decades18 and perhaps the solar spectrum has different
characteristics when the Sun is in a state of very low activity. Gaps
in understanding will only be resolved by the acquisition of long-term,
well-calibrated, high-vertical-resolution measurements of stratospheric
composition and temperature acquired coincidently with essential solar
spectral data that have also been properly degradation-corrected and
calibrated.

The SORCE observations are, however, consistent with a solar-
activity-dependent change in the temperature gradient of the solar
photosphere4, suggesting that the offsetting irradiance trends with

wavelength seen in SIM should appear in each solar cycle. If this is
the case, then it is necessary to reconsider the current understanding19

of the mechanisms whereby solar cycle variability influences climate:
the impact on the stratosphere is much larger than previously thought
and the radiative forcing of surface climate is out of phase with solar
activity. At present there is no evidence to ascertain whether this
behaviour has occurred before, but if this were the case during previous
multi-decadal periods of low solar activity it would be necessary to
revisit assessments of the solar influence on climate and to revise the
methods whereby these are represented in global models.

METHODS SUMMARY
Solar spectra. The spectra used were ten-day averages of the Lean model and
SORCE data centred on 21 April 2004 and 7 November 2007, chosen as the
furthest spaced dates of calibrated SORCE data. The data were interpolated onto
the 171 wavebands of the two-dimensional (2D) model in the range 116–730 nm.
2D model. The 2D (latitude–log pressure) zonal mean model incorporates inter-
actions between radiative, chemical and dynamical processes. The same solar
spectra are used for the calculation of chemical photodissocation and heating rates.
The model was run to (seasonally varying) equilibrium with each of the four
spectral data sets. All results are presented for December.
Multiple regression analysis. The code (Myles Allen, Oxford University, personal
communication) estimates the coefficients of regression indices simultaneously
with the parameters of a red noise model, here taken to be of order unity. The fit is
iterated until the noise model fits within a pre-defined threshold. This method
minimizes the possibility of noise being interpreted as a signal and can produce,
using a Student’s t-test, measures of the confidence intervals of the resultant
regression coefficients, taking into account any covariance between the indices.
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Melting above the anhydrous solidus controls the
location of volcanic arcs
Philip C. England1 & Richard F. Katz1

Segregation of magma from the mantle in subduction zones is one
of the principal mechanisms for chemical differentiation of the
Earth. Fundamental aspects of this system, in particular the pro-
cesses by which melt forms and travels to the Earth’s surface, remain
obscure. Systematics in the location of volcanic arcs, the surface
expression of this melting, are widely considered to be a clue to
processes taking place at depth, but many mutually incompatible
interpretations of this clue exist (for example, see refs 1–6). We
discriminate between those interpretations by the use of a simple
scaling argument derived from a realistic mathematical model of
heat transfer in subduction zones. The locations of the arcs cannot
be explained by the release of fluids in reactions taking place near
the top of the slab. Instead, the sharpness of the volcanic fronts,
together with the systematics of their locations, requires that arcs
must be located above the place where the boundary defined by the
anhydrous solidus makes its closest approach to the trench. We
show that heat carried by magma rising from this region is sufficient
to modify the thermal structure of the wedge and determine the
pathway through which both wet and dry melts reach the surface.

Volcanic arcs are characterized by sharp fronts whose locations may
be described, with misfits of no more than a few kilometres, by small
circles on the Earth’s surface (Fig. 1 and refs 7 and 8); furthermore, the
depth of the top of the slab beneath these fronts falls in a narrow range

(,120 6 40 km; refs 1, 3 and 5). The sharpness of the volcanic fronts
implies that a key process in the generation or transport of magma is
similarly focused beneath the arcs, but there is no consensus as to what
that process may be. A wide range of metamorphic and melting re-
actions, either in the slab or in the mantle wedge, have been proposed
as candidate processes. Some authors suggest that the arcs lie above
places where the degree of melting in the mantle wedge becomes high
enough for the melt to segregate from the solid2,4. Others suggest that
the locations of arcs are determined by the release of fluid near the top
of the slab in reactions that are either strongly pressure-dependent1,3,5

or strongly temperature-dependent6,9. None of these suggestions has,
however, produced a successful quantitative prediction of the location
of volcanic arcs. Here we take a different approach: starting with the
observed correlation between the descent speed of the slab and its
depth beneath the volcanic arcs8, we use a simple mathematical model
to fit the data and reveal the petrological processes responsible for the
locations of the arcs.

Although calculations of the full temperature field in subduction
zones require numerical models10, their results can be encapsulated in
simple scaling relations that show11 that temperatures within the mantle
wedge and at the top of the slab depend upon a single parameter, Vrd2/
k. Here V is the convergence rate across the plate boundary, d is the dip
of the slab, r is the radial distance from the wedge corner (Fig. 1), and k is

1Department of Earth Sciences, South Parks Road, Oxford, OX1 3AN, UK.
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Figure 1 | Idealized cross-sections of a subduction zone, drawn
perpendicular to the trench and the island arc. a, Two plates converge at a
speed V, with the slab of oceanic lithosphere being subducted at an angle d
beneath the overriding plate. The arc front is a zone a few kilometres wide,
across which volcanic activity begins as one moves away from the trench; it lies
at a distance D above the top of the slab. The relative motion between slab and
overriding plate generates a creeping flow in the wedge of mantle between
them, which follows stream lines, shown as curved lines. The corner of the

wedge is at a depth zw. b, Enlargement of temperature structure of the rectangle
in a: Isotherms are shown at intervals of 100 uC. A schematic isotherm, labelled
T, has its closest approach to the wedge corner (its ‘nose’) immediately beneath
the volcanic front, at a distance R from the corner (black circle). An open circle
marks the top of the slab directly below the corner of this isotherm, at a depth D
below the surface. The distance R cannot be determined by observation, but is
similar to RD 5 (D 2 zw)/sind, the radial distance of the top of the slab (open
circle) from the wedge corner.
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the thermal diffusivity of the mantle. In this scaling, the maximum
temperature in the mantle wedge Tr is given by:

Tr<T0 exp {B
Vrd2

k

� �b
" #

ð1Þ

while the temperature Ts at the top of the slab is:

Ts<
Tr

1zC Vrd2�k
� �c ð2Þ

where T0 is a scale temperature, and B, C, b and c are constants, the
values of which depend on the details of the flow near the top of the
slab. This scaling was initially derived for a model of subduction zones
that treated the mantle as a constant-viscosity fluid11; we show here that
these relations also hold for the case in which the viscosity has a
dependence on temperature that is appropriate for the upper mantle
(Fig. 2 and Supplementary Information).

Precise earthquake hypocentral locations12 reveal that the depth D
to the top of the slab beneath the fronts of volcanic arcs is constant, to
within a few kilometres, along individual segments of arc, but varies
from 80 km to 160 km between different segments8,13 (Fig. 3). This

variation rules out the hypothesis that the arcs are located above the
place where the top of the slab reaches a critical pressure correspond-
ing to a single dehydration reaction1,3,5. We may also rule out the
hypothesis that the release of fluids by temperature-dependent re-
actions near the top of the slab determines the location of arcs (see,
for example, ref. 6). The top of the slab lies within a thermal boundary
layer a few tens of kilometres thick, across which there is a temperature
difference of ,1,000 uC. Because isotherms within this boundary layer
are almost parallel to the slab, any given temperature will be found over
a large range of pressure (Fig. 2b, c). Therefore, temperature-dependent
processes taking place near the top of the slab cannot be sharply loca-
lized, but must occur over a broad range of down-dip distances14.

In contrast, the steep lateral thermal gradients in the core of the
mantle wedge provide a setting in which localization of temperature-
dependent processes is likely2,4. The maximum temperature in the
mantle wedge depends on the dimensionless distance from the wedge
corner Vrd2/k (equation (1) and Fig. 2a). Accordingly, we should
expect that if a temperature-dependent process is localized beneath
the arc, the relevant isotherm will reach its closest approach to the
wedge corner (which we refer to below as its ‘nose’) at a distance R that
is inversely proportional to Vd2. Although R cannot be measured
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Figure 3 | Systematic variation in depth to the
slab beneath volcanic arcs, and its relation to
pressure–temperature conditions beneath the
arcs. a, Depth to the top of the slab beneath volcanic
arcs (see Supplementary Information), plotted
against Vd (equation (3)). b, Conditions beneath the
volcanic fronts estimated from calculations with
descent speed, V, and dip, d, corresponding to the
arcs investigated in this paper. Dots show the
maximum temperature in the mantle wedge
beneath the front, and the pressure at which that
temperature is reached. For each calculation, the arc
front is taken to lie immediately above the place
where the top of the slab reaches the depth D; error
bars represent the range in maximum temperature
(and the pressure at which it is reached) associated
with a 65 km uncertainty in the horizontal location
of the arc front. Lines labelled 50 p.p.m., 200 p.p.m.
and 500 p.p.m. correspond to the solidi for
peridotite containing these fractions of water15.
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directly, it is very similar to the radial distance RD 5 (D 2 zw)/sin(d) of
the top of the slab from the wedge corner at that location (Fig. 1), thus:

VRDd2

k
<

Vd2 D{zwð Þ
k sin dð Þ <

Vd D{zwð Þ
k

ð3Þ

Here, zw is the depth to the wedge corner, and we have made the small-
angle approximation sin(d) < d. Hence, for zw constant or varying little
in comparison with D, we should expect D to vary inversely with Vd.

We can make a reliable determination of D for 35 arcs (Supplemen-
tary Information); the Spearman rank-order correlation coefficient
between D and Vd for these arcs (Fig. 3b) is 20.34, which is significant
at the 95% level of confidence. The significance of the correlation is
sensitive to the presence of five arcs with large uncertainties in D
(identified in the discussion of Supplementary Fig. 1); the confidence
level for the correlation exhibited when these five arcs are excluded is
above 99%. Thirty arc segments, with a total length of 22,000 km,
exhibit the relationship between D and Vd that is predicted by equation
(3), whereas five arc segments with a total length of ,4,000 km do not
lie on the trend. (See Supplementary Material for further discussion.)
We therefore conclude that the global systematics8,13 strongly support
the hypothesis that the locations of volcanic arcs are determined by a
temperature-dependent process taking place in the wedge2,4.

To estimate the conditions under which this process takes place, we
carried out calculations of steady-state wedge thermal structure for
combinations of slab dip and convergence rate corresponding to the
35 individual arcs in Fig. 3a. The maximum temperature in the column
of mantle beneath the location of the arc, and the pressure at which that
temperature is reached, form an array between about 1,250 uC and
1,325 uC, and 2–3.5 GPa (Fig. 3b) that corresponds closely to the range
of pressure–temperature conditions for the melting of peridotite in the
presence of between 200 p.p.m. H2O and 500 p.p.m. H2O (ref. 15).
These water contents are about ten times lower than the concentrations
estimated for wet melting beneath arcs, but are representative of the
water contents of the mantle beneath backarc basins16. In what follows,
we refer to such H2O concentrations as ‘‘anhydrous’’ to distinguish them
from the hydrous melts that are much more abundant in the wedge.

It is generally accepted that hydrous melting pervades the mantle
wedge, but it has been suggested that the arc front is located somewhere

above the region in which the temperature in the wedge exceeds the
anhydrous solidus, because the degree of hydrous melting increases
rapidly there2,4. Melt may also be produced in this temperature range as
a result of anhydrous decompression melting of upwelling mantle;
indeed, the existence of distinct regimes of melting beneath the arcs
has been inferred from the eruption of low-water-content, tholeiitic
melt from arc volcanoes that also erupt typical hydrous melts17–21.
Geodynamic models show, however, that either type of melting occupies
a broad region of the wedge core, extending from beneath the arc front
towards the back-arc22,23. Any explanation for the localization of the
arc fronts that invokes melts produced over this broad volume must
therefore include a mechanism for focusing the melts to the line beneath
the arcs.

The interaction of rising magma with the thermal boundary layer at
the top of the wedge provides this mechanism. As the rising magma hits
this boundary, it begins to crystallize, forming an impermeable barrier
above a sloping, high-porosity channel23,24. Such interaction requires
sufficient crystallization to seal the pore space against vertical magmatic
flow25; this condition is met at temperatures above the anhydrous
solidus, where isobaric productivity is high and small decreases in
temperature result in significant crystallization, but not below it, where
isobaric productivity is low15,26. We therefore propose, as sketched in
Fig. 4a, that the high-porosity channel terminates at the ‘nose’ of the
anhydrous solidus. This ‘nose’ is controlled by temperature, so its loca-
tion will depend upon Vd, consistent with the observations (Fig. 3).

If the advective flux of heat carried by the magma is of the same
order as the vertical conductive heat flux, the melt arriving at the nose
of the solidus will erode the cold boundary layer at the top of the wedge
and bow upward the solidi for both wet and dry melting. The rate of
heat transfer by the melt is ,ML, where M is the mass flow of magma
and L is its latent heat per unit mass. The conductive heat flux is
,kDT/h, where k is thermal conductivity, DT is the temperature dif-
ference between the solidus and the surface temperature, and h is the
depth to the ‘nose’ of the solidus beneath the arc. This argument,
expanded in the Supplementary Information, shows that the ratio of
these two quantities controls the efficiency of thermal erosion:

M~
MLh
kDT

ð4Þ
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Figure 4 | A sketch of the process that determines the position of volcanoes.
The top of the slab is indicated by the diagonal line starting at the origin. The
black line separating the blue and yellow-to-red colours within the wedge
represents the water-saturated solidus of the mantle, the cross-hatched region is
above the nominally anhydrous solidus of ambient mantle. a, The distribution
of temperature and melting without heat transport by migrating melt. Grey and
black arrows show melt formed above the water-saturated and anhydrous
solidi, respectively, rising, then travelling through high-porosity channels to the
‘noses’ of the solidi. b, A schematic depiction of how melt transport, indicated

by arrows, would modify the distribution in a. Magma rising from the ‘nose’ of
the dry solidus heats the region immediately above, deflecting upwards the dry
and wet solidi so that they both reach their shallowest depth in the same
horizontal location. Each type of melt travels laterally and upward along its
respective solidus towards this location. Melts eventually penetrate the
lithosphere by hydrofracture and dyking. In the case of low permeability in the
wedge, advection of melt by the moving mantle can cause the trajectories to
deviate horizontally23: this process could affect the details of the sketch.
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For reasonable estimates of the rate of mass flux into arc volcanoes22,27–30

M<0:8, which is sufficient to perturb upward the location of the
anhydrous solidus by .40% of its depth (Supplementary Fig. 4). In
consequence, all melt migrates towards the place where the solidus is
bowed upward—including melt generated closer to the trench (Fig. 4b).

In summary, the observed systematics in the location of the volcanic
arcs shows that the mechanisms whereby the melt reaches the Earth’s
surface are controlled by the dynamics of the wedge, not by any locally
concentrated release of fluid in reactions taking place near the top of
the slab. In our model, magma formed at temperatures above the
anhydrous solidus in the wedge is focused trench-ward, to the ‘nose’
of the region bounded by that solidus. Above the ‘nose’, thermal ero-
sion by rising magma establishes the pathway that all melts, hydrous or
anhydrous, take to reach the arc volcanoes. Future analysis, including
calculations that incorporate the physics of melt migration31, will help
to clarify this hypothesis.

METHODS SUMMARY
Calculations of thermal structure of subduction zones. Our calculation of the
thermal structure of subduction zones employs a finite-volume discretization of
the incompressible, variable-viscosity Stokes equation and steady-state, advection-
diffusion energy equation on a uniformly spaced, staggered Cartesian mesh. It uses
a Newton–Krylov solver provided by the Portable, Extensible Toolkit for Scientific
Computation (http://www.mcs.anl.gov/petsc). The code has been benchmarked
against other numerical solutions for this type of problem. The viscosity g is given
by an Arrhenius law for diffusion creep of olivine:

g~A exp
EzPV�

RT

� �
ð5Þ

with activation energy E and activation volume V* of 375 kJ mol21 and 5 3 1026

m3 mol21, respectively, and pre-exponential A 5 1.8 3 107 Pa s.
The domain is 600 km by 600 km, oriented as shown in Fig. 1, with a mesh

spacing of 1 km. We have checked convergence of our solutions by comparing
them, for combinations of parameters that span the range of interest, against
solutions with mesh spacing of 0.5 km. We find differences between the two
meshes at the level of less than 10 uC between temperatures calculated on the
top of the slab or near the wedge corner.
Measurement of depth to top of slab beneath arcs. We apply the methods of ref.
8 to the 45 arc segments studied by ref. 13. For each arc segment we formed cross-
sections of the seismicity and estimated D as described by ref. 8. We used the tables
given in the supplementary information of ref. 13 to check whether the segment
boundaries of the two studies agreed; except where noted in our Supplementary
Table, the disagreements were minor and we used the segment boundaries of ref. 8.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Calculations of thermal structure of subduction zones. Our calculation of the
thermal structure of subduction zones employs a finite-volume discretization of
the incompressible, variable-viscosity Stokes equation and steady-state, advection-
diffusion energy equation on a uniformly spaced, staggered Cartesian mesh32. It
uses a Newton–Krylov solver provided by the Portable, Extensible Toolkit for
Scientific Computation33,34. The code has been benchmarked against other numerical
solutions for this type of problem10. The viscosity g is given by an Arrhenius law for
diffusion creep of olivine:

g~A exp
EzPV�

RT

� �
ð6Þ

with activation energy E and activation volume V* of 375 kJ mol21 and 5 3 1026 m3

mol21, respectively, and pre-exponential A 5 1.8 3 107 Pa s (refs 35 and 36).
The domain is composed of three subdomains, the slab, the wedge, and the

overlying lid. Velocity in the slab subdomain is prescribed using the convergence
rate and the slab dip; velocity in the lid is forced to equal zero. Within the wedge
we solve the incompressible Stokes equation with no buoyancy term. There are
no-slip conditions on the wedge–lid and wedge–slab boundaries, and there is a
no-stress condition applied at the wedge inflow–outflow boundary. Temperature
is fixed at zero on the top of the domain; the slab is given a temperature profile
using the one-dimensional conducting slab solution; this solution is also applied
to fix the temperatures on the inflow boundary. Complete details are provided in
ref. 10.

The domain is 600 km by 600 km, oriented as shown in Fig. 1, with a mesh
spacing of 1 km. We have checked convergence of our solutions by comparing
them, for combinations of parameters that span the range of interest, against
solutions with mesh spacing of 0.5 km. We find differences between the two
meshes at the level of less than 10 uC between temperatures calculated on the
top of the slab or near the wedge corner.

An important parameter in thermal models of subduction zones is the depth at
which the slab couples to the mantle wedge with a no-slip condition37. The maximum
extent of shallowly dipping thrust faulting on the plate interface in subduction zones is

about 45 km (ref. 38) and, allowing for a transitional zone of aseismic sliding below
this depth, we fix the depth to the top of full coupling between wedge and slab at
56 km.
Measurement of depth to top of slab beneath arcs. We apply the methods of ref.
8 to the 45 arc segments studied by ref. 13. For each arc segment we formed cross-
sections of the seismicity and estimated D as described by ref. 8. We used the tables
given in the supplementary information of ref. 13 to check whether the segment
boundaries of the two studies agreed; except where noted in our Supplementary
Table, the disagreements were minor and we used the segment boundaries of ref. 8.

We could not obtain reliable estimates of D for seven arcs, either because of the
sparsity of earthquakes or because the volcanoes are spread out so widely that a
clear volcanic front cannot be identified (see remarks on individual arcs, in the
Supplementary Information). We combined the remaining volcanoes into 35 arc
segments for which D estimated by the two different methods can be reconciled.
An example of illustrating the two approaches, and their reconciliation in one of
the more problematic arcs, can be seen in Supplementary Fig. 2. The Marianas,
Lesser Antilles, and Vanuatu arcs are treated as single arcs here; each is split into
northern and southern segments by ref. 41.
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Global metabolic impacts of recent climate warming
Michael E. Dillon1, George Wang2{ & Raymond B. Huey2

Documented shifts in geographical ranges1,2, seasonal phenology3,4,
community interactions5, genetics3,6 and extinctions7 have been
attributed to recent global warming8–10. Many such biotic shifts
have been detected at mid- to high latitudes in the Northern
Hemisphere4,9,10—a latitudinal pattern that is expected4,8,10,11

because warming is fastest in these regions8. In contrast, shifts in
tropical regions are expected to be less marked4,8,10,11 because warm-
ing is less pronounced there8. However, biotic impacts of warming
are mediated through physiology, and metabolic rate, which is a
fundamental measure of physiological activity and ecological
impact, increases exponentially rather than linearly with tem-
perature in ectotherms12. Therefore, tropical ectotherms (with
warm baseline temperatures) should experience larger absolute
shifts in metabolic rate than the magnitude of tropical temperature
change itself would suggest, but the impact of climate warming on
metabolic rate has never been quantified on a global scale. Here we
show that estimated changes in terrestrial metabolic rates in the
tropics are large, are equivalent in magnitude to those in the north
temperate-zone regions, and are in fact far greater than those in
the Arctic, even though tropical temperature change has been rela-
tively small. Because of temperature’s nonlinear effects on meta-
bolism, tropical organisms, which constitute much of Earth’s
biodiversity, should be profoundly affected by recent and projected
climate warming2,13,14.

Global warming is probably having profound and diverse effects on
organisms1–11. Organisms living at mid- to high latitudes in the
Northern Hemisphere are predicted to be the most affected by climate
warming4,8,10,11, because temperatures have risen most rapidly there8.
Indeed, the vast majority of biotic impacts of warming have been
documented in this region, but few studies have yet searched for
impacts in other areas, especially the tropics2,4,8,10,13,14. One way to
circumvent this geographical sampling bias is to use temperature data
with broad geographical coverage to predict global patterns of physio-
logical responses to observed temperature change13. Metabolic rate is a
heuristic metric here because it is a fundamental physiological index of
an organism’s energetic and material needs, its processing capacity and
its ecological impact12.

Metabolic rates of ectotherms depend principally on body mass (m)
and body temperature (T), as described by a fundamental equation12:

B(m,T) 5 b0m3/4e2E/kT (1)

where B is metabolic rate, b0 is an empirically derived and taxon-
specificnormalizationconstant, m isbodymass,E is the averageactivation
energy for biochemical reactions of metabolism, T is body temperature (in
Kelvin), and k is the Boltzmann constant. When standardized for mass,
this equation enables metabolic comparisons among different sized
organisms12. These mass-normalized metabolic rates are proportional
to the ‘Boltzmann factor’ (e2E/kT; the familiar ‘Q10’ effect in physiology
is an approximation of the Boltzmann factor)15.

Although the thermodynamic and statistical validity of equation (1)
is debated16–18, it provides a useful approximation of metabolic rates12,15

for exploratory macrophysiological investigations16,19. In the context of

climate warming, it predicts that metabolism will shift more in res-
ponse to a unit change in temperature at high temperature than at low
temperature15, at least over biologically common and non-stressful
temperatures (,0 uC to ,40 uC; see Methods)12.

To estimate geographical patterns of warming-induced changes in
metabolic rates of terrestrial ectotherms, we compiled high-frequency
temperature data for the period of 1961 to 2009 for 3,186 weather
stations across the world (,500 million temperature measurements;
Methods and Supplementary Fig. 1)20. We derived average values of
E (0.69) and of b0 (23.66) from empirical estimates for diverse
ectotherms (Supplementary Table 1)12. We substituted these ‘average
ectotherm’ values into equation (1) to estimate mass-normalized meta-
bolic rates (Bm23/4) from global temperature data. Because metabolic
rate varies nonlinearly with temperature, calculating mean metabolic
rates from mean temperatures is inappropriate (the ‘fallacy of the
averages’; see Methods and Supplementary Fig. 2)15. Therefore we
estimated metabolic rate for each temperature measurement and sub-
sequently determined average temperature and average metabolic rate
for each station during the Intergovernmental Panel on Climate
Change (IPCC) standard reference period (1961–1990) and for all
five-year intervals from 1980 to 2009. To account for non-uniform
distribution of stations and to enable comparisons among latitudinal
regions, we determined averages for all stations within 5u latitude by 5u
longitude grid cells and then area-corrected grid-cell means and standard
errors of temperature measurements and metabolic rate estimates for
each region (Methods).

Temperature changes since 1980 in this data set are consistent with
recent findings8: temperatures rose fastest in the Arctic, somewhat less
quickly in the north temperate zones, and more slowly in the tropics, but
remained essentially unchanged in the south temperate zone (Fig. 1a).

Predicted absolute changes in metabolic rates show a markedly
different pattern: metabolic rates increased most quickly in the tropics
and north temperate zones, and less so in the Arctic (Fig. 1b). In fact,
the latitudinal ordering of changes in temperature since 1980 fails to
predict the latitudinal ordering of changes in metabolic rate (P 5 0.68),
even when a powerful ordered-heterogeneity test is used21. The pre-
dicted increase in metabolism in the tropics was large, despite the small
rise in temperature there (Fig. 1a), because tropical warming took place
in an environment that was initially warm.

Absolute changes in metabolic rates determine an organism’s total
energy use and thus the impacts of climate change on ecosystem-level
processes, but per cent changes in metabolic rates are nonetheless
relevant to the impacts of climate change on individual organisms22.
Such relative changes in metabolic rates (expressed as per cent of the
standard reference period on a per-station basis) closely match tem-
perature changes (Fig. 1c), indicating that impacts on individual
ectotherms have probably been relatively large in the Arctic and north
temperate zones.

To evaluate whether the patterns described earlier (Fig. 1b) are robust
to our use of average values of E and b0, we re-ran analyses using esti-
mates of E and b0 specific to diverse ectotherm taxa (Supplementary
Table 1)12. Large effects of recent climate warming on metabolic rates
are predicted for invertebrates, amphibians and reptiles in equatorial
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West Africa, the Caribbean and Central America, Ecuador, eastern
equatorial Brazil, and the Persian Gulf region (Fig. 2c–e). However, we
emphasize that weather station coverage in some of these regions is
sparse and each taxonomic group is not found in all geographical regions.
Overall, general patterns in Fig. 1b are robust for different taxa (Fig. 2b–e):
the largest predicted absolute shifts in metabolic rate for all taxa are in
the tropics. Nevertheless, small differences in the relationship between
metabolism and temperature (that is, E and b0) can alter the magnitude
of the effects of climate warming on organism physiology (Fig. 2).

The patterns under discussion are for mass-normalized metabolic
rates, but the magnitude of metabolic shift will necessarily differ for small
versus large ectotherms. Of course, absolute shifts will be greater for larger
ectotherms, but equation (1) indicates that mass-specific metabolic rates
of small ectotherms will show larger increases (Supplementary Fig. 3).

Several assumptions underlie the patterns shown in Fig. 1b, c. The
exponent (3/4) for metabolic rate as a function of mass is debated16–18,

but reasonable shifts of this exponent for given taxa will only alter the
heights of all latitudinal lines, not their relative ordering. We assume
that surface air temperatures approximate ectotherm body tempera-
tures; therefore, our metabolic estimates apply to thermoconforming
and exposed ectotherms. This is reasonable for small ectotherms living
in shaded environments23, but less so for large ectotherms that live in
thermally heterogeneous environments, where behavioural thermo-
regulation is possible, or for organisms that spend extensive periods
in retreats24. Also, we assume that the coefficients (E, b0) of equation
(1) are independent of latitude. However, some high-latitude ectotherms
have relatively elevated metabolic rates; and this is thought to represent
an evolutionary metabolic compensation for the physiologically depres-
sing effects of low body temperature16,25,26. With reference to equation
(1), metabolic compensation would be indicated26 by latitudinal
increases in b0 and/or in E. In fact, the patterns of metabolic responses
shown in Fig. 1b hold even when we shift these parameters over a large
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Figure 1 | Global changes in temperature and in metabolic rates since 1980.
a, Changes in mean temperature (5-year averages) for Arctic (n 5 100 grid
cells), north temperate (n 5 356), south temperate (n 5 51) and tropical
(n 5 169) regions. b, Predicted absolute changes in mass-normalized metabolic
rates by geographical region. c, Predicted relative changes in mass-normalized

metabolic rates. Both temperature and metabolic rate are expressed as
differences from the standard reference period (1961–1990), calculated on a
per-station basis, on the basis of E and b0 for an average ectotherm
(Supplementary Table 1). Data points are means 6 s.e.m. of area-corrected,
gridded weather-station data (Methods).
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range of biologically reasonable values26 to simulate extreme metabolic
compensation at high latitude (Methods and Supplementary Fig. 4).

Our analyses indicate that warming during the past three decades has
had its biggest absolute impacts on metabolic rates in tropical and north
temperate zones (Fig. 1b). The outlook for future warming is less clear.
Without predictions of future daily and seasonal temperature cycles (not
merely of mean annual temperatures), we cannot directly estimate
future metabolic changes without violating the fallacy of averages15.
Nevertheless, our analyses of recent temperature data indicate that even
when the temperature shifts in the north temperate region are more than
double those in the tropics (Fig. 1a), absolute shifts in metabolic rates are
similar in the two regions (Fig. 1b). If this pattern holds, projected
increases in median surface air temperature by the end of the twenty-
first century for the two regions (3.5–4.0 uC in the tropics, and 4.0–5.5 uC
in the north temperate zone)8 should cause roughly similar absolute
increases in metabolic rates of tropical and north temperate organisms.

Recent studies using diverse physiological and biophysical ap-
proaches indicate that tropical ectotherms may be particularly vulner-
able to climate warming2,7,13,14,24,27, even though observed and predicted
tropical warming is relatively small8. Our estimates suggest that tropical
ectotherms are also experiencing large increases in metabolic rate (Fig.
1b). Such increases will have physiological and ecological impacts:
warmed tropical ectotherms will have an increased need for food and
increased vulnerability to starvation unless food resources increase,
possible reduced discretionary energy for reproduction22, increased
rates of evaporative water loss in dry environments and altered demo-
graphies13. Larger increases in metabolic rates of tropical soil biota
may explain larger absolute changes in tropical soil respiration28.
Furthermore, metabolic increases should alter food web dynamics,
leading to elevated rates of herbivory and predation, as well as changes
in the spread of insect-borne tropical diseases29. Because the tropics are
the centre of Earth’s biodiversity and its chief engine of primary pro-
ductivity, the relatively large effects of temperature change on the meta-
bolism of tropical ectotherms may have profound local and global
consequences.

METHODS SUMMARY
We obtained hourly temperature records from 22,486 weather stations spread
across the world20, but then included only stations that sampled throughout the
IPCC standard reference period (1961–1990)8 as well as 1991–2009, in all seasons
and on average at least every six hours. We also excluded five Antarctic stations, such
that 3,186 stations remained. Geographical coverage is uneven (Supplementary
Fig. 1), but all regions are well represented in this restricted data set (Supplemen-
tary Table 2). Furthermore, including data from 5,561 stations with data from 1961
to 2009 (but with no other limitations; Supplementary Table 2), does not alter our
conclusions (Supplementary Fig. 5). To correct for the uneven spatial distribution of
stations (Supplementary Figs 1 and 5A), we computed mean temperatures and
metabolic rates for all stations within 5u latitude by 5u longitude cells. We calculated
means and standard errors for latitudinal regions by weighting grid-cell means by
the interpolated rectangular mid-cell areas30. To estimate whether metabolic com-
pensation at high latitude might alter patterns, we recalculated metabolic rates after
substituting extreme values of E and of b0. Specifically, we used very high values of E
(0.76) and b0 (26.85) for the north temperate and Arctic areas, but very low values of
E (0.50) and b0 (15.68) for tropical areas (see Supplementary Table 1). Such extreme
metabolic compensation (these values span most of the known range of E)26 does
not alter our conclusions (Supplementary Fig. 4).

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Weather station data. We downloaded all available ‘isd-lite’ weather-station data
(http://www.ncdc.noaa.gov/oa/climate/isd/index.php)20. From the initial 22,486
weather stations, we extracted a ‘restricted’ data set (3,186 stations) that sampled
throughout the entire IPCC standard reference period (1961–1990)8 as well as up
to 31 December 2009, in all seasons, and at least every six hours. (We did not
include Antarctic stations.) This data set had a total of 493,256,415 temperature
measurements with an average of 8.8 temperature measurements per station per
day; it was used for Figs 1 and 2 and Supplementary Figs 1–4. For the ‘unrestricted’
data set, we included all stations (other than Antarctic) that had data for the above
time period, independent of the seasonality or frequency of sampling. This data set
had 5,561 stations (used for Supplementary Fig. 5).
Metabolic rate estimates. To estimate metabolic rates from temperature data, we
used empirically derived estimates of the coefficients (E and b0) of the equation
relating metabolic rate to temperature and body mass for unicellular organisms,
multicellular invertebrates, amphibians and reptiles12. We excluded fish because
our data are air (not water) temperatures. We excluded birds and mammals
because their body temperatures will not match air temperatures. We excluded
plants because the temperature dependence of their metabolic rates differs fun-
damentally from that of animal ectotherms31.

Mean temperatures are expedient for analyses of the impacts of climate warm-
ing. However, because the relationship between temperature and metabolic rates is
inherently nonlinear, the use of mean rather than individual temperatures to
predict metabolic rates will induce spurious results32—an effect known as the
‘fallacy of the averages’15. To illustrate this fallacy, we recomputed metabolic rates
for geographical regions using mean annual temperatures (Supplementary Fig. 2)
for comparison with rates predicted from ‘instantaneous’ temperatures (Fig. 1b).
Note that the use of mean temperatures underestimates the predicted increases in
metabolic rates15, and also de-emphasizes the impact of warming in the north
temperate zones relative to the tropics. Consequently, it is imperative to use high-
frequency temperature data and to compute metabolic rate separately for each
temperature measurement.

Our analysis includes temperatures that fall outside the normal tolerance range
of most organisms (that is, below ,0 uC and above ,40 uC). We include these
values for analytical transparency, and because their inclusion is conservative for
our analyses. Eliminating negative temperatures (for example, substituting meta-
bolic rates at 0 uC for all temperatures below 0 uC) will have little effect because
metabolic rates are negligible at these extremely cold temperatures. Substituting

metabolic rates at 40 uC for temperatures above 40 uC will tend to reduce metabolic
rates at mid-latitudes where these hot temperatures occur in summer; this would
induce a downward bias in our predicted metabolic rates for the north temperate
zone. In other words, by not truncating metabolic rates to the normal tolerance
range (0–40 uC), we avoid a bias that would favour increased metabolic rates in the
tropics.
Geographical coverage. Weather stations are not equally spaced across the world
(summarized in Supplementary Table 2, Supplementary Figs 1 and 5a). To adjust
for the uneven spatial distribution (and non-independence) of stations, we com-
puted mean temperatures and metabolic rates for all stations within 5u latitude by
5u longitude grid cells (see Fig. 2). We then calculated means and standard errors
for latitudinal regions (see Fig. 1) by weighting grid-cell means by interpolated
rectangular mid-cell areas30. We further tested the effects of weather station spatial
coverage on our conclusions by comparing analyses using restricted (3,186 sta-
tions) and unrestricted (5,561 stations) data sets. Our conclusions are robust and
independent of the data set used (Supplementary Fig. 5).
Assumptions. We assume that station temperatures match the temperature of a dry-
skinned ectotherm positioned in shade at 2-m height. Of course, mobile ectotherms
can often use behaviour (for example, microhabitat selection) to buffer body tem-
peratures against changes in air temperatures23,24. Thus our metabolic estimates
should be viewed as an estimate for a non-regulating, inert and exposed ectotherm.

We assume that a single metabolic curve (equation (1)) applies to all ectotherms,
independent of latitude. However, some high-latitude ectotherms have relatively
raised metabolic rates, which may reflect metabolic compensation for temper-
ature26. To estimate whether metabolic compensation at high latitude might alter
latitudinal patterns (Fig. 1), we recalculated metabolic rates after substituting
extreme values of E and b0. Specifically, we used very high values of E (0.76) and
b0 (26.85) for the north temperate and Arctic areas, but very low E (0.50) and b0

(15.68) for tropical areas (see Supplementary Table 1). Such extreme metabolic
compensation (these values span most of the known range of E)26 does not alter our
conclusions (Supplementary Fig. 4).
Statistics. We used an ordered-heterogeneity test21 to evaluate whether latitudinal
ordering of changes in temperature since 1980 predicts the latitudinal ordering of
changes in metabolic rate.

31. Reich, P. B., Tjoelker, M. G., Machado, J.-L. & Oleksyn, J. Universal scaling of
respiratory metabolism, size and nitrogen in plants. Nature 439, 457–461 (2006).

32. Ruel, J. J. & Ayres, M. P. Jensen’s inequality predicts effects of environmental
variation. Trends Ecol. Evol. 14, 361–366 (1999).
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The ploidy conveyor of mature hepatocytes as a
source of genetic variation
Andrew W. Duncan1, Matthew H. Taylor2, Raymond D. Hickey1,3, Amy E. Hanlon Newell3, Michelle L. Lenzi3, Susan B. Olson3,
Milton J. Finegold4 & Markus Grompe1

Mononucleated and binucleated polyploid hepatocytes (4n, 8n, 16n
and higher) are found in all mammalian species, but the functional
significance of this conserved phenomenon remains unknown1–4.
Polyploidization occurs through failed cytokinesis, begins at wean-
ing in rodents and increases with age2,5–7. Previously, we demon-
strated that the opposite event, ploidy reversal, also occurs in
polyploid hepatocytes generated by artificial cell fusion8–10. This
raised the possibility that somatic ‘reductive mitoses’ can also
happen in normal hepatocytes. Here we show that multipolar
mitotic spindles form frequently in mouse polyploid hepatocytes
and can result in one-step ploidy reversal to generate offspring with
halved chromosome content. Proliferating hepatocytes produce a
highly diverse population of daughter cells with multiple numerical
chromosome imbalances as well as uniparental origins. Our findings
support a dynamic model of hepatocyte polyploidization, ploidy
reversal and aneuploidy, a phenomenon that we term the ‘ploidy
conveyor’. We propose that this mechanism evolved to generate
genetic diversity and permits adaptation of hepatocytes to xenobiotic
or nutritional injury.

We first tested whether normal polyploid hepatocytes can undergo
ploidy reversal in vivo. Highly pure (.99%; Fig. 1a and Supplementary
Fig. 1) octaploid hepatocytes isolated by fluorescence-activated cell
sorting (FACS) from male mice hemizygous for Rosa26 (lacZ) were

transplanted into female Fah2/2 mice, a model for selective liver
replacement11, and the frequency of donor-derived hepatocytes was
assessed after extensive (.70%) liver repopulation (Supplementary
Fig. 2). Hepatocytes from repopulated recipient mice were loaded with
Hoechst and fluorescein di-b-D-galactopyranoside (FDG), a fluor-
escent substrate of b-galactosidase (b-gal), and analysed by FACS.
Donor-derived b-gal was expressed by octaploid (90 6 2%), tetraploid
(83 6 5%) and diploid hepatocytes (59 6 5%) (Fig. 1b). Donor-derived
Fah expression was also detected in most octaploid (89 6 3%),
tetraploid (86 6 4%) and diploid (67 6 11%) hepatocytes (data not
shown). The overall ploidy distribution of donor hepatocytes was the
same as found in normal liver of an aged mouse. Diploid and octaploid
hepatocytes proliferated at equivalent rates (Supplementary Fig. 3),
thus eliminating the possibility that the high percentage of near-diploid
donor-derived hepatocytes resulted from overgrowth by rare contami-
nating diploids. Cytogenetics confirmed the presence of reduced-
ploidy donor-derived cells (Fig. 1c). Surprisingly, most donor cells
were aneuploid, that is, had numerical chromosome gains and/or
losses (Fig. 1d, e). In addition to analysing single hepatocytes, liver
sections from repopulated livers were stained for donor markers.
Whereas most Fah1 nodules contained both Y chromosome and
b-gal activity, loss of either marker was found in ,5% of Fah1 repopu-
lation nodules (Supplementary Fig. 4). Together, these findings indicate

1Oregon Stem Cell Center, Papé Family Pediatric Research Institute, Oregon Health & Science University, Portland, Oregon 97239, USA. 2Division of Hematology and Medical Oncology, Oregon Health &
Science University, Portland, Oregon 97239, USA. 3Department of Molecular and Medical Genetics, Oregon Health & Science University, Portland, Oregon 97239, USA. 4Department of Pathology, Texas
Children’s Hospital, Houston, Texas 77030, USA.
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Figure 1 | Purified octaploid hepatocytes generate reduced-ploidy
daughters in vivo. a, Hepatocytes were separated into ploidy populations by
FACS (using Hoechst 33342 fluorescence and pulse width parameters) with 2c,
4c and 8c DNA content, corresponding to diploid, tetraploid and octaploid
hepatocytes, respectively. Highly pure viable octaploid hepatocytes were
collected. b, Hepatocytes isolated from mice repopulated by 8c donors were
loaded with Hoechst plus FDG. All ploidy classes expressed b-gal (n 5 6

recipients). c, d, Chromosome number (c) and representative aneuploid
karyotypes (d) of donor-derived mouse chromosome Y positive hepatocytes in
repopulated livers (n 5 3). Chromosomal gains/losses are described relative to
the nearest ploidy. e, Percentage of numerical aneuploidy in donor-derived
hepatocytes from repopulated mice or wild-type hepatocytes from non-
transplanted mice (average 6 s.e.m.; see Supplementary Fig. 5 for details).
*P , 0.006; **P 5 0.01.
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that most normal polyploid hepatocytes undergo ploidy reversal and
marker segregation when forced to divide extensively.

The transplantation experiments demonstrating ploidy reversal
were done using the Fah knockout mouse. Therefore, the high degree
of aneuploidy observed (Fig. 1d, e) and marker loss (Supplementary
Fig. 4) could be attributed to toxic metabolites made by Fah deficient
hepatocytes12. To address this potential artefact, the karyotypes of
hepatocytes from wild-type mice were determined. Although chro-
mosome counts clustered around 40, 80 and 160 chromosomes, fre-
quent chromosome gains and losses were detected in adult hepatocytes
(Supplementary Fig. 5). At weaning, most hepatocytes were normal
diploids, and by adulthood .60% of hepatocytes had numerical
abnormalities (Fig. 1e). Thus, normal hepatocytes become aneuploid
in adult mice, and this phenomenon is unrelated to Fah deficiency.

Owing to the time required for liver repopulation (6–8 weeks) and
the dynamic ability of hepatocytes to change ploidy, it was unclear
whether the ploidy reversal in vivo occurred in a single step or gradually
over the course of multiple cell divisions. Therefore, we tracked ploidy
changes using a short-term (1–2 mitoses) in vitro system. As expected,
diploid hepatocytes became binucleated and polyploidized (Sup-
plementary Fig. 6a, b). To investigate ploidy reversal, we followed
the fate of polyploid hepatocytes. Concurrent with DNA replication
and mitosis (data not shown), the percentage of binucleated cells
dropped markedly, generating populations with .80% mono-
nucleated cells (Supplementary Fig. 6a). After 5 days in culture pure
tetraploid hepatocytes had produced daughters with 8c and 2c DNA
content (18 6 1% and 0.9 6 0.1%, respectively) (Fig. 2a, b). Cultured
octaploid hepatocytes showed similar ploidy redistribution (Sup-
plementary Fig. 6c and Fig. 2b). The emergence of reduced-ploidy
daughter cells over 1–2 cell cycles indicates a single-step mechanism
for ploidy reversal.

To test whether polyploid hepatocyte mitosis could also produce
aneuploidy, we analysed the frequency and nature of chromosome
mis-segregation in vitro. Two-month-old mice hemizygous for a yeast
artificial chromosome containing the human CD46 gene (hCD46)13 on
mouse chromosome 9 were used (Supplementary Fig. 7). Using fluor-
escence in situ hybridization (FISH), chromosome signals in hepatocyte
nuclei were quantified before and after proliferation (Supplementary Fig.
8a). After 5 days of expansion by 4c hepatocytes, the ploidy distribution

shifted to include cells with 2c and 8c DNA content, as illustrated previ-
ously (Fig. 2a). Daughter cells with reduced ploidy (2c cells) and equal
ploidy (4c cells) were hybridized with probes for hCD46 and mouse
chromosome 9. Approximately 99% of hepatocytes analysed directly
without prior culture (2c and 4c) contained the appropriate number
of FISH signals (Fig. 2c). In contrast, FISH signals were skewed in 2c
and 4c daughter cells (12.5% and 21.4%, respectively), indicating a
diverse and aneuploid population of daughter cells (Fig. 2c, d and
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Figure 3 | Polyploid hepatocyte mitoses with multipolar spindles and
chromosome segregation defects. a–h, Mitotic structures were detected in
cultured hepatocytes by visualizing DNA (blue) and microtubules (green).
Centrioles (red) were detected in a–d; centromeres (red) were detected in
h. n 5 5 experiments. 4c hepatocytes contained bipolar (a) or multipolar
spindles (b, c). Multipolar spindles were also seen in 8c hepatocytes (d). Three
daughter nuclei emerged from a tripolar telophase (e). Double mitosis was
detected in metaphase (f) and anaphase (g). Lagging chromosomes (arrow and
inset) were also seen (h). i–l, Hepatocytes dividing in vivo formed similar
mitotic structures: multipolar spindles (i), tripolar division (j), double mitosis
(k) and lagging chromosomes (l, arrow) (n 5 4 mice). Dashed lines delineate
cell borders. All scale bars are 10mm.
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Supplementary Fig. 8b). Notably, approximately one-third of the 2c cells
displayed uniparental disomy for chromosome 9. These data show that
proliferating hepatocytes routinely generate a genetically diverse popu-
lation of daughter cells.

Themechanismbywhichhepatocytesgeneratedaneuploidorreduced-
ploidy daughter cells was unknown. We hypothesized that increased
numbers of centrosomes in polyploid hepatocytes could lead to multi-
polar divisions and/or chromosome mis-segregation. To test this idea,
cell divisions by polyploid hepatocytes were analysed in vitro. In about
half of tetraploid mitoses, bipolar spindles were established and main-
tained by centrosome clustering (Fig. 3a). The remaining tetraploid
hepatocytes contained spindles oriented in a multipolar configuration,
with centrosomes oriented on 3–4 distinct poles (reflecting either true
multipolar spindles or alignment of prometaphase chromosomes from
binucleated hepatocytes) (Fig. 3b, c). Octaploid hepatocytes established
multipolar spindles with as many as eight poles (Fig. 3d). However, only
,1% of cells in anaphase or telophase were oriented with tripolar
spindles (Fig. 3e). Additionally, hepatocytes with two discrete mitotic
spindles synchronized in metaphase (Fig. 3f) and anaphase (Fig. 3g)
were identified, an event that we called ‘double mitosis’. Mitotic struc-
tures nearly identical to those seen in cultured hepatocytes were also
observed during hepatocyte proliferation in vivo (Fig. 3i–l).

The high percentage of multipolar metaphases and the much lower
frequency of multipolar anaphases/telophases was surprising. We

hypothesized that multipolar spindles could represent a temporary
step in mitosis, and are then reorganized to be bipolar. Similar spindle
dynamics were recently documented in cancer cells containing super-
numerary centrosomes14. A consequence of multipolar spindle reorienta-
tion is chromosome mis-segregation. Microtubules from different poles
can attach to a single kinetochore, and failure to repair such merotelic
attachments can lead to incomplete chromosome segregation14. Con-
sistent with spindle reorganization, we identified lagging chromo-
somes in 25–50% of tetraploid hepatocytes undergoing bipolar
anaphase (Fig. 3h), indicating that merotely contributes to marker loss
(that is, aneuploidy and loss-of-heterozygosity) observed in proliferating
polyploid hepatocytes.

To determine whether multipolar mitoses produced viable off-
spring, we monitored hepatocyte divisions by time-lapse microscopy.
As expected, diploids completed bipolar cell division with successful
(89%) or failed cytokinesis (7%) (Fig. 4a). For analysis of polyploid
hepatocytes, we focused mostly on tetraploids, but similar findings
were seen with octaploids and non-fractionated hepatocytes (that is,
a mixture of all ploidy classes that were never exposed to Hoechst or
subjected to FACS). Nearly 90% of tetraploid hepatocytes divided in a
bipolar manner (Fig. 4a, Supplementary Fig. 9 and Supplementary
Movie 1), and in many time-lapse sequences their daughters (14%)
divided again. Approximately 7% of tetraploid mitoses failed to com-
plete cytokinesis (Fig. 4a, Supplementary Fig. 10 and Supplementary
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Movie 2). Half of mononucleated and binucleated tetraploids transi-
tioned from an early multipolar intermediate (as seen by chromosome
alignment along multiple axes) to a standard bipolar configuration
(Fig. 4c). Mitotic arrest and apoptosis were never seen.

In addition to standard divisions producing two daughters, mitosis
along multiple axes was seen. For example, 3.2% of tetraploid hepatocytes
(mononucleated and binucleated) were captured undergoing tripolar
mitosis (Fig. 4a, b and Supplementary Movie 3). All of the daughter cells
were viable for the duration of the imaging session (up to 16 h), and in
some cases (15% of daughters) we were able to film subsequent mitoses
(Supplementary Fig. 11 and Supplementary Movie 4). Although ,10%
of tripolar divisions completed three-way cytokinesis, most divisions
(,90%) ended in partial failed cytokinesis (Fig. 4d). Nuclear content
frequently segregated in a 4:2:2 ratio, which is consistent with one
tetraploid daughter nucleus and two reduced-ploidy diploids (Sup-
plementary Fig. 12). Furthermore, 1.2% of tetraploid hepatocytes
completed double mitotic events (Fig. 4a). Double mitoses by either
binucleated (Supplementary Fig. 13 and Supplementary Movie 5) or
mononucleated tetraploids (Supplementary Fig. 14 and Supplemen-
tary Movie 6) generated four distinct nuclei via two synchronized
mitoses (Fig. 4e). By definition, generation of four mononucleated cells
from a parental cell represents a ploidy-reversal event. Daughters were
viable and appeared healthy throughout imaging (as long as 10 h).

Our data demonstrate that hepatocytes can increase (failed cytokinesis)
and reduce (multipolar mitosis) their ploidy, thus resulting in the concept
of a ploidy conveyor. This dynamic mechanism not only generates
numerical chromosome abnormalities, but also uniparental chromosome
sets. Given that 5–10% of all genes are thought to be monoallelically
expressed15, this segregation pattern produces tremendous genetic
heterogeneity.

The pervasive presence of aneuploid genotypes in the liver raises the
question of whether this phenomenon serves a physiological purpose.
Studies in yeast showed that aneuploidy can provide a strong selective
advantage in response to multiple environmental stressors16. Our find-
ings indicate the possibility that hepatocyte polyploidization evolved
precisely to result in subsequent ploidy reversal, aneuploidy and genetic
diversity. Therefore, hepatic injury, which produces liver regeneration,
could result in selection of hepatocytes that are genetically most resist-
ant to the injury from a pre-existing pool of diverse genotypes. Genetic
analysis of hepatocytes after liver injury may reveal favourable geno-
types that differ from the germ line. Indeed, our own group has already
observed an example of ‘favourable loss-of-heterozygosity’ followed by
selection in the Fah-deficient mouse17.

METHODS SUMMARY
Mouse surgery. The Institutional Animal Care and Use Committee of Oregon
Health & Science University approved all mouse experiments. Hepatocytes from
3–6-month-old donors were transplanted intrasplenically9,12. Two-thirds partial
hepatectomy was described previously18. Livers were harvested after 44 h, a time
point when the maximum number of hepatocyte mitotic structures are found19.
Cell isolation and flow cytometry. Primary hepatocytes were isolated by two-step
collagenase perfusion11, and cultured hepatocytes were isolated by trypsinization.
Detailed protocols are described for isolation/analysis of hepatocyte ploidy popu-
lations by flow cytometry in Methods.
Hepatocyte expansion in vitro. FACS-purified hepatocytes from 3–6-month-old
mice were seeded at 1,000 to2,000 cells percm2 oneither Primaria tissue culture plastic
(BecktonDickinson),collagen-coatedLab-TekII,CC2-treatedchamberslides (Nunc)
or collagen-coated ibi-Treat 8-well m-slides (Ibidi). Cells were initially incubated in
hepatocyte culture medium containing DMEM with 4.5 g l21 glucose (HyClone), 10%
FBS (HyClone), non-essential amino acids (Cellgro) and antibiotic-antimycotic
(Cellgro). After 24 h, the culture medium was replaced with SUM3 medium20 supple-
mented with 0.5% FBS. Cells were cultured for defined intervals. Detailed protocols for
in vitro assays are described in Methods: karyotype analysis; interphase FISH21; high-
resolution imaging of mitotic structures; and time-lapse microscopy.
Histology and immunocytochemistry. Histological analyses22 and Fah immuno-
cytochemistry8 were previously reported. The frequency of FACS-isolated hepa-
tocytes in G2/M23 was determined by cyclin A (Santa Cruz) staining.

Statistical significance. Statistical significance was determined using a 2-sided
Student’s t-test (Figs 1e, 2b and 4a) or Fisher’s exact test (Fig. 2c). P values less than
0.05 were considered significant.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Mouse strains and surgery. The Institutional Animal Care and Use Committee of
Oregon Health & Science University approved all mouse experiments. The follow-
ing inbred mouse strains were used: wild type (C57Bl, 129 and BALBc), transgenic
Rosa26-lacZ (C57Bl and 129)24, transgenic hCD4613, Fah2/2 (C57Bl and 129)25. F1

hybrid mice (C57Bl 3 SJL) were also used. All mice were obtained from The Jackson
Laboratories or bred at Oregon Health & Science University. Hepatocytes from 3–6-
month-old donors were transplanted intrasplenically9,26. Two-thirds partial hepa-
tectomy was described previously18. Livers were harvested after 44 h, a time point
when the maximum number of hepatocyte mitotic structures are found19.
Histology and immunocytochemistry. Histological analyses22 and Fah immuno-
cytochemistry8 were previously reported. The frequency of FACS-isolated hepa-
tocytes in G2/M23 was determined by cyclin A (Santa Cruz) staining.
Isolation/analysis of defined hepatocyte ploidy populations. Primary hepato-
cytes were isolated by two-step collagenase perfusion11 and cultured hepatocytes
were isolated by trypsinization. For detection of hepatocyte ploidy populations,
hepatocytes (2 3 106 per ml) were incubated with 15mg ml21 Hoechst 33342
(Sigma) and 5mM reserpine (Invitrogen) for 30 min at 37 uC. Cells were analysed
and/or sorted with an InFlux flow cytometer (Beckton Dickinson) using a 150mm
nozzle. Dead cells were excluded on the basis of 5mg ml21 propidium iodide
(Invitrogen) incorporation. Cells adhering to each other (that is, doublets) were
eliminated on the basis of pulse width. Blood cells were excluded based on expres-
sion of CD45 using an APC-conjugated CD45 antibody (eBioscience). Ploidy
populations were identified by DNA content using an ultraviolet 355-nm laser
and 425–440-nm bandpass filter. Gating strategy is described (Supplementary Fig.
1a). Sorted hepatocytes were collected in DMEM with 4.5 g l21 glucose (HyClone)
containing 50% fetal bovine serum (FBS) (HyClone). The purity of sorted popula-
tions was determined at the end of each sort, and only highly purified populations
(.99% pure) were used for subsequent assays. b-gal activity in Hoechst-stained
hepatocytes was detected using FDG reagent (Invitrogen) as per the manufac-
turer’s instructions. Expression of hCD46 was detected with PE-conjugated
hCD46 antibody (eBioscience).
Hepatocyte expansion in vitro. FACS-purified hepatocytes from 3–6-month-old
mice were seeded at 1,000 to 2,000 cells cm22 on either Primaria tissue culture
plastic (Beckton Dickinson), collagen-coated Lab-Tek II, CC2-treated chamber
slides (Nunc) or collagen-coated ibi-Treat 8-well m-slides (Ibidi). Cells were ini-
tially incubated in hepatocyte culture medium containing DMEM with 4.5 g l21

glucose (HyClone), 10% FBS (HyClone), non-essential amino acids (Cellgro) and
antibiotic-antimycotic (Cellgro). After 24 h, the culture medium was replaced with
SUM3 medium supplemented with 0.5% FBS. Cells were cultured for defined
intervals.
SUM3 medium. SUM3 was prepared with the following reagents20: 75% DMEM
with 4.5 g l21 glucose (HyClone), 25% Waymouth’s MB 752/1 (Invitrogen), 2 mM
L-glutamine (Invitrogen), antibiotic-antimycotic (Cellgro), 10 mM HEPES (Fisher),
50 ng ml21 human epidermal growth factor (Invitrogen), 1.0mg ml21 insulin (Sigma),
30 nM sodium selenite (Sigma), 10mg ml21 transferrin (Sigma), 50 ng ml21 somato-
tropin (Sigma) and 1.0mM 3,39,5-triiodo-L-thyronine sodium salt (T3) (Sigma).
Cytogenetics: karyotypes and FISH. For karyotypes, freshly isolated primary
hepatocytes were seeded on Primaria tissue culture plastic (Beckton Dickinson)
and incubated in medium containing DMEM with 4.5 g l21 glucose (HyClone),
10% FBS (HyClone), non-essential amino acids (Cellgro) and antibiotic-antimycotic
(Cellgro). Non-adherent cells were removed after 4 h, and cultures were switched to
SUM3 medium supplemented with 0.5% FBS. Next, after ,40 h, hepatocytes were
treated with 150 mg ml21 colcemid (Sigma) for 2–4 h and harvested by trypsiniza-
tion. Then, after extensive washing, cells were incubated for 10 min in 56 mM KCl
with 5% FBS and fixed with methanol:acetic acid (3:1 ratio). Finally, chromosomes
from,20metaphase-arrestedhepatocytespersamplewere G-bandedwithastandard
trypsin/Wright’s stain protocol. Photographs were taken using CytoVision software
from Applied Imaging.

For FISH probe generation, FISH point probes for mouse chromosome Y,
mouse chromosome 9 and hCD46 were developed from bacterial artificial chro-
mosomes RP24-225i24 (CHORI), RP23-346E22 (Invitrogen) and RP11-454L1
(Invitrogen), respectively. Bacterial artificial chromosomes were nick translated
with the CGH Nick Translation Kit (Abbott Molecular) using SpectrumOrange

dUTP and SpectrumGreen dUTP (Abbott Molecular). Each probe was validated
using b-inverse calculation to establish its normal cutoff value.

For FISH analysis, FACS-sorted cells were dropped onto slides, coated with 3:1
methanol:acetic acid, and allowed to dry. Further fixation involved incubation in
3:1 methanol:acetic acid for 5 min at room temperature (20–23 uC). For ageing,
slides were baked for 5 min at 95 uC. Slides were incubated in 23SSC for 30 min at
37 uC, followed by 0.005% pepsin (Sigma)/0.01 N HCl (Sigma) for 13 min at 37 uC.
Slides were rinsed in 13PBS (Sigma) for 5 min at room temperature and then fixed
in 1% formaldehyde/0.45% MgCl2 (Sigma)/PBS for 5 min at room temperature.
Slides were again rinsed in 13PBS for 5 min at room temperature and then
dehydrated by 2 min washes in 70%, 80% and 90% ethanol. Once slides dried,
probes were added and coverslips sealed with rubber cement. Slides were incu-
bated at 72 uC for 2 min and 37 uC overnight. After incubation, slides were washed
in 0.43SSC 1 0.3% NP-40 (Sigma) at 72 uC for 2 min, placed in 23SSC 1 0.15%
NP-40 for 5 s to 1 min at room temperature, and mounted with DAPI II (Abbott).
Samples were analysed and scored under a Nikon Eclipse E800 photoscope. For
analysis of interphase nuclei, signals were counted for as many nuclei available, up
to 200 for each sample. Signals were scored as separate if they were further than a
signal’s diameter apart in distance, according to established clinical practices of
FISH signal interpretation and as described21. Photographs were captured using
CytoVision software from Applied Imaging.
High-resolution imaging of dividing hepatocytes. Mitotic structures identified
in vitro were detected in populations of hepatocytes from 2–4-month-old F1

hybrid mice (SJL 3 C57Bl) growing on collagen-coated ibi-Treat 8-well m-slides
(Ibidi). After expansion for 2–4 days, wells were fixed and immunostained as
described14. Briefly, cells were fixed with methanol and incubated with primary
antibodies for a-tubulin (clone DM1A, Sigma), Centrin-2 (N-17, Santa Cruz) or
Centromere proteins (15-235, Antibodies, Incorporated). Primary antibodies were
detected with species-specific secondaries conjugated to Alexafluor 488 or
Alexafluor 555 (Invitrogen). Nuclei were stained with 40mg ml21 Hoechst 33342
(Invitrogen). The images were acquired on a high-resolution wide-field Core DV
system (Applied Precision) equipped with a Nikon Coolsnap ES2 HQ camera. This
system is an Olympus IX71 inverted microscope with a proprietary XYZ stage
enclosed in a controlled environment chamber, DIC transmitted light and a short
arc 250W Xenon lamp for fluorescence. Each image was acquired as Z-stacks (every
0.2mm from the bottom to top of each mitotic spindle). Images were deconvolved
with the appropriate optical transfer function using an algorithm of ten iterations
using SoftWoRx Image Restoration Software (Applied Precision).
Live-cell imaging. Live-cell imaging was performed with a high-resolution wide-
field Core DV system with controlled environment chamber (,37 uC, 5% CO2)
(Applied Precision). Hepatocytes from 2–4-month-old F1 hybrid mice (SJL 3

C57Bl), growing on collagen-coated ibi-Treat 8-well m-slides (Ibidi), were imaged
between days 2 and 4. Optimal conditions were used. Images were collected every
10 min over sessions lasting 16–24 h. Cellular structures were visualized with DIC
(,0.05 s exposure) and chromosomes visualized with Hoechst (0.6 s exposure).
Hoechst was originally used to identify defined ploidy populations by FACS;
residual Hoechst remained intercalated during cell culture. The focal plane was
optimally set at the beginning of each imaging session; however, owing to move-
ment and shape change, cells appeared to drift slightly out-of-focus. Time-lapse
movies were formatted using SoftWoRx Explorer (Applied Precision) and
exported in QuickTime (Apple). The amount of Hoechst signal (corresponding
to nuclear content) was determined for a subset of dividing hepatocytes using
Imaris image analysis software (Bitplane).
Statistical significance. Statistical significance was determined using two-sided
Student’s t-test (Figs 1e, 2b and 4a) or Fisher’s exact test (Fig. 2c). P values less than
0.05 were considered significant.
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The role of toxin A and toxin B in Clostridium difficile
infection
Sarah A. Kuehne1*, Stephen T. Cartman1*, John T. Heap1, Michelle L. Kelly1, Alan Cockayne1 & Nigel P. Minton1

Clostridium difficile infection is the leading cause of healthcare-
associated diarrhoea in Europe and North America1,2. During
infection, C. difficile produces two key virulence determinants,
toxin A and toxin B. Experiments with purified toxins have indi-
cated that toxin A alone is able to evoke the symptoms of C. difficile
infection, but toxin B is unable to do so unless it is mixed with toxin
A or there is prior damage to the gut mucosa3. However, a recent
study indicated that toxin B is essential for C. difficile virulence
and that a strain producing toxin A alone was avirulent4. This
creates a paradox over the individual importance of toxin A and
toxin B. Here we show that isogenic mutants of C. difficile pro-
ducing either toxin A or toxin B alone can cause fulminant disease
in the hamster model of infection. By using a gene knockout sys-
tem5,6 to inactivate the toxin genes permanently, we found that C.
difficile producing either one or both toxins showed cytotoxic
activity in vitro that translated directly into virulence in vivo.
Furthermore, by constructing the first ever double-mutant strain
of C. difficile, in which both toxin genes were inactivated, we were
able to completely attenuate virulence. Our findings re-establish
the importance of both toxin A and toxin B and highlight the
need to continue to consider both toxins in the development of
diagnostic tests and effective countermeasures against C. difficile.

Toxin A and toxin B both catalyse the glucosylation, and hence
inactivation, of Rho-GTPases: small regulatory proteins of the eukar-
yotic actin cell cytoskeleton. This leads to disorganization of the cell
cytoskeleton and cell death7. The toxin genes tcdA and tcdB are situ-
ated on the C. difficile chromosome in a 19.6-kilobase (kb) pathogeni-
city locus (PaLoc), along with the three accessory genes tcdC, tcdR and
tcdE (Fig. 1a). To address the individual importance of toxin A and
toxin B, we used the ClosTron gene knockout system6 to inactivate the
toxin genes of C. difficile. This system inactivates genes by inserting an
intron into the protein-encoding DNA sequence of a gene, thus result-
ing in a truncated and non-functional protein. The intron sequence
itself encompasses an erythromycin-resistance determinant that per-
mits selective isolation of mutants. Furthermore, it has been shown
experimentally that the insertions are completely stable, meaning that
inactivation of a gene is permanent5.

Using the ClosTron system, we targeted insertions to tcdA and tcdB
at nucleotide positions 1584 and 1511, respectively (Fig. 1a). In both
cases, this placed the intron within DNA sequence encoding the toxin
catalytic domain. Three separate isogenic mutants of the toxin-A-pos-
itive, toxin-B-positive (A1B1) C. difficile strain 630Derm8 were con-
structed: two ‘single mutants’, with toxin profiles A2B1 and A1B2,
respectively, and a ‘double mutant’ with toxin profile A2B2. The
A2B2 double mutant was made from the A1B2 single mutant by
targeting tcdA with a second intron that carried the chlorampheni-
col/thiamphenicol-resistance gene catP instead of the usual erythro-
mycin-resistance determinant.

The genotype of each toxin mutant was characterized by polymerase
chain reaction (PCR) and DNA sequence analysis to confirm the exact

location of each intron insertion made (data not shown). Southern blot
analysis of EcoRV-digested genomic DNA samples, using an intron-
specific probe, confirmed that the A2B1 and A1B2 mutants each had
a single insertion, whereas the A2B2 mutant had a double insertion
(Fig. 1b). It is noteworthy that three bands were expected for the A2B2

double-mutant strain because the catP gene harbours an EcoRV site.
The phenotype of each strain was confirmed by western blot analysis.
Use of a toxin-A-specific antibody probe confirmed that the A2B1

and A2B2 mutants no longer produced toxin A (Fig. 1c). Likewise, use
of a toxin-B-specific antibody probe confirmed that the A1B2 and
A2B2 mutants no longer produced toxin B (Fig. 1d).

Subsequently, in vitro cell cytotoxicity assays were carried out using
HT29 (human colon carcinoma) cells and Vero (African green mon-
key kidney) cells. Each of these cell lines is susceptible to both toxin A
and toxin B, although HT29 cells are more sensitive to toxin A and
Vero cells are more sensitive to toxin B9. The action of toxin A and
toxin B causes the cells to ‘round’ (that is, lose morphology) and die; a
phenomenon that is clearly visible by light microscopy. We incubated
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Figure 1 | Characterization of C. difficile toxin mutants. a, The
pathogenicity locus PaLoc of C. difficile 630 showing the intron insertion sites
for the toxin mutants. b, Southern blot using an intron-specific probe. The
control plasmid (pMTL007C-E2) and the genomic DNA of the four strains was
digested with EcoRV, which resulted in a band of approximately 9 kb for the
plasmid, 10 kb for the tcdB-mutation (in A1B2 and A2B2), just over 3 kb for
the tcdA-single mutant (A2B1) and 1.8 and 1.2 kb for the tcdA-mutation in the
double mutant, owing to an additional EcoRV site in the catP gene. c, Western
blot probing culture supernatants with anti-TcdA antibody (tgcBIOMICS).
d, Western blot probing culture supernatants with anti-TcdB antibody
(tgcBIOMICS).
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cultured cells for 24 h with fourfold dilution series of C. difficile culture
supernatants. To obtain the most objective data set possible, we deter-
mined the end-point titre of each dilution series, rather than imple-
menting a subjective cell-scoring system. End-point titre was defined
as the first dilution in a series for which HT29 or Vero cell morphology
was indistinguishable from the negative controls (cells that had been
incubated with uninoculated C. difficile culture medium).

As expected, the A2B2 double-toxin mutant did not have any cyto-
toxic activity towards either HT29 or Vero cells (Fig. 2a, b). Compared
to the A1B1 parental strain, the A2B1 mutant showed reduced tox-
icity towards HT29 cells, although the difference was not statistically
significant, and a similar degree of toxicity towards Vero cells (Fig. 2a,
b). These findings were anticipated given the respective sensitivities of
HT29 cells and Vero cells to toxin A and toxin B9. However, unexpectedly,
when compared to the A1B1 parental strain, the A1B2 mutant showed
increased toxicity towards HT29 cells, although the difference was not
statistically significant, and a similar degree of toxicity towards Vero
cells (Fig. 2a, b). We reasoned that this may occur owing to increased
expression of toxin A by the A1B2 mutant, a phenomenon that has
been reported previously4. Indeed, quantitative PCR with reverse tran-
scription (qRT–PCR) analysis confirmed that expression of toxin A was
an average of 3.3-fold greater in the A1B2 mutant than in the A1B1

parental strain (data not shown). We do not know the reason for this.
However, considering the respective sensitivities of HT29 and Vero
cells to toxin A9, this finding explains our unexpected cytotoxicity
results, even accounting for the fact that the A1B2 mutant does not
produce any toxin B.

To confirm that the cytotoxic activity we had observed on HT29
cells and Vero cells was indeed attributable to the respective actions of
toxin A and toxin B, we carried out toxin neutralization assays. Culture
supernatants of each C. difficile toxin mutant and the A1B1 parental
strain were incubated with either toxin-A-specific or toxin-B-specific

neutralizing antibodies before inoculation onto HT29 and Vero cell
monolayers. Importantly, culture supernatants were diluted equiva-
lently such that, for the A1B1 parental strain, only toxin A activity was
detected on HT29 cells and only toxin B activity was detected on Vero
cells (that is, toxin B activity towards HT29 cells was diluted out
completely and toxin A activity towards Vero cells was diluted out
completely) (Fig. 2c, d). As expected, the toxin-A-specific antibody
neutralized all toxic activity produced by the A1B2 mutant and the
toxin-B-specific antibody neutralized all toxic activity produced by the
A2B1 mutant (Fig. 2c, d). Interestingly, the increased production of
toxin A by the A1B2 mutant was clearly visible in this assay, as the
cytotoxic activity of this strain towards Vero cells was not diluted out
completely, as it was for the A1B1 parental strain (Fig. 2d).

Having fully characterized our C. difficile toxin mutants in vitro, we
tested the virulence of each in the hamster model of infection.
Hamsters were each challenged with 100 spores of a single C. difficile
strain, 5 days after an oral dose of clindamycin (30 mg kg21). Each
toxin mutant and the A1B1 parental strain were administered to eight
hamsters in total. All hamsters became colonized by the C. difficile
strain administered between 1 and 3 days after challenge, with the
exception of one that received the A1B2 single toxin mutant (Fig.
3a). Following colonization, hamsters that received the A1B1 parental
strain, the A2B1 mutant or the A1B2 mutant all developed symptoms
of C. difficile infection, which resulted in a mean time to death of 1.0
day, 1.3 days and 4.0 days, respectively (Fig. 3b). In contrast, none of
the hamsters colonized by the toxin-null A2B2 double mutant
developed any symptoms of disease during the 14-day experimental
period, indicating that this strain is completely attenuated for viru-
lence. Bacteriological and PCR analysis of caecum samples taken from
each hamster post mortem confirmed that the only infecting strain of
C. difficile was, indeed, the strain administered in every case, thus
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and the three mutants A2B1, A1B2 and A2B2 were used in cell culture assays
to measure cytotoxicity. HT29 cells (a) and Vero cells (b) were cultured to a flat
monolayer before adding C. difficile supernatants in fourfold dilutions series.
After a 24-h incubation, toxin end-point titres were determined. Data represent
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Figure 3 | Virulence of C. difficile strains in hamsters. a, b, Groups of eight
hamsters were challenged with C. difficile 630Derm (A1B1), or one of the toxin
mutant strains, A1B2, A2B1 or A2B2. a, Colonization of Golden Syrian
hamsters by each strain is presented as time from inoculation to colonization in
days (n 5 8). b, Time from colonization to death. The duration of the
experiment was set at 14 days (n 5 8).
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ruling out any possibility of cross-contamination between cages or
contamination from the environment (Supplementary Fig. 1).

In conclusion, it is clear that both toxin A and toxin B have an
important role in C. difficile infection, because here we have shown
that strains that produce either toxin on its own or both toxins together
are virulent. It is pertinent to question why we found that an A1B2

strain of C. difficile was virulent; a result that is in direct contrast with a
similar study published recently4. This discrepancy may have arisen
owing to inherent differences between the hamsters used in each study.
However, perhaps more probable is that there is one or more key
differences between the strains of C. difficile studied. Although both
strains are erythromycin-sensitive derivatives of strain 630 (refs 10,
11), they were isolated independently through serial sub-culture8,12.
Therefore, either strain could have acquired one or more secondary
mutations, which may affect the action of either one or both of the
toxins. However, it is notable that our findings accord with those of
previous studies that have suggested a role for both toxin A and toxin B
in C. difficile infection3,13–15. Moreover, given that the human colon is
the principal site of pathology in patients infected with C. difficile, it
stands to reason that an A1B2 strain of C. difficile is virulent in vivo, as
it is toxin A that shows the greatest cytotoxicity towards laboratory-
cultured HT29 cells. It is important to note that inherent variability
exists between the toxins of some C. difficile strains, particularly in the
case of toxin B16–19. In practical terms, this means that the toxins from
different strains can vary in enzymatic activity (that is, different
GTPase substrates may be glucosylated) and/or host-cell specificity.
Consequently, it is not appropriate to over-interpret our findings and
make general conclusions about the toxins produced by all toxigenic
strains of C. difficile. Nonetheless, our results clearly demonstrate that
a strain of C. difficile producing either toxin A or toxin B alone may be
virulent and thus we have re-established the importance of both toxins
in C. difficile infection.

It is interesting to note that a number of clinical cases of C. difficile
infection have been attributed to naturally occurring A2B1 strains20,21,
but that there have been no reports of naturally occurring A1B2

isolates until now. This would suggest that A1B2 strains do not exist,
but it may also be an artefact of routine diagnostic testing practices.
Either way, our results show that A1B2 strains may be virulent and
even if they do not exist in nature already, they may yet evolve.
Consequently, it is imperative that both toxin A and toxin B continue
to be considered in routine diagnostic settings and in the development
of effective countermeasures against C. difficile.

METHODS SUMMARY
Mutants were constructed from the parental strain C. difficile 630Derm8 using the
ClosTron system5,6. The retargeted plasmids pMTL007C-E2::Cdi-tcdA-1584s,
pMTL007C-E2::Cdi-tcdB-1511a and, for the double mutant, pMTL007S-
C7::Cdi-tcdA-1584s were transferred into C. difficile via conjugation. The single
ClosTron mutants were isolated on erythromycin plates. The double mutant was
isolated on thiamphenicol plates.

For cytotoxicity assays, the four strains were grown overnight in 5 ml TY (3% w/
v bacto-tryptose, 2% w/v yeast extract and 0.1% w/v thioglycolate, adjusted to pH
7.4) under anaerobic conditions as previously described22. The cell densities were
standardized before centrifugation and filtration. Supernatants were diluted in a
fourfold series and 20ml of dilutions were added onto monolayers of Vero and
HT29 cells preincubated in 96-well plates for 48 h (at 37 uC, 5% CO2). Cytotoxicity
was recorded after 24 h. Statistical analysis was performed using one-way ANOVA
tests. For the neutralization assay, appropriate dilutions of supernatants were pre-
incubated with a suitable concentration of anti-TcdA or anti-TcdB serum (poly-
clonal, tgcBIOMICS) for 1 h at 37 uC and then added onto cell monlayers of Vero
and HT29 cells as described earlier and evaluated after 24 h. Golden Syrian ham-
sters were dosed with clindamycin (30 mg kg21) 5 days before being infected orally
with 100 spores each. Hamsters were monitored for signs of infection (including
weight loss, behavioural changes and wet tail) and killed when the end point was
met. Faecal pellets were collected daily and plated to confirm the presence or
absence of C. difficile. Caecum samples were homogenized, plated and C. difficile
counts obtained. PCR was performed to determine the C. difficile genotype iso-
lated from all samples. See Supplementary Information for PCR results.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Strains and growth conditions. Strains used in this study were Escherichia coli
TOP10 (Invitrogen) as a cloning host, E. coli CA434 (ref. 23) as a conjugal donor
and C. difficile 630Derm (ref. 8) and mutants. All strains were stored at 280 uC
stocks on arrival and have been maintained as frozen stocks ever since. E. coli
cultures were grown on Luria Bertani medium, aerobically, at 37 uC and shaking if
liquid unless stated otherwise. C. difficile cultures were grown in supplemented
brain heart infusion medium (BHIS)24 or TY25, anaerobically, 37 uC in an anaer-
obic workstation (D. Whitley). Antibiotics were used at the following concentra-
tions where appropriate: chloramphenicol (25mg ml21 or 12.5mg ml2),
thiamphenicol (15mg ml21), spectinomycin (250mg ml21 or 750mg ml21), ery-
thromycin (2.5mg ml21), D-cycloserine (250mg ml21) and cefoxitin (8mg ml21).
Molecular biology techniques. Qiagen mini prep kits were used to purify plas-
mids. Genomic DNA was obtained by phenol-chloroform extraction. Digests,
PCRs and DNA purification were all done according to general protocols26.
DNA sequencing was performed by Geneservice.
Construction and characterization of mutants. The C. difficile single-mutant
strains A2B1 and A1B2 were made using ClosTron technology as described
previously5,6. The A2B2 double-mutant strain was made from the A1B2 mutant
using a catP-based ClosTron using the ‘pseudo-suicide’ vector principle as
described elsewhere25. The following retargeted plasmids, pMTL007C-E2::Cdi-
tcdA-1584s, pMTL007C-E2::Cdi-tcdB-1511a and, for the double mutant,
pMTL007S-C7::Cdi-tcdA-1584s were used. To verify the correct insertions, the
primers used for tcdA were: Cdi-tcdA-F2 (59-TCAATTGACAGAACAAGAAAT
AAATAGTCTATGGAGC-39) and EBS universal5, and Cdi-tcdA-R2 (59-TAC
CCCATTGTCTTCAGAAAGAGATCCACC-39) and ErmRAM-R (59-ACGCG
TGCGACTCATAGAATTATTTCCTCCCG-39); and for tcdB they were: Cdi-
tcdB-F1 (59-TGATAGTATAATGGCTGAAGCTAATGCAGATAATGG-39)
and ErmRAM-R, and Cdi-tcdB-R1 (59-CTTGCATCGTCAAATGACCATAA
GCTAGCC-39) and EBS universal.
Southern blotting. Mutants were verified by Southern blot using an intron-spe-
cific probe. Two micrograms of genomic DNA were digested with EcoRV (NEB)
overnight. The blot was carried out using a DIG high prime labelling and detection
kit (Roche) according to the manufacturer’s instructions.
Western blotting. Supernatants from 96-h cultures, grown anaerobically in TY,
were concentrated eightfold by chloroform-methanol precipitation. Proteins were
standardized and run on Tricine gels 10–20% (Invitrogen) and transferred onto
nitrocellulose membrane. The membranes were blocked with milk powder and
then incubated with mouse monoclonal anti-TcdA antibody TTC8 and mouse
monoclonal anti-TcdB antibody 2CV (tgcBIOMICS) respectively, followed by
protein A conjugated with horseradish peroxidase (protein A–HRP) (Sigma).
The ECL western blot detection kit from Amersham was used according to the
manufacturer’s instructions.
Cell toxicity assays. The four strains were grown overnight in 5 ml TY under
anaerobic conditions as previously described22, then the cell density was standar-
dized, the cells centrifuged and supernatants filtered. Supernatants were diluted in
a fourfold series and 20ml of dilutions were added onto monolayers of Vero and
HT29 cells preincubated in 96-well plates for 48 h (at 37 uC, 5% CO2). Cytotoxicity
was recorded after 24 h. For the neutralization assay, appropriate dilutions of

supernatants were pre-incubated with a suitable concentration of anti-TcdA or
anti-TcdB serum (polyclonal, tgcBIOMICS) for 1 h at 37 uC. These were then
added to Vero and HT29 cells, which were evaluated after 24 h.

Vero and HT29 cells were grown in DMEM or McCoy’s 5A, respectively, with
10% v/v fetal calf serum and 1% v/v penicillin-streptomycin at 37 uC, 5% CO2 until
confluent. Cells were detached using trypsin and seeded into 96-well plates at a
density of approximately 2 3 105 cells ml21. All assays were carried out in triplic-
ate. GraphPad Prism was used for statistical analysis. Significant differences were
assessed using one-way ANOVA tests.
qRT–PCR. The qRT–PCR was carried out as described previously4.
Hamster infection model. We used a block design with final group sizes of eight
animals. Female Golden Syrian hamsters (100–130 g) were housed singly in indi-
vidually ventilated cages. Each hamster was dosed with clindamycin (30 mg kg21)
5 days before being infected orally with 100 spores each. Hamsters were monitored
for signs of infection and killed when the end point was met. The hamsters were
handled individually in a microbiological safety cabinet. In line with UK Home
Office requirements to reduce animal suffering, an alternative to death was used as
the end point. Animals were monitored 3–4 times per day following infection and
were assessed for several parameters including presence and severity of diarrhoea,
weight loss, level of activity, starey coat, sunken eyes, hunched posture and res-
ponse to stimulus. A scoring system based on severity of changes observed (ran-
ging from 0–3 for each parameter) was used to quantify changes in the condition of
the animals, which were euthanized when a pre-determined cumulative value was
reached.

Faecal pellets were collected daily and plated to determine the presence of
C. difficile. Caecum samples from each hamster were homogenized, plated and
C. difficile counts obtained. PCR was performed to determine the genotype of each
strain recovered from hamsters. Faecal and caecum samples were plated on fruct-
ose agar (C. difficile agar base, Oxoid) with cycloserine cefoxitin, taurocholate,
tetracycline and amphotericin to select for C. difficile. The following primer sets
were used to authenticate the various strain genotypes: oligonucleotides 3800 and
10050 (ref. 8) to confirm the cells were derived from C. difficile 630Derm, oligo-
nucleotide primers Cdi-tcdA-F2 (59-TCAATTGACAGAACAAGAAATAAAT
AGTCTATGGAGC-39) and Cdi-tcdA-R2 (59-TACCCCATTGTCTTCAGAA
AGAGATCCACC-39) to distinguish between the toxin A insertional mutants
and wild type, and the primers Cdi-tcdB-F1 (59-TGATAGTATAATGGCTGAAG
CTAATGCAGATAATGG-39) and Cdi-tcdB-R1 (59-CTTGCATCGTCAAA
TGACCATAAGCTAGCC-39) to distinguish between the toxin B insertional
mutation and wild type. A figure showing annealing of the primers and gel pictures
can be found in Supplementary Information.

23. Williams, D. R., Young, D. I. & Young, M. Conjugative plasmid transfer from
Escherichia coli to Clostridium acetobutylicum. J. Gen. Microbiol. 136, 819–826
(1990).

24. Sorg, J. A. & Sonenshein, A. L. Bile salts andglycine as cogerminants for Clostridium
difficile spores. J. Bacteriol. 190, 2505–2512 (2008).

25. Cartman, S. T. & Minton, N. P. A mariner-based transposon system for in vivo
random mutagenesis of Clostridium difficile. Appl. Environ. Microbiol. 76,
1103–1109 (2010).

26. Sambrook, J. & Russell, D. W. Molecular Cloning: A Laboratory Manual (Cold Spring
Harbor Laboratory Press, 2001).
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Asterless is a scaffold for the onset of centriole
assembly
Nikola S. Dzhindzhev1*, Quan D. Yu1*, Kipp Weiskopf1{, George Tzolovsky1, Ines Cunha-Ferreira1,2, Maria Riparbelli3,
Ana Rodrigues-Martins1,2, Monica Bettencourt-Dias2, Giuliano Callaini3 & David M. Glover1

Centrioles are found in the centrosome core and, as basal bodies, at
the base of cilia and flagella. Centriole assembly and duplication is
controlled by Polo-like-kinase 4 (Plk4): these processes fail if Plk4
is downregulated and are promoted by Plk4 overexpression1–7.
Here we show that the centriolar protein Asterless (Asl; human
orthologue CEP152) provides a conserved molecular platform,
the amino terminus of which interacts with the cryptic Polo box
of Plk4 whereas the carboxy terminus interacts with the centriolar
protein Sas-4 (CPAP in humans). Drosophila Asl and human
CEP152 are required for the centrosomal loading of Plk4 in
Drosophila and CPAP in human cells, respectively. Depletion of
Asl or CEP152 caused failure of centrosome duplication; their
overexpression led to de novo centriole formation in Drosophila
eggs, duplication of free centrosomes in Drosophila embryos, and
centrosome amplification in cultured Drosophila and human cells.
Overexpression of a Plk4-binding-deficient mutant of Asl pre-
vented centriole duplication in cultured cells and embryos.
However, this mutant protein was able to promote microtubule
organizing centre (MTOC) formation in both embryos and
oocytes. Such MTOCs had pericentriolar material and the centrio-
lar protein Sas-4, but no centrioles at their core. Formation of such
acentriolar MTOCs could be phenocopied by overexpression of
Sas-4 in oocytes or embryos. Our findings identify independent
functions for Asl as a scaffold for Plk4 and Sas-4 that facilitates self-
assembly and duplication of the centriole and organization of peri-
centriolar material.

To characterize how Plk4 controls centriole duplication we began by
identifying its interacting proteins. We first generated a stable
Drosophila cell line expressing Plk4 fused to Protein A (PrA–Plk4)2.
Following the affinity purification of PrA–Plk4 we identified co-puri-
fying proteins by mass spectrometry that included components of the
SCF ubiquitin protein ligase complex and several centriole/centro-
some components of which Asl had the highest Mascott score
(Supplementary Fig. 2a). We and others previously showed that the
stability of Plk4, and thereby the extent of centriole duplication and
centrosome numbers, are under the control of SCF2,5. The Asl–Plk4
interaction was of particular interest because Asl was recently found to
be a constitutive centriole component important for stabilizing the
pericentriolar material (PCM) at the centrosome and for centrosome
duplication8–10. We first confirmed that Asl and Plk4 could associate by
transiently transfecting cells stably expressing either PrA–Plk4 or PrA
alone with Asl tagged on either its N or C terminus with GFP (GFP–
Asl or Asl–GFP). We pulled down PrA and its associated proteins on
immunoglobulin beads and screened for GFP by immunoblotting.
This confirmed that PrA–Plk4 could interact with both GFP fusions
of Asl but not with GFP alone or the GFP-tagged centromeric protein
CID (Supplementary Fig. 2b). To test whether Asl and Plk4 interact
directly, we produced 35S-labelled Asl protein by coupled transcrip-
tion–translation and asked whether it could form a complex with Plk4

produced in bacterial cells. The labelled Asl protein specifically assoc-
iated with Plk4–GST but not with GST alone, indicative of a direct
interaction (Supplementary Fig. 2c). We then expressed fragments of
Asl by coupled transcription–translation and used these to narrow the
region that could bind Plk4. In this way we mapped the interaction
sites to the N-terminal 300 amino acids of Asl (Fig. 1a and Sup-
plementary Fig. 3) and in analogous reciprocal experiments to residues
376–525 of Plk4 (Fig. 1a and Supplementary Fig. 4). We further
demonstrated that bacterially expressed residues 376–525 of Plk4
fused to MBP, but not MBP alone, could efficiently bind the N-
terminal 400 residues of Asl immobilized on beads (Supplementary
Fig. 2d), confirming that the interaction is direct. Thus, Asl interacts
with Plk4 within two complete coiled-coil regions from the six pre-
dicted within its length. The Plk4 interacting segment encompasses its
cryptic Polo box, the motif present in Plk4 orthologues but not other
members of the Plk family.

To establish the functional significance of this interaction, we gen-
erated cells expressing a Asl–GFP fusion from the constitutive Act5C
promoter in which GFP-tagged Asl localized to centrioles both in
interphase and mitosis (Supplementary Fig. 5a). This Asl–GFP fusion
protein was able to rescue Asl depletion by UTR-directed RNA inter-
ference (RNAi) (Supplementary Fig. 6a). Notably, cells constitutively
overexpressing Asl–GFP (Supplementary Fig. 5c) had supernumerary
centrosomes of normal ultrastructure (Fig. 1b and Supplementary
Fig. 5b). We also examined centrosome numbers after induction of
Asl from the metallothionein promoter in cells arrested in S phase.
Control Drosophila cells show no increase in centrosome number
under such conditions because of a block to reduplication. Notably,
induction of Asl expression in S-phase-arrested cells led to an increase
in centrosome number (Supplementary Table 1) to a similar extent to
downregulation of Slimb F-box protein known to stabilize Plk4 (ref. 5).
This suggested that overexpression of Asl can phenocopy Plk4 over-
expression in driving centrosome amplification.

We then depleted Asl from cultured Drosophila cells by RNAi and
asked how this might affect sub-cellular localization of Plk4 and
centrosome number. Consecutive treatments with asl double-stranded
RNA (dsRNA) led to a marked loss of centrosomes comparable in
extent to Plk4 depletion (Fig. 1c) but at a lower rate (Supplementary
Fig. 5d), consistent with recent reports demonstrating a requirement
for Asl for centriole duplication in Drosophila9,10. We then performed
3–6-day depletions of Plk4 and Asl in cell lines expressing tagged Asl
and Plk4, respectively. After such Plk4 RNAi, all residual single-
centrosome-containing cells displayed a robust Asl–GFP signal (data
not shown). In contrast, depletion of Asl to 27.5% of wild-type levels
resulted in a marked effect of Plk4 delocalization from centrosomes
(Fig. 1d) without affecting Myc–Plk4 stability (Fig. 1d). In contrast,
depletion of Asl to similar levels did not affect the association of other
centriolar proteins—Sas-4, Bld10 or CP110 (Supplementary Fig. 7)—
and gave a slight reduction of c-tubulin levels (Supplementary Fig. 8).

1Cancer Research UK Cell Cycle Genetics Group, University of Cambridge,Departmentof Genetics, Downing Street, Cambridge CB2 3EH, UK. 2InstitutoGulbenkiande Ciencia, Oeiras P-2780-156,Portugal.
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These results indicate a specific role of Asl in recruiting/stabilizing Plk4
at Drosophila centrosomes, thus ensuring their correct duplication.

We previously showed that Plk4 overexpression leads to autonom-
ous centrosome amplification at the expense of spindle formation in

Drosophila embryos and de novo centriole formation in unfertilized
eggs4. We therefore asked whether Asl overexpression would have
similar consequences by triggering expression of an inducible asl
transgene in the female germ line. In contrast to the geometric increase
in spindles in wild-type embryos, Asl overexpression led to reduced
numbers of spindles and increasing numbers of free centrosomes with
c-tubulin at their core (Fig. 2a). As was also seen after Sas-6 over-
expression in embryos11, the few spindles that developed often had
broad poles and multiple centrosomes. The proportion of embryos
with multiple (more than 50) spindles initially increased but then
diminished, whereas free centrosomes continued to increase (Fig. 2b
and Supplementary Fig. 9b). Supernumerary free microtubule asters
also formed in unfertilized Asl-overexpressing eggs, but their appear-
ance and duplication was delayed relative to embryos (Fig. 2b and

Asl-binding

amino acids 376–525

KD CPB PB1 769

600
3001

301
601 769

326
351

376
401

426
451

476
501

526
551

600
600
600
600
600
600

700
700
700
700

301
301
301
301
301
301

450
475

500
525

550
575

Plk4
a

Plk4-binding

amino acids 1–300
Asl

CC1 994

994

994
994
994
994
994

1
1
1
1

1

800
600

400
200

701
501

301
101

1 400

901

350
300

250
200

1
1
1
1

400
400
400
400
400

600351
301

251
201

151
101

23

75

50

25

18

44 38

12

<2 centr.
2 centr.
>2 centr.

Control Asl–GFP

65

b Control Asl–GFP

D
-P

lp

Control RNAi Plk4 RNAi asl RNAi
c

100

75

50

25
24

49

27

99
83

8 9
0.3

0.7

<2 centr.
2 centr.
>2 centr.

Control RNAi Plk4 RNAi asl RNAi

Asl

Myc–Plk4

α-Tub

100

75

50

25

89

10

Robust
Very weak
No localization

Control RNAi asl RNAi

29

69

1 2

d D-Plp Myc–Plk4

Robust localization

C
o

n
tr

o
l 
R

N
A

i

Very weak No localization

as
l R

N
A

i

D-Plp Myc–Plk4 D-Plp Myc–Plk4

P
e
rc

e
n

ta
g

e
P

e
rc

e
n
ta

g
e

P
e
rc

e
n
ta

g
e Contro

l R
NAi

asl R
NAi

D
-P

lp

Figure 1 | Asl recruits Plk4 to centrosomes for centriole duplication.
a, Schematic of interaction sites between Asl and Plk4. (See also Supplementary
Figs 2–4.) Fragments able to interact are green; minimal identified binding
regions, red. CC, coiled-coil; CPB, cryptic Polo box; KD, kinase domain; PB, polo
box. b, Asl overexpression leads to centrosome amplification. Left: control cells
and cells stably expressing Asl–GFP stained with anti-D-Plp antibody. Right:
percentage of cells with ,2, 2 and .2 centrosomes. Means with s.d. bars for two
experiments (n 5 300–500) are shown. (See also Supplementary Fig. 5a–c.)
c, Depletion of Asl leads to centrosome loss. Left: D.Mel-2 cells treated with
control, Plk4 and asl dsRNA and stained with anti-D-Plp. Right: cells scored as in
b. (See also Supplementary Fig. 5d.) d, Asl recruits Plk4 to centrioles. Top: Myc–
Plk4 (red) is delocalized from centrosomes (D-Plp, green) after 4-day depletion
of Asl. Bottom left: percentage of cells with robust, very weak or absent Plk4 on
centrosomes after control or asl RNAi. Mean values of three experiments with
s.d. bars (n $ 200 cells) are shown. Bottom right: immunoblot showing that
Myc–Plk4 protein stability is not affected by Asl depletion. Scale bars, 10mm.
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Figure 2 | Asl overexpression causes de novo formation and amplification
of centrioles. a, Wild-type (WT) embryos (top) show a geometric increase in
mitotic figures (a-tubulin, green; DNA, blue; c-tubulin, red). Embryos (middle)
or unfertilized eggs (bottom) overexpressing Asl show restricted spindles and
increasing numbers of free centrosomes (arrows in magnified images). Scale
bars, 50mm; 10 mm in magnified images. b, Numbers of free asters in a surface
area of 8,400mm2 in wild-type and Asl overexpressing eggs and embryos.
Values are means of 15 eggs/embryos scored 6 s.d. (See also Supplementary
Fig. 9.) c, Free centrioles from Asl overexpressing eggs and embryos have
normal ultrastructure by EM. Scale bar, 2.5mm; in the insets, 0.15mm; in
magnified images, 0.1mm. For eggs, 69 centrioles were analysed (23 in cross-
section); for embryos, 93 centrioles were analysed (36 in cross-section).
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Supplementary Fig. 9a). Such free asters are never observed in wild-
type eggs or embryos. The kinetics of centrosome production were
slower than in embryos or eggs overexpressing Plk4 but similar final
numbers were attained. Centrioles in Asl-overexpressing eggs or
embryos had normal morphology (Fig. 2c). Thus, like Plk4, Asl
overexpression can drive both de novo formation and duplication of
centrioles.

To determine whether Asl is also required for de novo centriole
formation in cultured cells, we first carried out 15 days (5 rounds) of
Plk4 RNAi treatment so that virtually all cells have lost their centro-
somes4 (Supplementary Fig. 10). Subsequent overexpression of GFP–
Plk4 (but not GFP alone) generated multiple centrioles in many cells
within 24–48 h. This Plk4-induced centriole biogenesis was entirely
suppressed when Asl was pre-depleted. Thus, although Asl seems to
function upstream of Plk4 in centriole biogenesis, the consequences of
its depletion cannot be rescued by increasing the amount of the kinase.
This suggests that Asl may provide a platform for centriole de novo
formation, onto which Plk4 and possibly its substrates are loaded to
trigger downstream events.

To understand the function of the interaction between Asl and Plk4,
we designed an Asl mutation to render it incapable of binding the
kinase. This involved deleting residues 24–55 to generate a variant
protein, Asl-M1, that was not pulled down with Plk4–GST
(Supplementary Fig. 11). Loss of Plk4 binding was further confirmed
in vitro (Supplementary Fig. 12a) and in vivo (Supplementary Fig.
12b). Transiently expressed Asl-M1–GFP could associate with centro-
somes in the presence or absence of endogenous Asl (Supplementary
Fig. 12c), indicating that the mutation did not affect its normal local-
ization. However, in contrast to the robust centriolar localization of
Myc–Plk4 when expressed alone or together with exogenous wild-type
Asl–GFP, Myc–Plk4 showed little or no centriolar localization when
co-expressed with Asl-M1–GFP (Fig. 3a). This was enhanced upon
depletion of endogenous Asl. Accordingly, stable expression of Asl-
M1–GFP from the Act5C promoter led to significant centrosome loss
(Fig. 3b). Thus, expression of an Asl variant no longer able to bind Plk4
has a dominant-negative effect upon centrosome duplication in cul-
tured Drosophila cells. We were therefore surprised that overexpression
of Asl-M1 in embryos and unfertilized eggs led to multiple free MTOCs
(Fig. 3c). However, these MTOCs were irregular in shape, size and
spatial distribution, frequently showing ‘strings’ of c-tubulin (arrows
in Fig. 3c). Electron microscopy revealed that these MTOCs did not
have centrioles at their cores (Fig. 3c) but instead amorphous, electron-
dense material reminiscent of PCM (Supplementary Fig. 12d).

The above observations suggested that although it was unable to
bind Plk4, Asl-M1 was still able to bind other centriolar/pericentriolar
components. We therefore expressed and purified PrA-tagged Asl
with its associated proteins and, in addition to Plk4, identified Sas-4
as a member of the resulting complex. Using a similar strategy to the
one we used to examine Asl–Plk4 interactions (Supplementary Fig.
13), we found that residues 648–995 of Asl could interact directly with
residues 101–650 of Sas-4 (Fig. 3d). We then found that Sas-4 was
associated with the MTOCs resulting from overexpression of Asl-M1
(Supplementary Fig. 14). It has already been shown that Sas-4 over-
expression in unfertilized eggs leads to multiple MTOCs, but their
ultrastructure was never examined7. Electron microscopy revealed that
such supernumerary MTOCs were similar to those formed upon Asl-
M1 overexpression and had no centrioles at their core (Fig. 3e). Thus,
either overexpression of Sas-4 or an Asl variant able to bind Sas-4 but
not Plk4 both promote assembly of acentriolar MTOCs.

Finally, we examined the interactions of the human counterpart of
Asl, CEP152, and found the same partners. The N-terminal part of
CEP152 could bind the cryptic Polo box of human PLK4 and its C-
terminal part could bind to the N-terminal part of CPAP, orthologue
of Sas-4 (Fig. 4a and Supplementary Fig. 15). We tested the functional
requirements for CEP152 in U2OS cells where centrioles continue
to replicate after treatment with the DNA polymerase a-inhibitor

aphidicolin (Fig. 4b). After knockdown of either CEP152 or PLK4
by RNAi, the number of cells accumulating supernumerary centro-
somes in an S-phase block was less than half that of control cells (Fig.
4b). Conversely, when we overexpressed either CEP152 or PLK4, this
led to an increased number of centrosomes per cell (Fig. 4c). After
CEP152 RNAi treatment, the great majority of cells showed markedly
reduced or absent CEP152 and CPAP at centrosomes (Fig. 4d).
Notably, centrosomes persisted and contained c-tubulin and centrin
3, even in the apparent absence of CEP152 and CPAP. There was little
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Figure 3 | Overexpression of Asl-M1 mutant or the Asl interactor Sas-4
leads to loss of centrioles. a, Asl-M1 (see Supplementary Figs 11 and 12)
prevents recruitment of Plk4 to centrioles. Left: cells stably expressing both Asl-
WT–GFP and Myc–Plk4 or Asl-M1–GFP and Myc–Plk4 stained to reveal Myc
(red) and D-Plp (green). Scale bar, 10mm. Right: cells scored as in Fig. 1d.
Means of two experiments with s.d. bars (n $ 200 cells) are shown.
b, Expression of Asl-M1 leads to centrosome loss. Left: cells from GFP, Asl-
WT–GFP or Asl-M1–GFP cell lines stained for D-Plp. Scale bar, 10mm. Right:
cells scored as in Fig. 1c. Means of two experiments with s.d. bars (n $ 200 cells)
are shown. c, Asl-M1 overexpression in embryos and eggs induces formation of
centriole-free irregular microtubule asters with abnormal c-tubulin aggregates
(arrows), left. Scale bar, 50mm; high magnification, 10mm. Right: EM sections
of asters from embryo (top) and egg (bottom) expressing Asl-M1 showing
nucleation of microtubules (arrows) from amorphous, PCM-like masses. Scale
bars, 1mm. d, Schematic of interacting regions in Asl and Sas-4 (see
Supplementary Fig. 13). e, Left: Sas-4 overexpression in embryos and eggs
(latter not shown) causes formation of supernumerary acentriolar disorganized
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monochrome). Scale bar, 10mm. Right: electron micrograph of such an
acentriolar aster (microtubules indicated by arrows). Scale bar, 1mm.
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effect, however, on the centrosomal levels of PLK4 (Fig. 4d and Sup-
plementary Fig. 16). Thus, although the physical interactions of
CEP152/Asl with these two partners have been strongly conserved,
the recruitment dependencies of Plk4 and Sas-4/CPAP differ between
human and Drosophila cells.

Our study provides an example of an interaction with Plk4’s cryptic
Polo box. The three-dimensional structure of the Polo box (PB)
domain of Plk4 (ref. 12) indicated that its mode of binding to partners
was likely to differ from that of Polo/Plk1. The double PB of the latter
clamps onto its targets, the majority of which first undergo priming
phosphorylation13–16. The interaction of Plk4’s single cryptic PB with
Asl seems unlikely to require a clamping mechanism and our data
indicate that it occurs independently of phosphorylation, although it
remains possible that phosphorylation might modulate the inter-
action. In Drosophila cells, Plk4’s interaction with Asl is responsible
for its recruitment to the centrosome. In human cells, PLK4 still loca-
lizes to centrosomes in the absence of CEP152, indicating that in these
cells it has alternative mechanisms of associating with either centrioles
or PCM. Although the recruitment dependencies may have diverged,
we suggest that Asl/CEP152 is a molecular scaffold facilitating asso-
ciation of two molecules that regulate centriole formation: Plk4 and
Sas-4 (Supplementary Fig. 1). Such an association might be required
for Plk4 to phosphorylate Sas-4/CPAP as was recently reported to
occur17. Although it seems likely that there are other Plk4 substrates
in the centriole or PCM, their identity is unclear. We have not been
successful in demonstrating robust phosphorylation of Drosophila Asl
by Plk4 in vitro, although we cannot rule out the possibility that Asl is,
under certain conditions, a Plk4 substrate. Our study focuses on
Drosophila cells where overexpression of Plk4 is insufficient for de
novo centriole formation in the absence of Asl and where expression
of an Asl variant unable to bind Plk4 prevents formation of centrioles.
Although unable to bind Plk4, Asl-M1 can still bind Sas-4, and can
drive formation of multiple MTOCs in the absence of centrioles. This
phenocopies the consequences of Sas-4 overexpression (Supplemen-
tary Fig. 1). Thus, either directly or indirectly, Asl and Sas-4 seem to be
able to recruit pericentriolar material components and so nucleate
cytoplasmic microtubules, consistent with recent reports8,10. Our
results demonstrate that Asl is a scaffold protein with mechanistically
separable roles in both centriole formation and PCM recruitment.

METHODS SUMMARY
pUASp-Asl and pUASp-Asl-M1 transgenic flies were generated by BestGene Inc.
Expression in the female germ line was driven by V32-gal4 or poly-ubiquitin (pUb)
promoters. All cloning used Gateway technology (Invitrogen). Drosophila D.Mel-2
cells (Invitrogen) were transfected using Cellfectin (Invitrogen) and stable cell lines
were generated by Blasticidin selection (20mg ml21). For RNAi, 1 3 106 cells were
transfected with 20mg of dsRNA using Transfast (Promega). For mutagenesis the
QuikChange II XL Site-Directed Mutagenesis Kit (Stratagene) was used. S-phase
arrest of D.Mel-2 cells was as described8. Asl antibody was raised in rabbits against
entire Asl protein. Other antibodies used are as follows: YL1/2 (Oxford Bioscences);
GTU88 (Sigma); AK-15 (Sigma); centrin 3 (Santa Cruz); centrin 1 (Sigma, C7736);
CEP152 (Bethyl Laboratories, A302-480A); rat anti-mouse-Plk4 (P. Coelho,
unpublished reagent); rabbit anti-CPAP (from Pierre Gönczy); D-PLP7; anti-Myc
(clone 9E10, Abcam); DM1A (Sigma); anti-GFP (Roche, 11814460001); DSas-4
(from J. Raff); Bld10 (from T. Megraw); rabbit anti-CP110 (G. Mao, unpublished
reagent). Secondary antibodies were conjugated with Rhodamine Redex, FITC
(Sigma), Alexa Fluor 488 and 594 (Invitrogen), CY5 and peroxidase (Jackson
Immunochemicals). Protein A affinity purification was as described18. In vitro
binding assays were carried out with 35S-methionine-labelled proteins made from
plasmid or PCR-generated DNA templates using the TNT T7 Quick Coupled
Transcription/Translation System (Promega). These were applied equally to
MBP/GST-tagged bait and MBP/GST alone as negative controls. U2OS cells were
transfected using Oligofectamine (Invitrogen) for siRNA and either FuGENE HD
(Roche) or Lipofectamine 2000 (Invitrogen) for plasmid DNA.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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Figure 4 | CEP152 interacts with human PLK4 and CPAP and controls
centrosome duplication in human cells. a, Schematic of interactions between
CEP152, human PLK4 and CPAP (see Supplementary Fig. 15). b, CEP152
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METHODS
Flies and husbandry. pUASp-Asl and pUASp-Asl-M1 transgenic flies were gen-
erated by BestGene Inc. Expression in the female germ line was driven by V32-gal4
or poly-ubiquitin promoters. OreR stocks were used as wild-type flies. pUASp-Asl
and pUASp-AslM1 embryos were fertilized by OreR males. All flies were reared
according to standard procedures and maintained at 25 uC.
Constructs. Drosophila expression vectors were made using the Gateway techno-
logy (Invitrogen). Full-length Asl (clone GH02902) and Plk4 (clone RE70136),
and fragments of Asl and Plk4, were cloned by recombination of PCR products
into the pDONR221 vector (Invitrogen). The same sequences were then recom-
bined into the relevant destination vectors for expression in fusion with protein A,
GFP, or Myc, at the N or C terminus, and under the control of the Actin 5C, UASp,
or MT (Metallothionein) promoter. Bacterial expression constructs for GST and
MBP fusions of Asl and Plk4 were made using the following destination vectors:
pDEST24 (Invitrogen) and pKM59619 (Addgene plasmid 8837).
Cell culture, transfections, cell lines and RNAi. D.Mel-2 cells (Invitrogen) were
cultured in Express Five SFM medium (Invitrogen) supplemented with 1 mM
glutamine, penicillin and streptomycin. Transfections and selection of stable cell
lines were carried out as described20. For RNAi, 1 3 106 cells were transfected with
20mg of dsRNA using Transfast (Promega).

Production of dsRNA and transfections were performed as described3.
Templates used in PCR: GH02902 (Asl cDNA), RE70136 (Plk4 cDNA) and
pDEST24 (GST-full-length-CDS-containing vector, Invitrogen).
Primers used for dsRNA production were. Sak-F, 59-TAATACGACTCA
CTATAGGGAGAATACGGGAGGAATTTAAGCAAGTC-39, Sak-R, 59-TAAT
ACGACTCACTATAGGGAGATTATAACGCGTCGGAAGCAGTCT-39; GST-
F, 59-TAATACGACTCACTATAGGGAGAAAGGTGATAAATGGCGAAACA
AAA-39, GST-R, 59-TAATACGACTCACTATAGGGAGACAACATCAAGA
GCGTCATACAACA-39; Asl-F, 59-TAATACGACTCACTATAGGGAGAATG
AACACGCCAGGTATAAG-39, Asl-R, 59-TAATACGACTCACTATAGGGA
GATATTGGAGCACGTCTCTTT-39.

For the RNAi-based silencing of endogenous Asl, the following 59-UTR-39-
UTR hybrid 181-bp-long sequence was generated by Overlap Extension PCR:
59-TTGCCTACGAAAATAGCGCCTGCGCCTCGGAATTTATTTGAATTTGA
TGCTTGTGGCGTCCCCTTAGCCGAATGACTTAGGAAAATATATATATGT
ATATGTAGGTCTCTTTAGTGGGATATCGTTACTGCATGCACTGCCAAATT
GTCTAAACAAATAAAAGTCGCTGTACATTCCTAAA-39.
Site-directed mutagenesis. For the construction of Asl-M1–M5 mutants, the
following mutations in Asl cDNA (GH02902) or in the Asl-Entry clone were
introduced: Asl-M1 (deleting residues 24–55), Asl-M2 (deleting residues 101–
115), Asl-M3 (deleting residues 150–159), Asl-M4 (deleting residues 236–241),
Asl-M5 (deleting residues 273–296). We used the QuikChange II XL Site-Directed
Mutagenesis Kit (Stratagene). Primers used for Site-Directed Mutagenesis were:
Asl-M1-F, 59-AACATAAATTCTACACTGGACCGGAACACAATCGACTCG
ACGACGAAT-39, Asl-M1-R, 59-ATTCGTCGTCGAGTCGATTGTGTTCC
GGTCCAGTGTAGAATTTATGTT -39; Asl-M2-F, 59-GCCAACGAGATCG
AGATGCATCGCAACCAGGTGGCCAACGCTGCGCAC-39, Asl-M2-R, 59-
GTGCGCAGCGTTGGCCACCTGGTTGCGATGCATCTCGATCTCGTTGGC-39;
Asl-M3-F, 59-CGCGCCATTCGCGAGAAGCAGAACACGTGCTCCAATAAG
GACAGCGAT-39, Asl-M3-R, 59-ATCGCTGTCCTTATTGGAGCACGTGTTCT
GCTTCTCGCGAATGGCGCG-39; Asl-M4-F, 59-GCGCACCGAGCCCAGTCCGA
TCTTCAGATGAAGGATCAGCTTGATCGC-39, Asl-M4-R, 59-GCGATCAAGCT
GATCCTTCATCTGAAGATCGGACTGGGCTCGGTGCGC-39; Asl-M5-F, 59-CA
GTCTGGTCACGAAACAATGCTCAGTGCAAGACCCGATTTGCAGGCT-39, Asl-
M5-R, 59-AGCCTGCAAATCGGGTCTTGCACTGAGCATTGTTTCGTGACCAG
ACTG-39.
S-phase arrest experiment. For the S-phase arrest of D.Mel-2 cells we used the
same conditions as described previously5. In brief, control (non-transfected) and
cells stably expressing pMT-Asl–GFP were treated with 50mM CuSO4 to induce
expression of the transgene. Centrosome numbers in both cell lines were scored
every 24 h (day 0–5) in cycling cells and in S-phase arrest (induced by 10mM
aphidicolin and 1.5 mM HU, added 8 h after the induction with CuSO4).
Antibodies. For generation of rabbit anti-Asl serum, three regions of Asl, that
cover the entire protein length, were expressed in Escherichia coli as GST fusions
(Asl(1–300)–GST, Asl(301–647)–GST and Asl(648–995)–GST) and affinity puri-
fied. Immunizations were performed by Scottish National Blood Transfusion
Service with a mixture of the three Asl peptides. The anti-Asl antibody was used
for western blotting (1:2,000).

We used the following antibodies for immunofluorescence or western blotting: rat
anti-a-tubulin-YL1/2 (Oxford Bioscences, immunofluorescence 1:50); mouse anti-
c-tubulin-GTU88 (Sigma, immunofluorescence 1:25); rabbit anti-c-tubulin, AK-15
(Sigma, immunofluorescence 1:250); mouse anti-centrin 3 (Santa Cruz, immuno-
fluorescence 1:300); rabbit anti-centrin 1 (Sigma, C7736, immunofluorescence

1:400); rabbit anti-CEP152 (Bethyl Laboratories, A302-480A, immunofluorescence
1:2,500); rat anti-mouse Plk4 antibody (provided by P. Coelho, unpublished reagent,
immunofluorescence 1:4,000); rabbit anti-CPAP antibody (provided by P. Gönczy,
immunofluorescence 1:500); chicken anti-D-PLP4 (immunofluorescence 1:1,000),
mouse anti-Myc (clone 9E10 from Abcam, immunofluorescence 1:1000, western
blotting 1:5000), mouse anti-a-tubulin (clone DM1A Sigma, western blotting
1:5,000); mouse anti-GFP (Roche, 11814460001, immunofluorescence 1:600,
western blotting 1:500); rabbit anti-DSas-4 (immunofluorescence 1:750)21, rabbit
anti-Bld10 (immunofluorescence 1:1,000)22 and rabbit anti-CP110 (G. Mao, unpub-
lished reagent, immunofluorescence 1:750). Secondary antibodies used were con-
jugated with Rhodamine Redex, FITC (Sigma), Alexa Fluor 488 and 594
(Invitrogen), CY5 (Jackson Imunochemicals) and Peroxidase (Jackson Immuno-
chemicals). All secondary antibodies had minimal cross reactivity to other species.
Immunostaining and microscopy. Embryos and eggs from 4–5-day-old non-
virgin/virgin females were collected at 25 uC on agar plates. Agar plates were
changed every 15 min for four times to synchronize embryos and eggs before
collections. Embryos and eggs were collected according to different time points
as indicated. Embryos and eggs were dechorionated, washed and had their vitelline
membrane removed as described4. Embryos and eggs were fixed and stained as
described23. Mounting was in Vectashield (Vector laboratories) and TOTO-3
iodide (Invitrogen, 1:1,000) was used for DNA counterstaining.

Embryos and eggs were all analysed with a Zeiss LSM 510 Meta Lazer Scanning
Confocal Microscope with 633/1.4 oil objective and 203/0.5 Plan Apochromat
objectives. Images were acquired with the manufacture software LSM 510 Version
4.2. Images shown are the projections of optical sections.

D.Mel-2 cells were grown on coverslips (either pre-treated with concanavalin A
or without pre-treatment) for 4–6 h and fixed in cold methanol for 5 min. Blocking
(10% fetal calf serum), antibody incubations and washes were done in PBS 1 0.1%
Triton X-100. Cells were mounted in Vectashield with DAPI (Vector laboratories).
Microscopy was performed on a Carl Zeiss Axiovert 200M microscope with 633/
1.4 and 1003/1.4 Plan Apochromat objectives. Images were acquired with a
Photometrics Cool SNAP HQ camera and the image analysis software MGA
Biosystem Software Series 7.6.
Transmission electron microscopy. 2–3-h wild type and embryos/eggs overex-
pressing Asl or Asl-M1 were collected on small agar plates at 25 uC. Embryos and
eggs were dechorionated in 50% bleach and washed with distilled water.
Dechorionated embryos and eggs were incubated in a solution containing 1:1 ratio
of 25% glutaraldehyde in PBS and heptane for 3 min. Embryos and eggs were then
incubated in 2.5% glutaraldehyde in PBS for 30 min before the vitelline envelope
was removed with tungsten needles. The devitellinized embryos and eggs were
incubated in 2.5% glutaraldehyde overnight at 4 uC. The samples were washed in
PBS and post-fixed in 1% osmium tetroxide for 2 h at 4 uC. The samples were
dehydrated in graded alcohol series, embedded in an Epon-Araldite mixture and
polymerized at 60 uC for 48 h. Random and serial sections were cut with an LKB
Nova ultramicrotome. Sections were mounted on copper grids and stained with
uranyl acetate and lead citrate. The preparations were observed and photographed
with a Philips CM10 electron microscope.

Cells from the line stably expressing Act5-Asl–GFP were fixed in 2.5% glutar-
aldehyde in 0.1 M phosphate buffer (pH 7.2) overnight at 4 uC. Cells were washed
33 for 30 min in PBS after fixation. The cells were post-fixed with 1% OsO4 for 1 h
at 4 uC, washed first in PBS, then in distilled water. Cells were then dehydrated in a
graded series of ethanol and flat-embedded in a mixture of Epon and Araldite. The
samples were incubated at 60 uC for 2 days for polymerization. The samples were
then briefly immersed in liquid nitrogen and removed from the resin. Sections
were obtained with a LKB ultratome, stained with uranyl acetate and lead citrate,
and observed and photographed with a Philips CM10 electron microscope at
80 kV.
Western blotting. Standard procedures were used for western blotting. Total
protein extracts from tissue cultured cells were prepared by homogenizing cell
pellets in SDS–PAGE sample buffer, boiling for 5 min and spinning at high speed
to clear the lysate.
Protein A affinity purification and mass spectrometry. Protein A affinity puri-
fication was performed as described18. For identification of PrA–Plk4-interacting
proteins, PrA–Plk4 expression was induced in the pMT-PrA–Plk4 cell line by
adding CuSO4 to 100mM for 16 h. At the same time cells were treated with
10mM MG-132 to inhibit proteasomal degradation. Approximately 1.5–
2.0 3 109 cells were used to purify complexes. Cells were homogenized on ice in
10 ml cold Extraction Buffer (EB; 75 mM NaHEPES, 150 mM KCl, 2 mM MgCl2,
0.1% NP-40 substitute, 5 mM DTT, 2 mM EGTA, 5% glycerol, complete protease
inhibitors (Roche)). Lysates were clarified by centrifuging at 20,000g for 30 min in
a table-top centrifuge at 4 uC. Supernatants were transferred to new tubes and
incubated with 250ml magnetic Dynabeads M-270 Epoxy (Invitrogen, catalogue
number 143.01) conjugated to rabbit IgG (MP Biomedicals, catalogue number
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0855272). Samples were incubated on a rotating wheel for 4 h at 4 uC to allow the
complexes associated with the PrA-tagged bait to bind to the rabbit IgG. Beads
were washed a total of five times with EB and then proteins were eluted in 0.5 M
NH4OH. Protein samples were prepared for mass spectrometry by desiccation
using a Concentrator 5301 (Eppendorf). Dry protein pellets were submitted to the
Mass Spectrometry Laboratory at the Institute of Biochemistry and Biophysics
(Warsaw, Poland) for gel-free analysis.

For the PrA–Plk4–Asl–GFP co-immunoprecipitation experiment, cells (pMT-
PrA–Plk4 and pMT-PrA-alone stable cell lines) growing in 25 cm2 flasks were
transfected with constructs for the expression of GFP, CID–GFP, GFP–Asl and
Asl–GFP 3 days before harvesting. PrA and PrA–Plk4 expression was induced
with 100mM CuSO4 16 h before collection. MG-132 was not used in this experi-
ment. The CID–GFP construct and PMT–GFP construct that were used as con-
trols were provided by M. Przewloka and T. Takeda, respectively. Between 1.5–
3.0 3 107 cells were used for each purification. A volume of 30ml bead slurry of
IgG-coupled Dynabeads was used to bind PrA-associated complexes. A volume of
1 ml EB was used for washes. Complexes were dissociated from the beads using
Laemmli sample buffer. Samples were then analysed by western blot.
Expression and purification of GST- and MBP-tagged proteins from E. coli.
Standard procedures were followed. MBP and GST fusion proteins were expressed
in BL21 Star (DE3)pLysS E. coli cells (Invitrogen) by IPTG induction at 37 uC for
4 h. Bacterial cells were lysed by sonication and fusion proteins were purified onto
Amylose resin (New England Biolabs) or Glutathione sepharose 4b resin (GE
Healthcare) according to the manufacturers’ instructions. Wherever necessary,
proteins were eluted by D-maltose or reduced gluthatione according to manufac-
turers’ protocols. Note that purified Plk4–GST (as in Supplementary Fig. 2c) is not
full length. We were never able to purify any N- or C-terminal fusions of wild-type
Plk4 from bacteria that were full length, owing to extensive in vivo degradation.
Because the GST tag in this case in at the C terminus, we presume that in our Plk–
GST purifications Plk4 is truncated from its N-terminal kinase domain.

Recombinant full-length Asl-WT–GST and Asl-M1–GST are insoluble in
standard purification conditions, therefore we purified these under special ‘solu-
bilizing’ conditions using sarkosyl as described24.
Myc–Plk4–Asl–GFP co-immunoprecipitations. D.Mel-2 cell lines stably co-
expressing Act5C-Myc–Plk4 and Act5C-Asl-WT–GFP or Act5C-Myc–Plk4 and
Act5C-Asl-M1–GFP were lysed in extraction buffer (EB: 50 mM HEPES pH 7.5,
1 mM EGTA, 1 mM Mg2Cl, 1 mM DTT, 150 mM NaCl, 0.25% NP-40, complete
EDTA-free protease inhibitors (Roche)) by 3 3 30 s pulses with a Power Gen 125
homogenizer (Fisher Scientific) at power level 6. Approximately 1 3 107 cells were
used for each co-immunoprecipitation. Lysates were cleared by centrifugation
(20 min, 20,000g at 4uC) in a refrigerated bench-top centrifuge to obtain soluble
extracts. These were then applied to Protein-G-coupled Dynabeads (Invitrogen)
pre-bound with 6 mg of mouse anti-C-Myc antibody (clone 9E10 from Abcam).
After incubation for 1 h at 4 uC, beads were washed 5 3 5 min in EB and then
boiled in SDS–PAGE sample buffer and processed for western blotting.
In vitro binding assays. For mapping of the interaction regions in Asl and Plk4,
35S-methionine-labelled Asl and Plk4 fragments were produced by in vitro tran-
scription-translation (IVT) using the TNT T7 Quick Coupled Transcription/
Translation System (Promega) according to the manufacturer’s instructions. In
brief, either full-length cDNA-containing plasmids or PCR-generated linear frag-
ments of Asl and Plk4 (in both cases with an upstream T7 promoter) were used in
25ml labelling reactions. The upstream primers for the PCR fragments included T7
promoter, Kozak sequence and START codon, followed by an in-frame gene-
specific sequence: 59-GAATTAATACGACTCACTATAGGG-AGAGCCGCCA
CC-ATG-in-frame gene specific sequence-39. The downstream primers only
included an in-frame STOP-codon after the gene-specific sequence.

The 25-ml reactions were divided equally and used for two pull-downs each:
GST-only on beads (negative control) and either Plk4–GST or Asl(1–400)–GST
beads. Binding and washes were performed in the following buffer: 50 mM HEPES
pH 7.5, 1 mM EGTA, 1 mM Mg2Cl, 1 mM DTT, 150 mM NaCl, 0.1% Triton

X-100, complete EDTA-free protease inhibitors (Roche). Additionally, in the
binding reactions 0.5 mg ml21 BSA were added as blocking agent. After binding
(0.5–1 h at ambient temperature) and washes (4 3 5 min at ambient temperature),
the beads were boiled in SDS–PAGE sample buffer, separated on an acrylamide gel
and transferred onto nitrocellulose membranes. After developing the autoradio-
grams, signals were compared between experimental (Plk4–GST or Asl(1–400)–
GST) pull downs and GST-only control.

For direct-interaction assays with purified recombinant proteins, MBP and
MBP–Plk4(376–525) and also Asl-WT–GST and Asl-M1–GST were purified
and eluted from the resin as described above. Each of these proteins was then mixed
with beads bound to GST and Asl(1–400)–GST (and in the case of Asl-WT/M1–
GST to PrA–Plk4 on IgG-Dynabeads). Binding and washes were performed exactly
as for the IVT-produced fragments. However, the analysis here was done directly
on the SDS–PAGE gel by Coomassie staining (BioSafe Coomassie, Bio-Rad).
Functional studies of CEP152 in human U2OS cells. U2OS cells were grown in
standard DMEM-GLUTAMAX media containing 10% FCS (Fetal calf serum), 1%
penicillin-streptomycin and 1% NEAA (non-essential amino acids). Cells were
transfected according to the manufacturers’ recommendations using
Oligofectamine (Invitrogen) for siRNA transfections and either FuGENE HD
(Roche) or Lipofectamine 2000 (Invitrogen) for plasmid DNA transfections.
The negative control, RSC (random sequence control)-siRNA-oligonucleotide
had the following sequence: GCUAUGUGACGUAGAGCGA. Both PLK4 and
CEP152 were depleted by using a pool of three siRNA oligonucleotides. For
CEP152: A, ACCACAUCAUCCUGAGCAA; B, GAGCAGAAGUGCACAA
UCC; C, GAAGUCCAGAACAACUGAA. For Plk4: A, AAUGCCUGGA
CUGAUACAA; B, UGAAGGACUUGGUCUUACA; C, GGACCUUAUU
CACCAGUUA. U2OS cells transfected with Plk4 siRNA were analysed 48 h after
transfection, whereas for CEP152 siRNA U2OS cells were analysed 72–96 h after
transfection. For immunostaining, U2OS cells were grown on coverslips and fixed
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Phosphorylation of the CPC by Cdk1 promotes
chromosome bi-orientation
Tatsuya Tsukahara1,2, Yuji Tanno1 & Yoshinori Watanabe1,2

Successful partition of replicated genomes at cell division requires
chromosome attachment to opposite poles of mitotic spindle (bi-
orientation). Any defects in this regulation bring about chromo-
somal instability, which may accelerate tumour progression in
humans. To achieve chromosome bi-orientation at prometaphase,
the chromosomal passenger complex (CPC), composed of catalytic
kinase Aurora B and regulatory components (INCENP, Survivin
and Borealin), must be localized to centromeres to phosphorylate
kinetochore substrates1–7. Although the CPC dynamically changes
the subcellular localization, the regulation of centromere targeting
is largely unknown1. Here we isolated a fission yeast cyclin B
mutant defective specifically in chromosome bi-orientation.
Accordingly, we identified Cdk1 (also known as Cdc2)–cyclin-
B-dependent phosphorylation of Survivin. Preventing Survivin
phosphorylation impairs centromere CPC targeting as well as
chromosome bi-orientation, whereas phosphomimetic Survivin
suppresses the bi-orientation defect in the cyclin B mutant.
Survivin phosphorylation promotes direct binding with shu-
goshin8,9, which we now define as a conserved centromeric adaptor
of the CPC. In human cells, the phosphorylation of Borealin has a
comparable role. Thus, our study resolves the conserved mechan-
isms of CPC targeting to centromeres, highlighting a key role of
Cdk1–cyclin B in chromosome bi-orientation.

The dynamic regulation of kinetochore-microtubule attachment is
governed by the CPC, consisting of Aurora B, INCENP, Survivin and
Borealin/Dasra (Ark1, Pic1, Bir1 and Nbl1 in fission yeast)1,10, which
concentrates on centromeres by passing through the chromosome
arms from prophase to metaphase, and suddenly relocating to the
spindle midzone at the metaphase-anaphase transition1. A central
question is how the CPC is targeted to centromeres in coordination
with the cell cycle progression. The fission yeast cyclin B Cdc13 might
have unique functions in mid-M phase in addition to its cell cycle role
at the G2/M transition11. By performing PCR-based mutagenesis of the
cdc131 gene, we isolated a unique allele cdc13-M7 (amino acid change
E255G), which showed a specific defect in chromosome segregation
(marked sensitivity to TBZ (thiabendazole), a microtubule depolymer-
izing drug) but not in G2/M transition (no cell elongation) (Fig. 1a, b).
Nuclear staining of anaphase cells showed that the cdc13-M7 mutant,
but not the conventional cdc13-117 mutant, often exhibited lagging
chromosomes at anaphase (Fig. 1c). Time-lapse observations of cen-
tromere 2 (cen2–GFP) in cdc13-M7 cells confirmed that single chro-
matids are indeed lagging on the anaphase spindle, indicative of
merotelic attachment (Fig. 1d). Thus, in addition to the canonical role
in cell cycle progression at G2/M, the Cdk1–cyclin B complex may
have an important role in chromosome bi-orientation.

Because the cdc13-M7 mutant has a phenotype very similar to that
of the Aurora B mutant (ark1-T7) (Supplementary Fig. 1), we envi-
saged that the CPC might be the relevant target of Cdc2 (fission yeast
Cdk1). By performing in vitro phosphorylation of all CPC components
purified from bacteria, we identified Bir1/Survivin as the best Cdc2
substrate (Fig. 1e). Immunoblots using cell extracts prepared from

asynchronous (mostly G2 phase) or mitotically arrested cells identified
slower-migrating forms of Bir1 only in mitotic extracts (Fig. 1f).
Phosphatase treatment abolished the slower migration, indicating that
the Bir1 protein is phosphorylated in mitosis (Fig. 1f). Accordingly, the
Bir1 protein has eight consensus residues for CDK phosphorylation
(see Fig. 4a), which are phosphorylatable in vitro by Cdc2 (Fig. 1g). We
replaced endogenous bir11 with the non-phosphorylatable mutant
bir1-8A, in which all CDK sites were replaced with alanines, and ana-
lysed the cell extracts by immunoblot, showing that the mitotic band-
shift was abolished with the mutant Bir1-8A protein (Fig. 1h). The in
vivo phosphorylation of Bir1 at prometaphase but not interphase was
further confirmed by a phospho-specific antibody against one of the
CDK sites, Bir1-pS244 (Supplementary Fig. 2). Moreover, the phos-
phorylation of Bir1 was reduced in the cdc13-M7 mutant in prometa-
phase (Fig. 1i). These results indicate that Bir1 is phosphorylated at the
CDK consensus sites in vivo, most likely by Cdc2–Cdc13. Accordingly,
bir1-8A cells showed marked sensitivity to TBZ, whereas the phospho-
mimetic bir1-8D mutation, in which all CDK sites were replaced with
aspartic acid, did not increase the sensitivity (Fig. 1j). Moreover, bir1-
8A cells, but not bir1-8D cells, showed a high incidence of lagging
chromosomes at anaphase (Fig. 1d, k). If Bir1 is a crucial substrate
of the Cdc2–Cdc13 complex for chromosome bi-orientation, bir1-8D
might suppress the cdc13-M7 mutant. Indeed, this was the case (Fig. 1j,
k), whereas cdc13-117 and another cell division cycle mutant, cdc25-22,
were not suppressed by bir1-8D (Supplementary Fig. 3). Taken
together, we conclude that the phosphorylation of Bir1 by Cdc2–
Cdc13 is crucial for chromosome bi-orientation.

Given that Bir1 has an important role in centromere targeting of the
CPC12,13, we examined the behaviour of the CPC in the bir1-8A
mutant. Bir1 usually distributes in the nucleolus during interphase,
whereas it concentrates at centromeres on the metaphase spindle, with
further relocation to the spindle midzone at anaphase. In contrast,
Bir1-8A persists in mitosis with very little relocation to centromeres
even at metaphase, whereas the anaphase localization remains intact
(Supplementary Fig. 4). Accordingly, in bir1-8A cells centromeric sig-
nals of Ark1/Aurora B were reduced selectively in metaphase (Fig. 2a,
b). A chromatin immunoprecipitation (ChIP) assay confirmed the
reduced centromeric localization of Ark1 and Bir1 (Supplementary
Fig. 5). In contrast, the phosphomimetic bir1-8D mutant retained
the correct localization of Ark1 in both metaphase and anaphase
(Fig. 2a). Consistent with these results, cdc13-M7 cells, in which Bir1
phosphorylation is impaired, show reduced centromeric localization
of CPC, but the localization is restored if the bir1-8D mutation is also
present (Supplementary Fig. 6). These results indicate that Bir1 phos-
phorylation by Cdc2 is important for targeting the CPC to centromeres
at metaphase. To examine whether Bir1-8A is solely deficient in its
ability to localize at centromeres, we fused the Bir1-8A protein to cyan
fluorescent protein (CFP) and a chromodomain (CD), which binds to
Lys-9-methylated histone H3 located principally at centromeric het-
erochromatin12. The expression of Bir1-8A–CD suppressed TBZ sensi-
tivity and the incidence of lagging chromosomes at comparable level to

1Laboratory of Chromosome Dynamics, Institute of Molecular and Cellular Biosciences, University of Tokyo, Yayoi, Tokyo 113-0032, Japan. 2Graduate Program in Biophysics and Biochemistry, Graduate
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Bir1–CD, whereas neither Bir1-8A nor chromodomain alone sup-
pressed them (Fig. 2c, d). These results indicate that once they are
tethered at centromeres, the functionality is indistinguishable between
Bir1 and Bir1-8A. Supporting this conclusion, complex formation of
the CPC was intact in bir1-8A cells (Supplementary Fig. 7).

Because CPC localization depends largely on shugoshin Sgo2 in
fission yeast12,13, we examined whether the phosphorylation of Bir1
influences this pathway. Two-hybrid assays revealed that Sgo2 inter-
acts with the amino-terminal region of Bir1 (Bir1-N), which contains a
CDK phosphorylation cluster (Supplementary Fig. 8a), but not with
other CPC components (Fig. 2e and Supplementary Fig. 8b). The
interaction is mediated through the coiled-coil region of Sgo2 (Fig. 2f),
a region required for CPC targeting to centromeres (Supplementary
Fig. 9). This finding is comparable to the fact that another shugoshin
Sgo1 interacts with its effector Par1 (PP2A-B56 subunit) through the
coiled-coil domain12,14. The fact that Par1 does not interact with Sgo2 as
Bir1-N does not interact with Sgo1 (Fig. 2g), indicates the distinct spe-
cificity of the interaction between these shugoshins and their effectors.
To explore the contribution of the CDK phosphorylation cluster in Bir1-
N to the interaction with Sgo2, we made non-phosphorylatable Bir1-N-
5A and phosphomimetic Bir1-N-5D, and examined their interaction in
a two-hybrid assay. Bir1-N-5A abolished the interaction with Sgo2,
whereas Bir1-N-5D retained the interaction (Fig. 2h). The bir1-5A
and bir1-8A mutants have comparable defects in centromere targeting
of the CPC (Supplementary Fig. 10), implying that the phosphorylation

cluster within Bir1-N has a predominant role in this function. Finally,
immunoprecipitation assays showed that Bir1-8A had lost the ability to
form a complex with Sgo2 (Fig. 2i). Collectively, we conclude that the
Cdc2-dependent phosphorylation of Bir1 regulates CPC targeting to
centromeres, at least in part, by promoting the interaction with Sgo2.

We next examined the conservation of the mechanism of CPC
targeting to centromeres in HeLa (human; h) cells. Although the deple-
tion of either hSgo1 or hSgo2 did not fully impair hAurora B local-
ization12, co-depletion of hSgo1 and hSgo2, or single hBub1 depletion
that displaces both hSgo1 and hSgo215–17, strikingly abolished the cen-
tromeric enrichment of hAurora B (Fig. 3a and Supplementary Fig.
11). Two-hybrid assays indicated that the coiled-coil domains of both
hSgo1 and hSgo2 interact specifically with hBorealin/Dasra18,19 rather
than hSurvivin (Fig. 3b and Supplementary Fig. 12). It came to our
notice that hSurvivin is much shorter than fission yeast Survivin/Bir1
and lacks the phosphorylation cluster (see Fig. 4a). Instead, hBorealin
but not fission yeast Borealin/Nbl1 possesses accessory sequences10, in
which we found a cluster of putative CDK phosphorylation sites that
are indeed phosphorylatable in vitro (Fig. 3c and Supplementary Fig.
13). To examine the in vivo phosphorylation of hBorealin, we
expressed GFP-tagged hBorealin in 293T cells and analysed mitotic
extracts by SDS–polyacrylamide gel electrophoresis (SDS–PAGE) and
subsequent immunoblot using GFP antibodies. Slower migration
appeared with wild-type hBorealin, but never with hBorealin-7A
in which all putative Cdk1 consensus sites are replaced with alanines
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Figure 1 | Cdk1–cyclin B has a role in chromosome bi-orientation by
phosphorylating Bir1. a, Serial dilutions of the indicated strains were spotted
on yeast extract (YE) plates containing 0, 3 or 6 mg ml21 TBZ and incubated at
30 uC. YE plate incubation at 33 uC is also shown. WT, wild type. b, Cultures of
the indicated strains were shifted from 25 uC to 33 uC for 6 h and then fixed.
Lengths of the septated cells were measured with the Image J software (n . 50
cells). Representative images of septated cells in each strain are shown. c, Cells
in b were stained for DNA. The spindles were visualized by expressing
mCherry–Atb2 (a2-tubulin). Frequencies of lagging chromosomes and mis-
segregation at anaphase cells (n . 100 cells) were examined. Error bars
represent s.d. (n 5 3 experiments). d, Time-lapse observation of cen2–GFP and
tubulin (mCherry–Atb2) in the indicated cells at 24.5 uC. Arrowheads indicate
the onset of anaphase. Frequencies of lagging chromosomes or mis-segregation
(nondisjunction) of cen2–GFP are shown (n . 80 cells). e, GST–Bir1, –Pic1,
–Ark1-KR and –Nbl1 were incubated with Suc1-bound Cdc2, and analysed for
phosphate incorporation (32P) and protein levels (Coomassie brilliant blue,

CBB). Arrowheads indicate the full-length recombinant proteins and histone
H1; the asterisk indicates the phosphorylation of Cdc13 in Suc1-beads bound
complex. f, Lambda protein phosphatase (l-PPase) treatment of fission yeast
extracts was analysed by immunoblot using the anti-Bir1 antibody. G2,
asynchronous culture; M, mitotic arrest (produced by overexpressing mad21).
g, GST–Bir1-WT and -8A were incubated with Suc1-bound Cdc2, and analysed
for phosphate incorporation (32P) and protein levels (CBB). h, Immunoblot
analysis of Bir1 protein in wild-type and bir1-8A cells at interphase and
prometaphase (arrested by nda3-KM311 inactivation). i, Immunoblot analysis
of Bir1 protein in wild-type, bir1-8A and cdc13-M7 cells at prometaphase.
j, Serial dilutions of the indicated strains were spotted onto YE plates containing
0 or 3 mg ml21 TBZ and incubated at 28 uC. k, The indicated strains expressing
mCherry–Atb2 were grown at 18 uC for 5.5 h and stained for DNA. Frequencies
of lagging chromosomes and mis-segregation at anaphase (n . 100 cells) were
examined. Error bars represent s.d. (n 5 3 experiments).
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(Fig. 3d). Further, the slower migration was diminished by treating the
extracts with (lambda-)phosphatase (Fig. 3d), indicating that the Cdk1
consensus sites in hBorealin are indeed phosphorylated in vivo. Two-
hybrid assays indicated that the phosphorylation of hBorealin is
important for the interaction with hSgo1 and hSgo2 (Fig. 3e).
Moreover, immunoprecipitation assays indicated that hBorealin
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forms a complex with hSgo1 and hSgo2 in prometaphase, and this
complex can be disrupted by inhibiting Cdk1 (Supplementary Fig. 14).

To delineate the significance of hBorealin phosphorylation in vivo,
we examined the localization of hBorealin-7A in HeLa cells. Whereas
wild-type hBorealin localized exclusively at centromeres in prometa-
phase, hBorealin-7A showed diffuse localization along the chromo-
somes (Fig. 3f and Supplementary Fig. 15). These results are consistent
with a previous report identifying the carboxy-terminal region of
hBorealin as being required for centromere targeting18. We further
examined the ability of hBorealin-7A to complement the chromosome
alignment defects in hBorealin RNAi cells. In control MG-132-treated
cells, most chromosomes are aligned on the metaphase plate, whereas
hBorealin RNAi cells show multiple misaligned chromosomes or mul-
tipolar spindles under the same conditions. The expression of wild-
type hBorealin largely restored this alignment defect, whereas the
expression of hBorealin-7A did so to a much lesser extent (Fig. 3g).
Collectively, we conclude that phosphorylation of hBorealin promotes

the interaction with shugoshins and CPC targeting to centromeres and
that the mechanisms of CPC targeting to centromeres are overall
conserved between fission yeast and human cells.

Our identification of a specific mutant allele of cyclin B in fission
yeast showed that Cdk1 has a crucial role in chromosome bi-orienta-
tion. Recently, data with similar implications were obtained by observ-
ing mitotic HeLa cells in which cyclin B1 was inactivated by shRNA-
based depletion20. Our results show that Cdk1 phosphorylates
Survivin/Bir1 in fission yeast, but Borealin does so in human cells,
both components of the CPC that have an essential role in localizing
to centromeres by associating with shugoshin. This implies that a
functionally comparable domain might have moved between different
subunits of the CPC during evolution (Fig. 4a, see also Supplementary
Fig. 16). Notably, the primary sequences around the phosphorylation
cluster of hBorealin are conserved among metazoan Borealin family
members, whereas the similarity of the sequences to those of fission
yeast Survivin/Bir1 is not obvious (Fig. 4b). A recent study, however,
showed that CDK phosphorylation sites are not always conserved at
the primary sequence level, but are conserved in their formation as a
cluster in a disordered region21, supporting our conclusion.

Another chief finding of this study is that the shugoshin proteins
turn out to be the conserved centromeric adaptor of the CPC (Fig. 4c).
The localization of shugoshin at centromeres generally depends on the
interaction between the conserved SGO motif in shugoshin and cen-
tromeric nucleosomes, which are phosphorylated by Bub1 (ref. 9, Fig.
4c). However, fission yeast Sgo2 localization is diminished by muta-
tions in bir11 including bir1-8A (ref. 12, Supplementary Fig. 17), and
the CPC affects the centromeric localization of shugoshin also in
Drosophila, Xenopus and humans12,22,23. Therefore, shugoshin might
not be a mere centromeric anchor to recruit the CPC; instead the
complex formation of the CPC and shugoshin is important for co-
targeting to centromeres, allowing us to define shugoshin as a centro-
meric CPC adaptor linked to the centromeric nucleosomes marked by
Bub1 (Fig. 4c). In fission yeast, Sgo2 acts solely to facilitate CPC tar-
geting to centromeres, whereas meiosis-specific Sgo1 acts solely to
recruit PP2A (ref. 12). In contrast, human Sgo1 and Sgo2 share both
roles24,25 (Fig. 3). We therefore suggest that the ancestral shugoshin
molecule might have had dual roles in targeting CPC as well as other
centromeric proteins such as PP2A, which improves the fidelity of bi-
orientation by strengthening cohesion at centromeres. These roles
might be divided respectively into Sgo2 and Sgo1 in fission yeast,
but shared between human Sgo1 and Sgo2. Finally, it should be noted
that the shugoshin-Cdk1 is the major but not sole pathway to target the
CPC to centromeres in fission yeast, as the heterochromatin assembly
supports the residual localization of the CPC in sgo2D or bir1-8A cells12

(Fig. 4c and Supplementary Fig. 18). Further characterization of this
redundant pathway will help achieve a full understanding of the
mechanisms setting up chromosome bi-orientation in eukaryotes.

METHODS SUMMARY
All Schizosaccharomyces pombe strains used in this study are listed in
Supplementary Table 1. Methods used to generate the strains are described in
Methods. To quantify the centromeric fluorescent signals, in-focus images of
Ark1–GFP and Sgo2–GFP were taken with Axio Vision software (Carl Zeiss).
We measured the average intensity of the centromeric dots on the spindles and
subtracted the average background intensity. To measure the cell length, in-focus
differential interference contrast images were taken and we measured the length of
septated cells with the Image J software. ChIP assay and immunoprecipitation
were conducted essentially as described previously12,27. For time-lapse imaging of
mitotic progression, we used logarithmically growing cells and live recordings
were performed on a Delta Vision P system (Applied precision) in an air-condi-
tioned room maintained at 24.5 uC. Immunofluorescence staining of HeLa cells
was performed as described28. To quantify the centromeric enrichment of hAurora
B and GFP–hBorealin, in-focus images were taken with Delta Vision RT system
(Applied precision). We measured the centromeric and chromosome arm signal
intensities and subtracted by cytoplasmic background intensities, then the ratio
between centromeres and arms were calculated. Immunoprecipitations of mitotic
HeLa cells were performed as described in Methods. For in vitro phosphorylation,
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Figure 4 | Fission yeast Survivin and human Borealin have comparable roles
in binding with shugoshin and CPC targeting. a, Schematic diagrams of
Survivin and Borealin in fission yeast and humans. Conserved BIR domains
(blue), coiled-coil regions (CC; grey and red) and CDK phosphorylation sites
(arrowheads) are highlighted. b, Alignments of the cluster of CDK consensus
sequences (yellow shade) of fission yeast Survivin and metazoan Borealin
(underlined in a) are shown. c, Schematic model for the conserved centromere
targeting of the CPC. Phosphorylation of fission yeast Survivin or human
Borealin by Cdk1 promotes the CPC binding to the coiled-coil region of
shugoshin, whereas shugoshin is targeted to centromeres by interacting with
centromeric nucleosomes only when H2A is phosphorylated by Bub1 (ref. 9).
The intertwined configuration of Survivin, Borealin and INCENP is based on
the crystallographic study of the complex26. Note that a redundant centromere
CPC targeting pathway that depends on heterochromatin assembly also acts in
fission yeast12 (also see Supplementary Fig. 18).
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Suc1-bound Cdc2 complex was purified from mitotic fission yeast cells. Cdc2
complex was incubated with c-32P-labelled ATP and recombinant proteins for
30 min at 30 uC.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Schizosaccharomyces pombe strains. Deletion and tagging of endogenous sgo21,
ark11 and bir11 by GFP or 13 copies of Myc (abbreviated as myc) were performed
using the PCR-based gene targeting method for S. pombe29. For screening TBZ-
sensitive cdc13 mutants, we used a low-fidelity PCR method as reported prev-
iously30. We screened for alleles that showed marked sensitivity to TBZ (10mg
ml21) at 30 uC. To express Bir1–CFP–2CD, a sequence encoding CFP and two
copies of the chromodomain (CD) of Swi6 (residues 69–215) were fused to the C
terminus of Bir1 and cloned under the promoter Padh81 (a weak version of the
adh11 promoter)12. The resulting plasmid was linearized and integrated at the
lys11 locus of chromosome I by using the hygr marker. To generate the bir1-8A
and 8D strains, S202, S229, S244, S278, S294, T393, T831 and T908 were changed
to alanines or aspartic acids, respectively, using Kunkel methods. The genomic
bir1 fragments carrying the mutations were then transformed into bir1::ura41

cells (additional copy of bir11 is integrated at the lys11 locus) and the integration
at bir1::ura41 was selected by 5-fluoroorotic acid (5-FOA) resistance and con-
firmed by PCR. To generate the sgo2-Dcoiled coil strain, 54 amino acids (residues
10–63) were deleted using a PrimeSTAR mutagenesis kit (Takara). The genomic
sgo2-Dcoiled coil fragment was then transformed into sgo2::ura41 cells and
selected for 5-FOA resistance. To generate the bir1-5A or -5D strains, the genomic
fragments of bir1 ORF (1.8 kilobases from the 59 end) carrying the mutations at
S202, S229, S244, S278 and S294 were transformed into the temperature-sensitive
bir1-T1 mutant. Colonies grown at 34 uC were selected and the genotype was
confirmed by sequencing. The GFP–bir11 and -8A strains were generated as
described previously31. To express mCherry–Tubulin, a sequence encoding
mCherry was fused to the N terminus of atb21, cloned under the promoter
Padh15 (a weak version of the adh11 promoter), and integrated into the locus
adjacent to the zfs11 gene of chromosome II (denoted by the z locus) using the natr

marker14. All strains used are listed in Supplementary Table 1.
Two-hybrid assay. The constructs of bir1, pic1, nbl1, par1, hSgo1, hSgo2,
hINCENP, hAurora B, hSurvivin and hBorealin derivatives were amplified by
PCR and cloned into pGBKT7 vectors and used as bait. The constructs of bir1,
nbl1, sgo1, sgo2, hINCENP, hAurora B, hSurvivin and hBorealin derivatives were
amplified by PCR and cloned into pGADT7 vectors and the construct of pic1 was
cloned into pAct2 vector then used as prey. hAurora B plasmids were mutated at
K106 to R by PrimeSTAR mutagenesis (Takara). pGBKT9 and pGADT9 contain-
ing ark1-KR vectors were generous gifts from T. Hunter. These plasmids were
transformed into Saccharomyces cerevisiae AH109 strain. Plates lacking histidine
or both histidine and adenine were used as selective media, with the addition of
appropriate amounts of 3-amino-1,2,4-triazole.
Growth. For prometaphase arrest, we used the nda3-KM311 mutation32 and grew
cells at 17 uC for 11 to 13 h (for ChIP experiments for the cdc13-M7 mutant, we
grew nda3-KM311 cells for 8 h to adjust the mitotic population). For metaphase
arrest, we used the pREP1(mad21) plasmids expressed by the nmt11 promoter
(gift from T. Matsumoto) and grew cells in minimal medium at 30 uC for 22 h (for
wild-type cells) or 25 h (for bir1-8A mutants). For analysis of the cdc13-117
mutant, cells were grown at 33 uC for 6 h.
Quantification of fluorescent signals. To quantify the fluorescent signals at
centromeres and spindle midzones, in-focus images of Ark1–GFP and Sgo2–
GFP cells were taken with Axio Vision imaging software (Carl Zeiss). We mea-
sured the average intensity of the centromeric dots on the spindles (centromeres)
or line signals on the spindles (spindle midzones) and subtracted the average
background intensity.
Measurement of cell length at division. To measure cell length at division, in-
focus differential interference contrast images were taken with the Axio Vision
imaging software (Carl Zeiss). We measured the length of septated cells with the
Image J software.
Antibodies. To generate anti-Bir1 antibodies, the His-tagged full-length Bir1
protein was expressed, purified from bacterial cells and used to immunize rabbits
(Keari). Antibodies were purified from anti-serum with His-Bir1-conjugated
cyanogen bromide-activated Sepharose (GE) and dialysed against PBS. To gen-
erate phospho-specific antibodies against Bir1-pS244, phosphorylated peptides
(C1LNF(pS)PSRKNN) were used to immunize rabbits (OPERON). Antibodies
were purified from anti-serum with phosphorylated-peptide-conjugated cyano-
gen bromide-activated Sepharose and dialysed against PBS. Antibodies were fur-
ther purified by passing them through non-phospho-peptide-conjugated
cyanogen bromide-activated Sepharose.
Chromatin immunoprecipitation (ChIP) assay. The procedure was carried out
essentially as described previously27. Anti-Bir1 polyclonal antibodies, anti-GFP
polyclonal antibodies (Living Colours Full-length A.v. Polyclonal Antibody,
BD), anti-H3 polyclonal antibodies (Abcam) and anti-H3S10 phospho-specific
antibodies (UPSTATE) were used for immunoprecipitation. DNA prepared from
whole cell extracts or immunoprecipitated fractions was analysed by quantitative

PCR with the ABI PRISM7000 system (Applied Biosystems) using SYBR Premix
Ex Taq (Perfect Real Time) (Takara). The primers used for PCR were all described
previously12,27,33. We included control IgG immunoprecipitation in each experi-
ment to account for nonspecific binding in the ChIP fractions.
Co-immunoprecipitation from fission yeast extracts. Cells (PM255, PL236 and
PL237 for Sgo2 IP (Fig. 2i)) were cross-linked after incubation in minimal medium
at 30 uC for 22 h (PM255 and PL236) or 25 h (PL237) (to induce the expression of
Mad2) by treatment with 0.9% formaldehyde (for Ark1–GFP immunoprecipita-
tion in Supplementary Figure 7, JY902, PL335 and PL336 were arrested at pro-
metaphase by nda3-KM311 inactivation before cross-linking). After washing with
buffer 1 (50 mM HEPES-KOH (pH 7.5), 140 mM NaCl, 1 mM EDTA, 0.1%
TritonX-100), the cells were resuspended in buffer 1 containing 1 mM PMSF,
complete protease inhibitors (Roche), 3 mM CaCl2, and 4 units per 5 3 109 cell
nuclease micrococcal (SIGMA), and then lysed with Multi beads shocker (Yasui
Kikai). Crude cell extracts were sonicated five times (15 s each time) and the
supernatant was collected after centrifugation. Cell extracts were incubated with
anti-myc antibody (9E10, Santa Cruz) or anti-GFP antibody (BD) for 1.5 h at 4 uC.
Protein A beads (GE) were added and incubation was continued for 1.5 h at 4 uC.
After washing with buffer 1, we analysed the immunoprecipitates by SDS–PAGE
and western blotting with anti-Bir1 (1:1,000), anti-GFP (1:800, Roche), anti-myc
(1:1,000, 9E10), anti-Cdc2 (1:1,000, PSTAIR) and TAT1 (1:5,000) antibodies.
Time-lapse imaging. To measure the onset of anaphase, wild-type, bir1-8A or
cdc13-M7 cells were cultured in YE medium at 23 uC, and then live cell recordings
were obtained on a DeltaVision P system (Applied Precision) in an air-condi-
tioned chamber maintained at 24.5 uC. A glass bottom dish (Matsunami) coated
with 0.2% Concanavalin A (Sigma) was used to mount cells. During observation,
the cells transferred to the glass-bottom dish were supplied with minimal medium.
Images were acquired by Z-sectioning and stacked using ‘quick projection’ in the
softWoRx software.
Immunoprecipitation to detect in vivo phosphorylation of Bir1. Cultured cells
were collected, washed with HB buffer (25 mM MOPS (pH 7.2), 15 mM MgCl2,
15 mM EGTA, 60 mM b-glycerophosphate, 0.1 mM Na-orthovanadate, 0.1 mM
NaF, 15 mM p-nitrophenylphosphate, 1% Triton-X100, 1 mM dithiothreitol,
1 mM PMSF, complete protease inhibitor (Roche)), disrupted using the Multi-
bead shocker (Yasui Kikai) and centrifuged, and the crude lysates were boiled with
1% SDS and 10 mM dithiothreitol. The supernatants were collected after centrifu-
gation and diluted 10 times in the same buffer. Cell extracts were incubated with
protein A beads pre-bound with anti-Bir1 antibody for 2 h at 4 uC. After washing
with HB buffer, we analysed the immunoprecipitates by SDS–PAGE and western
blotting with anti-Bir1 and anti-Bir1 S244 phospho-specific antibodies.
In vitro kinase assay. Kinases and substrates were incubated with HB buffer at
30 uC for 30 min in the presence of [c-32P]ATP. Incorporation of the radioactive
phosphate group was visualized by autoradiography and protein level was ana-
lysed by staining with Coomassie brilliant blue. For expressing His-Bir1 deriva-
tives, bir11 ORF was amplified by PCR and cloned into pET19b vectors. For
expressing GST–Bir1 or GST–hBorealin derivatives, bir11, hBorealin1 ORF were
amplified by PCR and cloned into pGEX4T-2 or pGEX-4T-3 vectors. For the
purification of mitotic Cdc2, we pulled down the Cdc2 complex from prometa-
phase-arrested fission yeast cell extracts using Suc1 beads (Millipore).
Lambda-phosphatase assay. Mitotic extracts prepared as for the co-immunopre-
cipitation assay were treated with lambda-phosphatase (NEB) for 30 min at 30 uC.
We used 10 mM Na3VO4, 50 mM NaF, 50 mM EDTA and 50 mM b-glyceropho-
sphate as phosphatase inhibitors.
Cell culture and synchronization. HeLa cells and 293T cells were grown in
Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10% FBS,
0.03% L-glutamine, 100 U ml21 penicillin and 100mg ml21 streptomycin.
Nocodazole, MG-132 and thymidine were used at 330 nM, 20mM and 2 mM,
respectively, for synchronization. For measurement of Aurora B localization at
centromeres, cells were synchronized by single thymidine block and release and
then arrested by adding nocodazole. For chromosome alignment assay, cells were
synchronized by single thymidine block and release, then arrested at metaphase by
adding MG-132 for 5 h.
Expression of GFP–hBorealin. Full-length wild type and hBorealin-7A (T106A,
T172A, T185A, T189A, T199A, T204A and S219A) tagged with GFP at their N
termini were inserted into pcPURO vectors for transient expression. Vectors were
transfected into HeLa cells or 293T cells using Lipofectamine LTX (Invitrogen)
and FuGENE 6 (Roche) respectively.
RNAi and immunostaining of HeLa cells. Synthetic sense and antisense oligo-
nucleotides for RNAi of hSgo1 (ref. 15), hSgo2 (ref. 24), hBub1 (ref. 15) and
hBorealin (ref. 34) were obtained from JbioS. siRNA transfection was performed
as described15. Sequences of siRNA are hSgo1: 59-GUCUACUGAUAAUGUC
UUATT-39, hSgo2: 59-GCACUACCACUUUGAAUAATT-39, hBub1: 59-CCA
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GUGAGUUCCUAUCCAATT-39, hBorealin: 59-AGGUAGAGCUGUCUGUU
CATT-39.

Immunofluorescent staining was performed as described28 with anti-hSgo1,
anti-hSgo2 (ref. 15, 1:1,000), anti-hAurora B (1:1,000, BD Biosciences), anti-
hBub1 (1:1,000, Chemicon), anti-GFP (1:1,000, Invitrogen), anti-GFP (1:1,000,
Roche), anti-Tubulin (1:5,000, DM1A; Sigma), anti-Hec1 (1:500, Abcam), anti-
CENP-A pS7 (1:500, Cell Signaling), anti-CENP-A (1:1,000, MBL) and ACA
(anticentromere antibody) (1:100, MBL). Secondary antibodies were Alexa
Fluor 588 anti-rabbit or mouse antibodies (1:1,000, Molecular Probes), Cy3-con-
jugated anti-rabbit or mouse antibodies (1:1,000, Chemicon), and Alexa Fluor 647
anti-human antibodies (1:1,000, Molecular Probes). DNA was stained with 3mg
ml21 Hoechst 33342. Images were captured by DeltaVision softWoRx software
(Applied Precision) and processed by deconvolution and z-stack projection.
Quantification of the fluorescent signals in HeLa cells. Immunostained images
were obtained with the use of DeltaVision softWoRx software (Applied Precision).
The fluorescent intensities at centromeres and in the chromosome arm regions
were corrected by subtracting the intensity of the cytoplasm, and the ratios of the
centromeres and arms were calculated.
Immunoprecipitation from human cell extracts. For immunoprecipitation
using control or hSgo1/2 RNAi cells, nocodazole-arrested cells were collected
and washed once with PBS, then resuspended in CSK buffer (10 mM PIPES
pH 6.8, 100 mM NaCl, 10% glycerol, 3 mM MgCl2, 1 mM EGTA, 1 mM dithio-
threitol, 0.25 mM PMSF, 0.1 mM ATP, complete protease inhibitor mixture,
PhosSTOP phosphatase inhibitor mixture) containing 1 U ml21 DNase I. After
three freeze-thaw cycles, the suspension was centrifuged at 16,100g for 15 min and
supernatants were used for immunoprecipitation. The preparation of chromatin
extracts and immunoprecipitation were performed as described previously12 using
anti-GFP antibodies (BD). To detect the transient interaction between CPC and
Shugoshin, we cross-linked cells with dithiobis(succinimidylpropionate) (DSP)
(Thermo scientific). HeLa cells were synchronized by single thymidine block
and release and then arrested at prometaphase by adding nocodazole.
Prometaphase cells were further treated with nocodazole and MG-132 in the
presence or absence of 100mM roscovitine (Calbiochem) for 40 min. Cells were
washed with PBS then treated with cross-link buffer (1 mM MgCl2, 100 mM
sucrose, 0.01% Triton-X100 and PhosSTOP (Roche) in PBS) containing 2 mM
DSP for 40 min at 4 uC. The cross-link reaction was quenched by adding 1 M Tris-
HCl (pH 7.5, final 50 mM) after which the cells were washed three times with PBS.
The cells were then suspended in extraction buffer (20 mM Tris-HCl (pH 7.5),
150 mM NaCl, 5 mM MgCl2, 0.2% NP-40, 10% glycerol, 1 mM NaF, 1 mM Na-
orthovanadate, 20 mM b-glycero-phosphate, 10 mM b-mercaptoethanol, 0.5 mM
PMSF, complete protease inhibitors). After three rounds of freezing and thawing,
the insoluble materials were suspended in extraction buffer containing 1% SDS
and sonicated eight times (15 s each) on ice. After centrifugation, the cleared
chromatin extracts were diluted tenfold in extraction buffer, and then rotated with

anti-hBorealin (MBL) or mouse control IgG (SIGMA) for 1.5 h at 4 uC, followed by
1.5 h rotation with Protein A Sepharose at 4 uC. The beads were washed six times
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Direct visualization of secondary structures of
F-actin by electron cryomicroscopy
Takashi Fujii1, Atsuko H. Iwane1, Toshio Yanagida1 & Keiichi Namba1

F-actin is a helical assembly of actin, which is a component of
muscle fibres essential for contraction and has a crucial role in
numerous cellular processes, such as the formation of lamellipodia
and filopodia1,2, as the most abundant component and regulator of
cytoskeletons by dynamic assembly and disassembly (from G-actin
to F-actin and vice versa). Actin is a ubiquitous protein and is
involved in important biological functions, but the definitive
high-resolution structure of F-actin remains unknown. Although
a recent atomic model well reproduced X-ray fibre diffraction
intensity data from a highly oriented liquid-crystalline sol spe-
cimen3, its refinement without experimental phase information
has certain limitations. Direct visualization of the structure by
electron cryomicroscopy, however, has been difficult because it is
relatively thin and flexible. Here we report the F-actin structure at
6.6 Å resolution, made obtainable by recent advances in electron
cryomicroscopy. The density map clearly resolves all the secondary
structures of G-actin, such as a-helices, b-structures and loops, and
makes unambiguous modelling and refinement possible. Complex
domain motions that open the nucleotide-binding pocket on F-
actin formation, specific D-loop and terminal conformations,
and relatively tight axial but markedly loose interprotofilament
interactions hydrophilic in nature are revealed in the F-actin
model, and all seem to be important for dynamic functions of actin.

Many of the atomic models of F-actin proposed over the years3–5 were
obtained by maximizing the agreement between experimental intensities
of X-ray fibre diffraction and those calculated from a model. However,
because the diffraction patterns are cylindrically averaged and layer lines
are broadened in an arc owing to the finite disorientation, it is extremely
difficult to obtain individual Fourier–Bessel components of the structure
factors for three-dimensional (3D) density reconstruction. That is why
these analyses have been done by building many models, calculating
layer-line intensities and maximizing the agreement between observed
and calculated intensities to find a best possible model, except in one case
with tobacco mosaic virus6. Therefore, there is always some concern as to
whether or not such models are unique.

Technical advances in the electron cryomicroscopy (cryoEM) and
image analysis of frozen hydrated specimens in recent years have
allowed the structural analysis of helical assemblies of biological
macromolecules, such as the bacterial flagellar filament, at near-atomic
resolution by aligning and averaging tens of thousands of molecular
images using helical symmetry7–9. CryoEM image analyses of F-actin
have also been carried out but only up to 13 Å resolution3,5,10, so the
atomic model is of limited accuracy in studying the mechanisms of
actin polymerization and depolymerization. Because F-actin is a flex-
ible, ribbon-like filament with a diameter of 100 Å and a mass-
per-length of 1.5 kDa Å21, the image contrast of frozen hydrated speci-
mens is markedly lower than that of thicker tubular structures of the
flagellar filament (230 Å, 11.0 kDa Å21) and tobacco mosaic virus
(180 Å, 12.6 kDa Å21), making accurate image alignment and high-
resolution analysis extremely difficult. However, recent technical
advances11 have allowed us to obtain a 3D density map of skeletal
muscle F-actin at 6.6 Å resolution.

Key to this is our use of an in-column V-type energy filter and
charge-couple-device (CCD) camera as well as a field-emission gun
and a liquid-helium-cooled specimen stage. A remarkable ,5-fold gain
in contrast has been achieved by energy filtering, controlling ice thick-
ness and using a specimen temperature of 50 K instead of 4 K (ref. 11).
We can now see the two-stranded helical features of F-actin even at
small defocus levels (Fig. 1a). The CCD camera made the collections of
high-quality images far more efficient, but to avoid undesirable removal
of high-resolution contrast by its poor modulation transfer function12

we used a magnification of 172,000 3 (0.87 Å per pixel). We collected
490 such high-quality images in two days. We used a single-particle
image analysis method using helical symmetry11,13. Because we fully
automated the whole procedure including corrections for the contrast
transfer function, the image analysis was completed within two days.
The helical symmetry and the axial repeat distance were refined in the
iterative process of image analysis and converged to a subunit rotation
of 2166.6u, corresponding to a helical symmetry of between 28/13 and
13/6 (subunits/turn), and an axial repeat of 27.6 Å. The resolution was
6.6 Å at a Fourier shell correlation of 0.143 (ref. 14; Supplementary Figs
1 and 2). Layer lines are visible out to 6.8 Å in the power spectrum of the
3D reconstruction (Fig. 1b; see also Supplementary Fig. 3). The variance
map shows the reliability of the density map as well as the rigid helical
backbone of the filament (Supplementary Fig. 4).

Because the resolution was better than that needed to identify indi-
vidual secondary structures of actin, including loops and an extended
amino-terminal chain previously unresolved in the crystal structure
(Fig. 2 and Supplementary Movie 1), we were able to build a highly
reliable atomic model of F-actin. The situation is analogous to protein
crystallography at 3 Å resolution, where side chains can be identified
and used to build a reliable atomic model. Although the flexibility of F-
actin, especially in its helical order, has been debated over the years10,
the high-resolution map obtained by using over 97% of the collected
images indicates that F-actin is not so flexible. Multireference align-
ment with reference 3D volumes of F-actin with different helical sym-
metries produced a narrow angular distribution (Fig. 1c), indicating
that the twisting variability by thermal motion is less than ,1u. This
also demonstrates the importance of careful cryospecimen preparation
with an automated vitrification device (Methods).

To build a reliable atomic model of F-actin, we used FlexEM15,
which refines the atomic model by fitting it into the electron micro-
scopy map by simulated annealing molecular dynamics with stereo-
chemical and non-bonded interaction terms restrained. We used the
crystal structure of uncomplexed actin16 (Protein Data Bank ID, 1J6Z)
as the model representing G-actin and divided it into four domains
(Fig. 3), which have been conventionally named subdomains17. We call
them domains because domains 1, 3 and 4 have well-defined hydro-
phobic cores and behave as rigid, independent units on conforma-
tional change from G-actin16 to F-actin (Fig. 3a), as indicated by the
small root-mean-squared displacements of Ca atoms (Supplementary
Table 1). This in turn ensures the correctness and reliability of the
present F-actin model. The model and the refinement process are
shown in Fig. 2 and Supplementary Movie 2, respectively.
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Domain 2 is the only exception. The two-turn a-helix (residues 40–
48) at the tip of the D-loop (the DNase-I-binding loop17) of G-actin16

becomes an extended loop (38–53) (Fig. 3a, upper right). Although
such a change has been predicted from its variable conformation in
crystal structures and its possible involvement in the axial intersubunit
interactions, this D-loop conformation is unique, indicating that it is
totally dependent on the molecule to which it binds (Supplementary
Fig. 5).

Although the overall conformation of F-actin is similar to the pre-
vious ones3,5, our model shows distinct features in local conformation,
such as loops and terminal chains (Supplementary Fig. 6). Even the
positions of main-chain atoms are distinctly different, as indicated by
the root-mean-squared deviations in the positions of corresponding
Ca atoms (Supplementary Fig. 7 and Supplementary Table 2). Because
the nature of the conformational change from G-actin to F-actin is of
immense importance for the biological implications of actin function,
we carefully compared the F-actin structure with that of G-actin16.
Whereas the two major domains (domains 1–2 and 3–4) are twisted

in G-actin, they become flat in F-actin. However, the relative domain
motions are more complex than those described previously3. When
domain 1 is superposed, domain 2 is tilted towards domain 4 by 10u
and towards the outside of F-actin (out of the page in Fig. 3b) by 20u
around the red ‘spear’ (Fig. 3b, c, red arrow). Together with the con-
formational change in the D-loop, the slightly bent domain 1–2 in G-
actin becomes significantly flatter in F-actin (Fig. 3c). When domain 3
is superposed, domain 4 is tilted towards the inside of F-actin (into the
page in Fig. 3d) by 7u around the blue spear (Fig. 3d, e, blue arrows),
making the slightly bent domain 3–4 in G-actin flatter in F-actin. At
the same time, domain 1 is rotated relative to domain 3 by 13u (Fig. 3f,
green arrows) around the green spear passing diagonally through
domain 4 to the outside of domain 1 (Fig. 3d, f).
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Figure 1 | High-contrast cryoEM image of F-actin, its power spectrum and
angular distribution of rotation per subunit. a, A CCD frame of frozen
hydrated F-actin filaments embedded in vitreous ice film recorded by zero-
loss energy-filtered microscopy. The defocus value is 1,500 nm. Scale bar,
100 nm. b, The power spectrum of the 3D reconstruction without imposing
helical symmetry. The layer line is visible out to 6.8 Å. c, Histogram showing
the distribution of the rotation angle per subunit at every 0.2u along the 1-
start helix of F-actin by multireference alignment. The peak is at 166.6u. The
13/6 helix of F-actin corresponds to 166.15u (black arrowhead), and the 28/13
helix corresponds to 167.14u (white arrowhead). Eighty-seven per cent of
all image segments were classified within 61u. The angular distribution
clearly shows that the twisting variability of F-actin by thermal motion is less
than ,1u.

Figure 2 | Three-dimensional density map of F-actin with a fitted atomic
model in stereo. The atomic model is presented as a Ca ribbon diagram
coloured with a rainbow gradient from the amino terminus in blue to the
carboxy terminus in red. Approximately fifteen subunits of actin are shown,
to display all the possible azimuthal orientations. D1, Asp 1. Scale bar,
100 Å.
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Although we cannot discuss side-chain conformations and their
interactions in detail owing to the limited resolution, reasonably accur-
ate main-chain positions allow us to look into possible side-chain
interactions within and between actin molecules. The domain-1 rota-
tion described above also involves a 5u anticlockwise rotation around
the nucleotide within the plain of actin to open the nucleotide-binding
pocket as well as the gap between domains 1 and 3 (Fig. 3d). This
rotation causes Gln 137 to move closer to the position of the c-phos-
phate. Because actin ATPase is activated on F-actin formation18, and
because Gln 137 is crucial in ATP hydrolysis19, our model offers a
possible explanation for the ATPase activation mechanism.

Axial interactions along the protofilament are tight (Figs 2 and 4a,
b). Subunits in Fig. 4 are numbered 22, 21, 0, 1 and 2 along the 1-start
helix from the barbed-end side. Domains and residues mentioned
hereafter will be those of subunit 0 unless otherwise specified. In each
pair of interacting residues described below, the first residue is always
of subunit 0. Axial interactions are extensive but not to the extent of the
previous model3. The difference is partly due to the distinct D-loop
conformation; residues Gly 46–Leu 50 of the D-loop are not associated
with subunit 2 (Supplementary Fig. 6). However, the D-loop still
extends into the bottom pocket formed by domains 1 and 3 of subunit
2: Val 45–Tyr 143 in the interaction with domain 1 and His 40–Tyr 169
with domain 3. The remaining part of domain 2 also forms a few bonds
with domain 3 of subunit 2: Ile 64–Tyr 166, Lys 61–Glu 167 and
Arg 62–Asp 288. Domain 4 is also in close contact with domain 3 of
subunit 2, forming a few bonds: Glu 205–Asp 286, Asp 244–Arg 290,
Asp 241–Thr 324 and Gly 245–Pro 322. Therefore, the axial interac-
tions are mostly electrostatic and hydrophilic, although there are some
hydrophobic interactions.

In contrast, interprotofilament interactions are surprisingly modest,
with only two points of contact (Figs 2 and 4c–f). One is between the

plug (Gln 263–Gly 273) in domain 3 and the beginning of the D-loop
of subunit 21: Glu 270–Arg 39, Ser 265–His 40 and Gly 268–His 40.
The main-chain oxygen of Ile 267 at the top of this plug may also form
a bond with His 173 in domain 3 of subunit 1. This plug has been called
‘hydrophobic plug’ because it was modified to an extended hairpin for
hydrophobic interactions with the opposite strand4. However, the plug
conformation is preserved in F-actin (Fig. 2, two actin subunits on the
top right), and because the plug forms a salt bridge and hydrophilic
interactions with subunits 21 and 1 to stabilize the two-stranded F-
actin structure (Fig. 4d), it should be called ‘hydrophilic plug’.

The other interprotofilament contact is just above the plug, where
domain 4 is in contact with domains 1 and 3 of subunit 1 (Fig. 4c–f).
Lys 191 and Thr 194 in domain 4 are in close proximity to Leu 110 in
domain 1 and Arg 177 in domain 3 of subunit 1 (Fig. 4f). Glu 195 in
domain 4 is located where it might form a salt bridge with Lys 113 in
domain 1 of subunit 1 (Fig. 4f). The main-chain oxygen atoms of
Thr 194 and Glu 195 in domain 4 seem to form hydrogen bonds with
the main-chain oxygen of Leu 110 of subunit 1, either directly or
indirectly through water molecules, because a strong density is
observed here.

Taken together, the interactions between actin subunits are mostly
electrostatic or hydrophilic. This explains F-actin depolymerization in
concentrated salt solutions20. However, F-actin is not fragile, because a
number of electrostatic and hydrophilic bonds can make a protein
stable in a similar manner to hydrophobic ones.

In the previous model, the concatenation of salt bridges between the
major domains was thought to be responsible for stabilizing the flat
actin conformation3, but our model does not show such extensive salt
bridges. However, the disruption of hydrophobic interactions between
domain 1 (Pro 109 and Leu 110) and domain 3 (Val 163 and Ile 175) by
the rotation of domain 1 relative to domain 3 by 20u (Fig. 3d) is
consistently observed, although this rotation is nearly within the plane
of actin (Fig. 3f) rather than untwisting the plane (Fig. 3d, f). The
disruption of the hydrophobic interactions puts actin into a higher-
energy conformation, but it is possibly balanced by the interactions
between actin subunits to make F-actin a dynamic molecular assembly
with polymerization/depolymerization for cellular activities. The com-
plex domain motions are likely to be key to the asymmetric asso-
ciation/dissociation rate of ATP–actin for steady-state treadmill-like
dynamics21.

The N-terminal chain conformation is distinct from any previous
models of actin (Fig. 2). Because the negatively charged N-terminal
residues (Asp-Glu-Asp-Glu) are important for interactions with many
actin-binding proteins, including myosin for muscle contraction22, this
conformation must be important in the dynamic functions. The helical
symmetry of F-actin changes when it binding other proteins, such as
scruin23 and cofilin24, suggesting that the axial twist can be modified
easily by binding a protein over two neighbouring actin subunits, even
though the twist is largely unchanged by thermal motion.

Although cryoEM image analysis has advanced enough to allow the
visualization of side chains for icosahedral viruses25–27 and chapero-
nins28,29, their large particle sizes that give rise to high-contrast images
are still essential for accurate image alignment to achieve high-resolu-
tion analysis. It is therefore thought that high-resolution analysis of
small or thin objects, such as F-actin, is extremely difficult owing to
their intrinsically low image contrast. We have demonstrated that our
cryoEM technologies now allow us to visualize the secondary struc-
tures of such thin objects as F-actin in a few days of work, including
image data collection and processing and 3D image reconstruction. It
would be easy to determine the structure of F-actin in complex with
actin-binding proteins, such as myosin, troponin and tropomyosin, in
similar detail, and such structures will bring us deep insights into the
mechanisms of muscle contraction and regulation, cellular motility
and morphogenesis. There is also room for further improvement, to
reach atomic resolution. The present work offers a new opportunity to
look into cellular mechanisms essential for the activities of life.
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Figure 3 | Comparison of actin models in F-actin with the uncomplexed
crystal structure16. The Ca ribbon diagram in magenta is the atomic model in
F-actin, and that in blue is the crystal structure. a, Superposition of the two
structures for each domain. The Ca atoms of residues 34–37 and 54–68 were
used for superposition of domain 2. b, c, Domain 1 (D1) is superposed to
compare domain 2 (D2) in two different views. Only domains 1 and 2 are
coloured in b and shown in c. The solid red spear in b and c is the axis of
rotation of domain 2. c is viewed against the direction of the spear. d–f, Domain
3 (D3) is superposed to compare domains 4 (D4) and 1 (D1) in two different
views. The spears in d–f are the axes of rotation: blue for domain 4; green for
domain 1. e and f are viewed against the directions of the blue and green spears,
respectively. Short arrows in red in c, blue in e and green in f indicate the
motions of domain 2 relative to 1, domain 4 relative to 3 and domain 1 relative
to 3, respectively. The rotation axes were obtained using DYNDOM30.
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METHODS SUMMARY
We polymerized 7.5mM G-actin from rabbit skeletal muscle in a 30-ml solution of
25 mM Hepes buffer (pH 7.5), 50 mM KCl, 1 mM MgCl2 and 1 mM ATP for ,2 h
at 25 uC. The F-actin filaments were spun down by centrifugation at 100,000g for
60 min to remove monomeric actin. The pellet was gently resuspended in a 30-ml
polymerization buffer, and a 2.1-ml aliquot was applied onto an electron micro-
scopy grid, blotted and rapidly frozen by Vitrobot (FEI), and observed at tem-
peratures of 50–60 K using a JEOL JEM3200FSC electron cryomicroscope

equipped with a liquid-helium-cooled specimen stage, an V-type energy filter
and a field-emission electron gun operated at 200 kV. We recorded zero-
energy-loss images, with a slit setting to remove electrons with an energy loss
larger than 10 eV, on a 4,000 3 4,000 15-mm-per-pixel slow-scan CCD camera
(TemCam-F415MP, TVIPS) at a magnification of 3172,414, a defocus range of
1.0–2.5mm and an electron dose of ,20 electrons per square ångström. Image
processing and analysis was done using the iterative helical real-space refinement
method11,13.

a b

c d

e f

Figure 4 | Axial and lateral interactions of actin subunits in F-actin.
a, b, Axial interactions in side view. c, d, Interprotofilament interactions in side
view. e, f, Interprotofilament interactions in end-on view from the bottom
(barbed-end side). a, c and e are guides to show the portions displayed in stereo
in b, d and f, respectively. Only subunits 0 and 1 are shown in e and f. The

models are shown as Ca ribbon diagram coloured in a rainbow gradient as in
Fig. 2 with relevant side chains in stick representation and coloured according
to the element: carbon, grey; nitrogen, blue; oxygen, red. The side-chain
conformation of Lys 113, His 173 and Glu 195 was manually modified to
indicate their potential involvement in the interprotofilament interactions.
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Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Sample preparation and electron microscopy. G-actin (7.5mM) from rabbit
skeletal muscle was polymerized in a 30-ml solution of 25 mM Hepes buffer
(pH 7.5), 50 mM KCl, 1 mM MgCl2 and 1 mM ATP for ,2 h at 25 uC. The F-actin
filaments were spun down by centrifugation at 100,000g for 60 min to remove
monomeric actin. The pellet was gently resuspended in a 30-ml polymerization
buffer.

A 2.1-ml sample solution was applied onto a Quantifoil holey carbon mol-
ybdenum grid (R0.6/1.0, Quantifoil) and was plunge-frozen into liquid ethane
using a fully automated vitrification device (Vitrobot, FEI). The control of tem-
perature, 100% humidity and the timing between blotting and plunging is import-
ant to make ice-embedded F-actin as straight as possible and ice thickness as low as
possible for high-contrast, high-quality imaging. The specimen was observed at
temperatures of 50–60 K using a JEOL JEM3200FSC electron microscope, which is
equipped with a liquid-helium-cooled specimen stage, an V-type energy filter and
a field-emission electron gun operated at 200 kV. Zero-energy-loss images, with a
slit setting to remove electrons of an energy loss larger than 10 eV, were recorded
on a 4,000 3 4,000 15-mm-per-pixel slow-scan CCD camera (TemCam-F415MP,
TVIPS) at a magnification of around 3172,000, a defocus range of 1.0–2.5mm and
an electron dose of ,20 electrons per square ångström. The magnification was
calibrated by measuring the layer-line spacing of 23.0 Å in the Fourier transform of
images of tobacco mosaic virus mixed in the sample solution. The image pixels of
0.87 Å per pixel at this magnification were twofold binned to have 1.74 Å per pixel
for image analysis, to increase the signal-to-noise ratio. In total, 490 CCD images
were collected manually in two days and used for image analysis.
Image analysis. Helical image analysis was carried out by using the iterative helical
real-space reconstruction method13 with EMAN 1.931 and SPIDER 15.0632, as
previously described11. Defocus and astigmatism of each image were determined
using a slightly modified version of CTFFIND333. Images of F-actin in 490 CCD
frames were boxed into 27,240 segments of 700 3 700 pixels with a step shift of 70
pixels along the filament axis using EMAN’s boxer program31. The number of
actin molecules used for this reconstruction corresponds to ,120,000. The in-
plane orientation of F-actin in each segment was recorded in a list to avoid
interpolation when rotating the image. Images were then corrected for a phase
and amplitude contrast transfer function (CTF) by multiplying the CTF calculated
from the defocus and astigmatism. We used an amplitude CTF/phase CTF ratio of
7% (ref. 34). This procedure for CTF correction results in the multiplication of the
original structure factor by the square of the CTF (CTF2) and suppresses the noise
around the nodes of the CTF, allowing more accurate image alignment. The
amplitude modification by CTF2 was corrected in the last stage of image analysis
as described later. The images were then high-pass-filtered (285 Å) to remove a
density undulation of low spatial frequency, normalized, decimated by a factor of
two and cropped to 320 3 320 pixels. Image processing was mainly carried out
with the SPIDER package32 on a PC cluster computer with 40 CPUs (RC server
Calm2000, Real Computing).

A series of reference projection images were generated for each reference
volume by rotating the volume azimuthally about the filament axis between 0u
and 360u and projecting the volume at every 1u to produce all the views. The
variation of the out-of-plane tilt angle was limited to 610u and was also sampled
at every 1u. The raw images of the boxed F-actin segments were translationally and
rotationally aligned and cross-correlated with the set of reference projections to
produce the following information: an in-plane rotation angle, an x shift, a y shift,
an azimuthal angle and a cross-correlation coefficient for each segment. Particles
with a small cross-correlation coefficient were discarded. The polarity of the
particles was tracked with respect to their respective filaments. Even with our

high-contrast imaging technique, the orientation of each individual particle was
sometime ambiguous owing to the relatively low contrast and high noise level of
the segment images. Therefore, the orientation was defined as that of the majority
of the segments for each filament during each alignment cycle, and all the seg-
ments identified to have the opposite orientation were discarded. On average, 95%
of the segments from an F-actin filament showed the same polarity, indicating the
reliability of polarity determination. A 3D image was then reconstructed by back-
projection.

We used a solid cylinder with a diameter of 70 Å as the initial reference volume
to avoid any model bias in image alignment and reconstruction. The initial helical
symmetry parameters were imposed on the first reconstruction to produce the
new reference volume for the second round of image alignment. After this cycle,
every time a 3D image was reconstructed, the symmetry of this new volume was
determined by a least-squares fitting algorithm, and this symmetry was imposed
on the reconstruction13. The new symmetry-enforced volume was used as a ref-
erence for the next round of alignment. This process was repeated iteratively until
the symmetry values converged to a stable solution. In the refinement phase, to
reduce the noise in the reference and increase the accuracy of aliment, we used
automask2 from the EMAN package to impose the edge smooth mask to the
reconstruction.

The resulting reconstruction was then modified by multiplying the transform of
the reconstruction by 1/[

P
CTF2 1 1/SNR] (SNR, signal-to-noise ratio) to com-

pensate for the amplitude distortion by the CTF. The map was scaled with a B
factor of 2180 Å2. More than 97% of the image data were used for the final
reconstruction presented.
Model refinement. We used the crystal structure of uncomplexed actin16 (PDB
ID, 1J6Z) as an initial model and divided it into four domains. In the first stage of
the fitting process, we treated the four domains as rigid bodies and allowed the
joints of these domains to be flexible. But residues 1–8, 39–56, 221–234 and 337–
375 were clearly outside the density map. In the second stage, we allowed these
residues to move flexibly to fit into the map under stereochemical restraints. We
then applied the helical symmetry to this subunit model to build an F-actin model
and minimized the conformational energy further using FlexEM to remove inter-
molecular clashes of atoms. All the figures were made using UCSF Chimera35.
Multireference alignment. On the basis of the refined atomic model of F-actin,
we built 41 F-actin models with different rotation angles per subunit along the 1-
start helix, from 162.6u to 170.6u at every 0.2u. We converted these models to 3D
volumes at 8.0 Å resolution using pdb2mrc31 and used them as the reference
volumes to carry out multireference alignment for the 27,240 overlapping segment
images that we used for 3D image reconstruction. It should be noted that the
relatively high level of random noise in cryoEM images due to low electron dose
tends to cause the misalignment and, thereby, broadening of the angular distri-
bution. Therefore, the actual distribution should be narrower than the one shown
in the histogram of Fig. 1c.

31. Ludtke, S. J., Baldwin, P. R. & Chiu, W. EMAN: semiautomated software for high-
resolution single-particle reconstruction. J. Struct. Biol. 128, 82–97 (1999).

32. Frank, J. et al. SPIDER and WEB: processing and visualization of images in 3D
electron microscopy and related fields. J. Struct. Biol. 116, 190–199 (1996).

33. Mindell, J. A.&Grigorieff,N.Accuratedeterminationof localdefocusandspecimen
tilt in electron microscopy. J. Struct. Biol. 142, 334–347 (2003).

34. Yonekura, K., Braunfeld, M. B., Maki-Yonekura, S. & Agard, D. A. Electron energy
filtering significantly improves amplitude contrast of frozen-hydrated protein at
300kV. J. Struct. Biol. 156, 524–536 (2006).

35. Pettersen, E. F. et al. UCSF Chimera—a visualization system for exploratory
research and analysis. J. Comput. Chem. 25, 1605–1612 (2004).
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Crystal structure of the human symplekin–Ssu72–
CTD phosphopeptide complex
Kehui Xiang1, Takashi Nagaike1*, Song Xiang1*{, Turgay Kilic1, Maia M. Beh1, James L. Manley1 & Liang Tong1

Symplekin (Pta1 in yeast) is a scaffold in the large protein complex
that is required for 39-end cleavage and polyadenylation of eukary-
otic messenger RNA precursors (pre-mRNAs)1–4; it also participates
in transcription initiation and termination by RNA polymerase II
(Pol II)5,6. Symplekin mediates interactions between many different
proteins in this machinery1,2,7–9, although the molecular basis for its
function is not known. Here we report the crystal structure at 2.4 Å
resolution of the amino-terminal domain (residues 30–340) of
human symplekin in a ternary complex with the Pol II carboxy-
terminal domain (CTD) Ser 5 phosphatase Ssu72 (refs 7, 10–17)
and a CTD Ser 5 phosphopeptide. The N-terminal domain of
symplekin has the ARM or HEAT fold, with seven pairs of anti-
parallel a-helices arranged in the shape of an arc. The structure of
Ssu72 has some similarity to that of low-molecular-mass phospho-
tyrosine protein phosphatase18,19, although Ssu72 has a unique
active-site landscape as well as extra structural features at the C
terminus that are important for interaction with symplekin.
Ssu72 is bound to the concave face of symplekin, and engineered
mutations in this interface can abolish interactions between the two
proteins. The CTD peptide is bound in the active site of Ssu72, with
the pSer 5-Pro 6 peptide bond in the cis configuration, which con-
trasts with all other known CTD peptide conformations20,21.
Although the active site of Ssu72 is about 25 Å from the interface
with symplekin, we found that the symplekin N-terminal domain
stimulates Ssu72 CTD phosphatase activity in vitro. Furthermore,
the N-terminal domain of symplekin inhibits polyadenylation in
vitro, but only when coupled to transcription. Because catalytically
active Ssu72 overcomes this inhibition, our results show a role for
mammalian Ssu72 in transcription-coupled pre-mRNA 39-end
processing.

Human symplekin contains 1,274 amino-acid residues (Fig. 1a) and
its sequence is well conserved in higher eukaryotes (Supplementary

Fig. 1). In comparison, symplekin shares only weak sequence similarity
with yeast Pta1 (ref. 1) (Supplementary Fig. 2), and Pta1 lacks the C-
terminal 500 residues of symplekin (Fig. 1a). Symplekin and Pta1 do
not have any recognizable homology with other proteins. Predictions
of secondary structure suggest the presence of an all-helical segment in
the N-terminal region of symplekin and Pta1 (Fig. 1a and Supplemen-
tary Figs 1 and 2). Recent studies in yeast suggested that the N-terminal
segment of Pta1 is important for interaction with Ssu72 (ref. 9). Ssu72 is
required for pre-mRNA 39-end cleavage in yeast7, although its phos-
phatase activity is not necessary for this function13. The catalytic activity
of Ssu72 may instead be important for Pol II transcription and termina-
tion and for gene looping17. Ssu72 is highly conserved in the eukaryotes
(Supplementary Fig. 3), but so far no evidence exists implicating mam-
malian Ssu72 in 39-end processing.

To determine the structure of a symplekin–Ssu72–CTD phospho-
peptide ternary complex, residues 30–360 of human symplekin and
full-length human Ssu72 were overexpressed and purified separately.
The two proteins were mixed, with Ssu72 in slight molar excess, and
the symplekin–Ssu72 complex was purified by gel-filtration chromato-
graphy. This procedure also demonstrated strong interactions between
the two human proteins, consistent with observations on their yeast
counterparts9. The decamer CTD phosphopeptide used in this study,
Ser-Tyr 1-Ser 2-Pro 3-Thr 4-pSer 5-Pro 6-Ser 7-Tyr-Ser, where Ser 5 is
phosphorylated, contained an entire CTD heptad repeat as well as a
serine residue from the previous repeat and Tyr-Ser from the following
repeat. To prevent hydrolysis, the active-site nucleophile Cys 12 of
Ssu72 was mutated to Ser in the ternary complex. We have also deter-
mined the crystal structure of the symplekin–Ssu72(wild-type) binary
complex and the structures of the symplekin N-terminal domain alone
(for residues 30–395 or 1–395). All the structures are in excellent
agreement with the crystallographic data and the expected geometric
parameters (Supplementary Table 1).

*These authors contributed equally to this work.

1Department of Biological Sciences, Columbia University, New York, New York 10027, USA. {Present address: Key Laboratory of Nutrition and Metabolism, Institute for Nutritional Sciences, Shanghai
Institutes for Biological Sciences, Chinese Academy of Sciences, Shanghai 200031, China.
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Figure 1 | Structure of the human symplekin–
Ssu72–CTD phosphopeptide ternary complex.
a, Domain organization of human symplekin and
Saccharomyces cerevisiae Pta1. The domains are
suggested by secondary-structure predictions, and
the middle region of Pta1 is suggested by functional
studies9. b, Schematic drawing of the structure of
human symplekin–Ssu72–CTD phosphopeptide
ternary complex, in two views. The N-terminal
domain of symplekin is shown in cyan, and Ssu72
in yellow. The CTD phosphopeptide is shown as a
stick model (in green for carbon atoms). c, Overlay
of the structures of the N-terminal domain of
human (in cyan) and Drosophila (in grey)
symplekin22. Drosophila symplekin lacks the last
two pairs of helical repeats (boxed). All structure
figures were produced with PyMOL (http://
www.pymol.org).
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The structures show that residues 30–340 of symplekin (Symp-N)
form seven pairs of antiparallel a-helices, whereas residues 1–29 and
341–395 are disordered (Supplementary Fig. 1). The pairs of helices are
arranged in an arc, with the first helix in each pair, the aA helix, being
located on the convex face of the arc, and the aB helix on the concave
face (Fig. 1b). Most of the loops connecting the helices are short, except
for that linking helices a4B and a5A, with 31 residues (Fig. 1b). The
overall fold of Symp-N is found in many other proteins, including
those with the ARM or HEAT repeats. These structures are often
involved in protein–protein interactions, which is consistent with
the proposed scaffold function of symplekin.

The structure of the N-terminal domain of Drosophila symplekin
(residues 22–270) was reported recently22. Its overall conformation is
similar to that of human Symp-N, with a root mean squared distance
of 1.0 Å among their equivalent Ca atoms, although the Drosophila sym-
plekin structure lacks the two pairs of helices(a6 anda7) at the C terminus
(Fig. 1c). Noting the good sequence conservation of residues in this region
(Supplementary Fig. 1), it is likely that these helices are also present in
the N-terminal domain of Drosophila symplekin. Our studies show that
helix a6B is important for interactions with Ssu72 (Fig. 1b; see below).

The structure of Ssu72 contains a central five-strandedb-sheet (b1–b5)
that is surrounded by helices on both sides (Fig. 2a and Supplementary

Fig. 4). The closest structural homologue of Ssu72 is the low-molecular-
mass phosphotyrosine protein phosphatase (Fig. 2b)18,19, as suggested
previously11,12,14, even though the two proteins share only 16% sequence
identity. However, our studies show that Ssu72 possesses three unique
structural features compared with this other phosphatase (Fig. 2b),
which are formed by highly conserved residues (Supplementary Fig.
3) and have important functions. A small, two-stranded antiparallel
b-sheet (b2A and b2B) is located near the active site (Fig. 2a). The
aD helix is in a different conformation in Ssu72 and also contributes
to phosphopeptide binding. Finally, Ssu72 contains an extra helix (aG)
and a b-strand (b5) at the C terminus, which are essential for interac-
tions with symplekin (Fig. 1b).

Our structure of the ternary complex showed that the CTD phospho-
peptide, with good electron density for residues Thr 4 to Ser 7 (Fig. 2c), is
bound with the peptide bond between pSer 5 and Pro 6 in the cis con-
figuration (Fig. 2d). This is in sharp contrast to the conformations of the
CTD phosphopeptides observed in other structures, which all have the
Pro residue(s) in the trans configuration (Supplementary Fig. 5)20,21.
With the cis configuration, the backbone of the phosphopeptide makes
a 180u turn at the pSer-Pro residues, whereas the peptide in the trans
configuration (Supplementary Fig. 5) would clash with Ssu72.
Therefore, Ssu72 can only bind and dephosphorylate CTD substrates
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Figure 2 | Recognition of the CTD phosphopeptide by human Ssu72.
a, Schematic drawing of the structure of human Ssu72–CTD phosphopeptide
complex. b, Overlay of the structures of Ssu72 (yellow) and low-molecular-
mass phosphotyrosine protein phosphatase (grey)18,19. Arrows indicate unique
structural features in Ssu72. Stereo versions of a and b are given in
Supplementary Fig. 4. c, Two views of the omit Fo 2 Fc electron density at 2.4 Å

resolution for the CTD phosphopeptide, contoured at 3s. d, Stereo pair
showing detailed interactions between the CTD phosphopeptide and the active
site of Ssu72. Ion-pair and hydrogen-bonding interactions are indicated by red
dashed lines. e, Molecular surface of the active-site region of Ssu72. The CTD
phosphopeptide is shown as a stick model.
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with the pSer-Pro peptide bond in the cis configuration, in contrast to all
other known CTD phosphatases (Supplementary Information).

Our observation of a cis configuration for the CTD also provides a
different interpretation for the role of the peptidyl-prolyl isomerase
Pin1 (Ess1 in yeast) in regulating Pol II transcription23–25. It has been
proposed that Pin1/Ess1 promotes the trans configuration of the CTD
for dephosphorylation by Ssu72 (refs 24, 25), whereas our structure
indicates that the opposite must be true. Our in vitro phosphatase
assays demonstrate that Pin1 strongly stimulates the phosphatase
activity of Ssu72 (Supplementary Information and Supplementary
Fig. 6), consistent with its specificity for the cis configuration.

The active site of Ssu72 is located at the bottom of a narrow groove
(Fig. 2e), one wall of which is formed by the small b-sheet (b2A and
b2B) and the loop linking the two strands (Fig. 2d). This severely limits
the possible conformation of the CTD, ensuring that only the cis
configuration of the pSer-Pro peptide bond can be accommodated
in the active site. In fact, the Thr 4-pSer 5 peptide bond is p-stacked
with the Pro 6-Ser 7 peptide bond (Fig. 2d), suggesting a highly
restrained conformation for the CTD phosphopeptide in this region.
Residues Thr 4, pSer 5 and Pro 6 of the same repeat as well as Tyr 1 of
the following repeat have interactions with the enzyme (Fig. 2d and
Supplementary Information), explaining the preference for pSer 5 by
Ssu72 and consistent with results from earlier biochemical studies on
yeast Ssu72 (ref. 14).

The phosphate group of the peptide is bound deepest in the struc-
ture, having extensive ion-pair and hydrogen-bonding interactions
with the enzyme (Fig. 2d). In addition, the main-chain amide group

of pSer 5 is hydrogen-bonded to the main-chain carbonyl of Lys 43 (in
b2A). The catalytic nucleophile of Ssu72, Cys 12, is located directly
below the phosphate group and can be in the correct position for the
inline nucleophilic attack on the phosphorus atom to initiate the reac-
tion (Supplementary Fig. 7). The side chain of Asp 143 is located 3.5 Å
from the Oc atom of Ser 5, consistent with its role as the general acid to
protonate the leaving group. There are some conformational changes
in the active-site region of Ssu72, especially for the b2A–b2B loop, on
binding of the CTD phosphopeptide (Supplementary Fig. 7), although
this loop seems to be flexible and can assume different conformations
in the various structures.

In the structures of the binary and ternary complexes, Ssu72 is
bound to the concave face of Symp-N (Fig. 1b). About 950 Å2 of the
surface area of each protein is buried in the interface of this complex,
which involves helices a3B–a6B of Symp-N (Fig. 3a and Supplemen-
tary Fig. 1), and helix aE, the following aE–b4 loop, helix aG and
strand b5 of Ssu72 (Supplementary Fig. 3). In addition, residue
Arg 206, at the tip of the long loop connecting helices a4B and a5A
of Symp-N, is also located in the interface (Fig. 3a). Ion-pair, hydrogen-
bonding and hydrophobic interactions make contributions to the
formation of this complex (Supplementary Information). In particular,
the side chains of Val 191 and Phe 193 of Ssu72 (in strand b5) establish
hydrophobic interactions with those of Lys 185 (a4B) and Ile 251 (a5B)
of symplekin in the centre of this interface (Fig. 3a). In addition, the
side-chain hydroxyl group of Thr 190 (b5) of Ssu72 is hydrogen-
bonded to the side chain of Asn 300 (a6B) of symplekin. The relative
positions of Symp-N and Ssu72 seem to be somewhat variable among
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Figure 3 | Structural and biochemical characterizations of the symplekin–
Ssu72 interface. a, Stereo pair showing detailed interactions between
symplekin (in cyan) and Ssu72 (in yellow) in the interface. The molecular
surface of symplekin is also shown (in cyan). Side chains making important
contributions to the interface are shown as stick models. Residues labelled in
red were selected for mutagenesis. b, The activity of Ssu72, measured by the
hydrolysis of pNPP, as a function of the molar ratio of symplekin. TA/VA/FA,
T190A/V191A/F193A mutant of Ssu72 (stimulation by wild-type (WT)

symplekin). Results are shown as means 6 s.d. for three independent
experiments. c, Stimulation of the CTD Ser 5 phosphatase activity of Ssu72 by
symplekin. The levels of pSer 5 and total CTD were determined using the H14
and 8WG16 antibodies, respectively. d, Gel-filtration profiles for wild-type
symplekin N-terminal domain alone, wild-type human Ssu72 (full-length)
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excess). e, Gel-filtration profiles for wild-type Ssu72 alone, K185A mutant of
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the binary and ternary complexes (Supplementary Information and
Supplementary Fig. 8).

The symplekin–Ssu72 interface is located about 25 Å from the active
site of Ssu72 (Fig. 1b). However, phosphatase assays measuring the
hydrolysis of a p-nitrophenyl phosphate (pNPP) model substrate11,12

showed that Symp-N stimulated Ssu72 activity (Fig. 3b), and maximal
activation was achieved when the two proteins were at a 1:1 molar
ratio. To assess whether this stimulation also occurs with a natural
substrate, we first used the decamer CTD phosphopeptide in the assay,
monitoring the release of inorganic phosphate, and observed a similar
stimulation (Supplementary Fig. 6). We next prepared a glutathione
S-transferase (GST)–CTD fusion protein that had been phosphorylated
on Ser 2 and Ser 5 with HeLa nuclear extract26. As demonstrated by
western blotting with a pSer 5-specific antibody, Ssu72 dephosphory-
lated this protein on Ser 5, in a manner that was also stimulated by
Symp-N (Fig. 3c). Ssu72 was specific for dephosphorylating pSer 5,
because Ser 2 phosphorylation, as monitored by a pSer 2-specific
antibody, was not affected (data not shown).

Our data indicate that the symplekin–Ssu72 interaction activated
Ssu72 phosphatase activity, probably through stabilization of the
Ssu72 structure and/or an allosteric mechanism. This is consistent with
previous studies on the R129A mutant (ssu72-2) of yeast Ssu72, equi-
valent to Arg 126 in human Ssu72 (Supplementary Fig. 3). This mutant
shows a twofold decrease in catalytic activity compared with wild-type
Ssu72 and produces a severe growth defect at the non-permissive tem-
perature16. Arg 126 is far from the active site and is in fact near the
interface with symplekin (Fig. 3a). However, it does not contribute
directly to interactions with symplekin, and the R126A mutation did
not disrupt interaction with Symp-N (data not shown).

To assess the importance of individual residues for the stability of
the symplekin–Ssu72 complex, we introduced mutations in the inter-
face and characterized their effects on the complex by using gel-filtration
chromatography and phosphatase assays. The presence of wild-type
Ssu72 gave rise to a clear shift in the peak for Symp-N from a gel-
filtration column (Fig. 3d), corresponding to the formation of the
symplekin–Ssu72 complex. Ssu72 was present in twofold molar excess
in this experiment, and only half of this protein was incorporated into
the complex (Fig. 3d), demonstrating a 1:1 stoichiometry for the com-
plex. Mutation of a symplekin residue in the interface, K185A (Fig. 3a),
essentially abolished the interaction with wild-type Ssu72 (Fig. 3e), and
mutation of three Ssu72 residues in the interface, T190A/V191A/
F193A, abolished the interaction with wild-type symplekin. The chro-
matographic behaviour of the mutants alone was similar to that of the
wild-type protein (Fig. 3e), suggesting that the mutations did not disrupt
the structure of the proteins. This was also confirmed by the crystal
structure of the K185A mutant (data not shown). Consistent with the
gel-filtration data, the symplekin K185A mutant failed to stimulate
Ssu72 phosphatase activity, and the T190A/V191A/F193A mutant of
Ssu72 could not be stimulated by wild-type Symp-N (Fig. 3b).

We next wished to assess the functional importance of the symplekin–
Ssu72 interaction with respect to 39-end formation. Given the roles of
their yeast counterparts in both transcription and polyadenylation, we
used a transcription-coupled 39-end processing assay27. HeLa nuclear
extract was preincubated with increasing concentrations of Symp-N,
which led to a pronounced inhibition of polyadenylation (Fig. 4a),
similar to an effect observed earlier with the yeast Pta1 N-terminal
domain in a transcription-independent assay9. Transcription, as mea-
sured by the accumulation of unprocessed pre-mRNA, was not affected
(Fig. 4b). RNase protection assays showed that 39-end cleavage was also
not affected (Supplementary Fig. 9), indicating that Symp-N affects
only the polyadenylation step of 39-end formation. Inclusion of purified
Ssu72 during the preincubation with Symp-N blocked the inhibition,
whereas Ssu72 alone had no effect (Fig. 4c). The K185A mutation in
Symp-N abolished this inhibitory effect, whereas the T190A/V191A/
F193A mutant of Ssu72 failed to overcome the inhibition by wild-
type Symp-N (Fig. 4c). These results provide strong evidence that the

inhibitory effect of Symp-N reflects its interaction with Ssu72, and thus
implicates Ssu72 in mammalian 39-end processing. In contrast with
studies in yeast7,9, the catalytically inactive C12S mutant of Ssu72 failed
to overcome this inhibition (Fig. 4c), and Symp-N had no detectable
effect on transcription-independent polyadenylation (Fig. 4d, and data
not shown). Together, these results indicate that Ssu72 phosphatase
activity is required for polyadenylation of pre-mRNAs, but only when
processing is coupled to transcription.

Our finding that a CTD phosphopeptide is bound to Ssu72 with the
pSer-Pro peptide bond in the cis configuration indicates the existence of a
novel CTD conformation. Although Ssu72 has been well studied in yeast
and has functions in transcription and 39-end processing, essentially
nothing was known about its mammalian counterpart. In fact, whereas
the yeast enzyme is a stable component of the polyadenylation machinery
and is required for processing, mammalian Ssu72 has not been found
associated with polyadenylation factors and was not detected in a recent
proteomic analysis of the assembled polyadenylation complex28. Con-
sistent with this, our results provide evidence that in mammals Ssu72
is only necessary for polyadenylation when processing is coupled to
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Figure 4 | Functional characterization of the symplekin–Ssu72 interaction.
a, Transcription-coupled polyadenylation is inhibited in a dose-dependent
fashion by symplekin N-terminal domain. Transcription-processing was
performed in HeLa nuclear extract; RNAs were purified and separated into
poly(A)2 and poly(A)1 fractions, and resolved by denaturing PAGE. Positions
of unprocessed ‘run-off’ RNA (pre-mRNA) and cleaved and polyadenylated
RNA (poly(A) RNA) are indicated. b, Symplekin N-terminal domain does not
inhibit transcription. Poly(A)2 RNAs (2%) from the transcription-coupled
polyadenylation assays in the presence of increasing concentrations of
symplekin N-terminal domain are shown. c, Ssu72 overcomes the inhibition of
transcription-coupled polyadenylation by symplekin. The effects of the K185A
mutant of symplekin and the C12S and T190A/V191A/F193A (TA/VA/FA)
mutants of Ssu72 on polyadenylation are also shown. d, Polyadenylation of
SV40 late pre-mRNA, uncoupled to transcription, is not inhibited by symplekin
N-terminal domain.
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transcription. A parsimonious model is that symplekin recruits Ssu72 to
the transcription complex and activates its phosphatase activity, which
promotes polyadenylation. Conceivably, this occurs by facilitating the
recruitment of poly(A) polymerase, known for many years to be only
weakly associated with other 39-end processing factors28,29, to the com-
plex. Given that the CTD is necessary for efficient 39-end formation in
mammalian cells26,30, and that CTD pSer 5 is the only known target of
Ssu72, CTD pSer 5 dephosphorylation may well be important in facili-
tating polyadenylation during transcription.

METHODS SUMMARY
Crystallography. The N-terminal domain of human symplekin and full-length
human Ssu72 were overexpressed separately in Escherichia coli and purified. The
symplekin–Ssu72 complex was purified by gel filtration of a mixture of the two
proteins. Crystals were obtained by the sitting-drop vapour-diffusion method, and
the structures were determined by the selenomethionyl single-wavelength anomalous
diffraction method and the molecular replacement method.
In vitro transcription-coupled polyadenylation assay. Transcription-coupled
polyadenylation was performed with a DNA construct containing GAL4-binding
sites upstream of the adenovirus E4 core promoter and SV40 late poly(A) site
downstream. Recombinant symplekin and Ssu72 proteins were preincubated
with HeLa nuclear extract before transcription was started by adding the DNA
template and purified GAL4–VP16. RNA products were purified, separated into
nonpolyadenylated and polyadenylated fractions and analysed on 5% denaturing
gel. Radioactivity was detected with a PhosphorImager. Assays were repeated
multiple times with consistent results.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Protein expression and purification. Residues 30–395 of human symplekin were
subcloned into the pET28a vector (Novagen). The recombinant protein carries a
hexahistidine tag at the N terminus. The plasmids were transformed into E. coli
BL21(DE3) Star cells. After induction with 0.5 mM isopropyl b-D-thiogalactoside,
the cells were allowed to grow at 20 uC for 14–16 h, collected by centrifugation, and
lysed by sonication. Soluble symplekin was purified by Ni21-nitrilotriacetate
(Qiagen) and gel-filtration (Sephacryl S-300; GE Healthcare) chromatography.
Purified protein was concentrated to 15 mg ml21 in a buffer containing 20 mM
Tris-HCl pH 8.5, 200 mM NaCl, 10 mM dithiothreitol (DTT) and 5% (v/v) glycerol,
flash-frozen in liquid nitrogen and stored at 280 uC. The N-terminal His-tag was
not removed for crystallization.

The selenomethionyl protein sample was produced in E. coli B834(DE3) cells,
and the bacteria were grown in defined LeMaster medium supplemented with
selenomethionine31. The purification procedure was the same as for the native
protein.

To prepare the symplekin–Ssu72 complex, residues 30–360 of human symplekin
and full-length human Ssu72 were cloned separately into the pET28a vector. Both
proteins carried a hexahistidine tag at the N terminus and were purified separately
by Ni21-nitrilotriacetate (Qiagen) and gel-filtration (Sephacryl S-300; GE
Healthcare) chromatography. The purified proteins were then mixed, with Ssu72
present in slight molar excess (1:1.2 molar ratio), and the symplekin–Ssu72 complex
was purified by gel-filtration chromatography. Purified protein was concentrated to
10 mg ml21 in a buffer containing 20 mM Tris-HCl pH 8.5, 200 mM NaCl, 10 mM
DTT and 5% (v/v) glycerol, flash-frozen in liquid nitrogen and stored at 280 uC.
Protein crystallization. Crystals of symplekin (residues 30–395) were obtained
with the sitting-drop vapour-diffusion method at 20 uC. The reservoir solution
contained 50 mM Bis-Tris pH 6.5, 40 mM ammonium sulphate and 40% (v/v)
pentaerythritol ethoxylate (15/4 EO/OH). The crystals belong to space group
P21, with unit cell parameters of a 5 41.6 Å, b 5 63.0 Å, c 5 62.3 Å and
b 5 90.6u. There is one symplekin molecule in the asymmetric unit.

Crystals of the symplekin–Ssu72 complex were obtained with the sitting-drop
vapour-diffusion method at 20 uC. The reservoir solution contained 0.32 M
ammonium sulphate and 26% (w/v) PEG 3350. The crystals belong to space group
P21212, with unit cell parameters of a 5 99.4 Å, b 5 113.6 Å and c 5 59.1 Å. There
is one symplekin–Ssu72 complex in the asymmetric unit.

Crystals of the symplekin–Ssu72–CTD phosphopeptide ternary complex were
obtained with the sitting-drop vapour-diffusion method at 20 uC. The reservoir
solution contained 1.6 M ammonium chloride and 27% (w/v) PEG 3350. Sodium
potassium tartrate (10 mM) was included as an additive in the drop. These crystals
of the symplekin–Ssu72 binary complex were soaked overnight in a solution
containing 30 mM CTD phosphopeptide, 25% (w/v) PEG 3000 and 100 mM
Tris-HCl pH 8.5 at 20 uC. The crystal belongs to space group P21, with unit cell
parameters of a 5 67.0 Å, b 5 97.6 Å, c 5 105.0 Å and b 5 98.7u. There are two
copies of the symplekin–Ssu72 complex in the asymmetric unit. The CTD phos-
phopeptide was observed in only one of the Ssu72 molecules, and a phosphate is
bound in the active site of the other Ssu72 molecule. We found that commercial
PEG 3350 contains some phosphate (about 1 mM) as a contaminant.

The crystals were cryoprotected by the reservoir solution, supplemented with
25% (v/v) ethylene glycol if necessary, and flash-frozen in liquid nitrogen for data
collection at 100 K.
Data collection and structure determination. The structure of symplekin alone
was determined by the selenomethionyl anomalous diffraction method32. A single-
wavelength anomalous diffraction (SAD) data set to 2.0 Å resolution was collected
on a SeMet-substituted crystal at beamline 9-2 of the Stanford Synchrotron
Radiation Laboratory. A native reflection data set to 1.4 Å resolution was collected
at the same beamline. The diffraction data were processed and scaled with the HKL
package33. The data processing statistics are summarized in Supplementary Table 1.

The Se atoms were located with the program BnP34, and the reflections were
phased with the program Solve35. Most of the residues were built automatically by
the program Resolve, and the model was completed by manual building with the
programs O36 and Coot37. The structure refinement was performed with the
programs CNS38 and Refmac39.

The structure of the symplekin–Ssu72 complex was determined by the molecular
replacement method, with the program COMO40. A native reflection data set to
2.5 Å resolution was collected at the X4C beamline of the National Synchrotron
Light Source. The structures of symplekin and Drosophila Ssu72 (PDB ID 3FDF)
were used as the search models.

A native reflection data set to 2.4 Å resolution was collected at the X29 beamline
on the symplekin–Ssu72–CTD phosphopeptide ternary complex.
Symplekin–Ssu72 interactions. Symplekin and Ssu72 mutants were made with
the QuikChange kit (Stratagene) and verified by sequencing. The mutant proteins

were expressed and purified by following the same protocol as that for the wild-
type protein.

Analytical gel-filtration experiments were carried out on a Superose-12 10/30
column (GE Healthcare), with a buffer containing 20 mM Tris-HCl pH 7.5 and
200 mM NaCl. Symplekin (210mg) and Ssu72 (380mg) were mixed and diluted to a
final volume of 500ml with the gel-filtration buffer. The mixture was incubated on
ice for 1 h before being loaded on the column. The proteins were also run separately
on the column to determine their migration behaviour alone.
Ssu72 CTD peptide phosphatase assays. Reaction mixtures (50ml) containing
20 mM Tris-HCl pH 7.5, 150 mM NaCl, 5 mM DTT, the indicated amount of CTD
phosphopeptide, Ssu72 and symplekin were incubated at 37 uC. Time-point samples
were taken and quenched by the addition of 0.5 ml of malachite green reagent
(BIOMOL Research Laboratories). Phosphate release was determined by measuring
A620 and comparing it with a phosphate standard curve.

To study the effect of Pin1 on Ssu72, reaction mixtures (50ml) containing
50 mM Tris-HCl pH 7.5, 50 mM NaCl, 5 mM DTT, 500mM CTD phosphopeptide
and the indicated amount of Ssu72 and GST–Pin1 were incubated at 10 uC.
Phosphate release was determined with the malachite green reagent.
Ssu72 GST–CTD phosphatase assays. GST–CTD fusion protein was expressed,
purified and phosphorylated in vitro as described previously41. GST–CTD phos-
phatase assays were performed in a total volume of 10ml containing 50 mM Tris-
HCl pH 7.9, 100 mM KCl, 12.5 mM MgCl2, 0.5 mM EDTA, 5% (v/v) glycerol and the
indicated amount of phosphorylated GST–CTD as a substrate, Ssu72, symplekin or
their mutants. Reactions were incubated for various durations at 37 uC, stopped by
the addition of SDS loading buffer and resolved by 8% SDS–PAGE. pSer 2 and pSer 5
levels were detected by western blot with 3E10 (ref. 42) and H14 (Covance)
antibodies, respectively.
In vitro transcription-coupled polyadenylation assay. The DNA construct used
for the transcription-coupled polyadenylation assay contained GAL4-binding
sites upstream of an E4 core promoter and an SV40 late poly(A) site downstream.
Transcription-coupled polyadenylation was performed at 30 uC for 1 h in 20-ml
reaction mixtures containing 10ml of nuclear extract, 100 ng of Gal4–VP16,
recombinant proteins (symplekin and Ssu72), 12 mM HEPES pH 7.9, 500 ng of
the DNA templates, 0.5 mM each of ATP, GTP and CTP, 15mM unlabelled UTP,
10mCi of [a-32P]UTP, 4 mM MgCl2, 20 mM creatine phosphate (di-tris), 2.4%
PEG 8000, 12% glycerol, 60 mM KCl, 0.12 mM EDTA, 0.12 mM DTT and 0.3 mM
phenylmethylsulphonyl fluoride. Recombinant symplekin and Ssu72 proteins
were preincubated with nuclear extract (30 min at 23 uC) before transcrip-
tion was started by adding the DNA templates. The reaction was stopped by
adding proteinase K. RNA products were separated into non-polyadenylated
and polyadenylated fractions by oligo(dT) selection; thereafter 2% of non-
polyadenylated and 100% of polyadenylated fractions were analysed on 5%
denaturing gel. Radioactivity was detected with a PhosphorImager.
RNase protection assay. To make the probe, pG3SVL-A was linearized with SalI
and transcribed with T7 RNA polymerase (Promega) for 2 h at 37 uC, uniformly
labelled with [a-32P]UTP. The RNA was gel purified and resuspended in hybridiza-
tion buffer containing 40 mM PIPES pH 6.4, 400 mM NaCl, 1 mM EDTA and 80%
(v/v) formamide.

Transcription-coupled polyadenylation was performed as mentioned above
except that 0.5 mM each of ATP, GTP, UTP and CTP, but no [a-32P]UTP, were
used in the reaction mixture. The RNA/DNA mixture was resuspended in 20ml of
Turbo DNase buffer (Ambion) with 1 U of Turbo DNase (Ambion) and incubated
for 1 h at 37 uC to remove the DNA template. The remaining RNA products were
hybridized overnight with the probe (5 3 105 c.p.m.) at 42 uC. Each reaction was
then incubated for 45 min with 14mg of RNase A and 0.7mg of RNase T1 at 30 uC.
The final RNA products were resolved on a 10% denaturing gel. Radioactivity was
detected with a PhosphorImager.
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Structure of a fucose transporter in an outward-open
conformation
Shangyu Dang1, Linfeng Sun1*, Yongjian Huang1*, Feiran Lu1, Yufeng Liu1, Haipeng Gong1, Jiawei Wang1 & Nieng Yan1

The major facilitator superfamily (MFS) transporters are an
ancient and widespread family of secondary active transporters1.
In Escherichia coli, the uptake of L-fucose, a source of carbon for
microorganisms, is mediated by an MFS proton symporter,
FucP2,3. Despite intensive study of the MFS transporters, atomic
structure information is only available on three proteins and the
outward-open conformation has yet to be captured4–6. Here we
report the crystal structure of FucP at 3.1 Å resolution, which
shows that it contains an outward-open, amphipathic cavity. The
similarly folded amino and carboxyl domains of FucP have con-
trasting surface features along the transport path, with negative
electrostatic potential on the N domain and hydrophobic surface
on the C domain. FucP only contains two acidic residues along the
transport path, Asp 46 and Glu 135, which can undergo cycles of
protonation and deprotonation. Their essential role in active
transport is supported by both in vivo and in vitro experiments.
Structure-based biochemical analyses provide insights into energy
coupling, substrate recognition and the transport mechanism of
FucP.

L-fucose is a major constituent of N-linked glycans on the cell sur-
faces of microbes, plants and animals7. It can serve as the sole carbon
source for some bacteria. In E. coli, the uptake of L-fucose is mediated by
FucP, a fucose/H1 symporter. FucP homologues include the glucose/
H1 or mannose/H1 symporter GlcP8, the 2-deoxy-D-ribose trans-
porter DeoP9, the Na1-dependent sugar transporter HP117410, and
the Na1-dependent methyl a-glucoside transporter NaGLT111 (Sup-
plementary Fig. 1). FucP and its homologues belong to the MFS family,
the members of which exploit the electrochemical potential to shuttle
substrates across cell membranes1,12. The MFS transporters are thought
to use an alternating-access mechanism to upload and download sub-
strate13,14. The best-characterized MFS transporter is LacY, the E. coli
lactose/H1 symporter13,15,16, for which structures of the substrate-free
and substrate-bound states are known4,17,18. These LacY structures have
a nearly identical, inward-open conformation. Similarly, the MFS
transporter GlpT (a glycerol-3-phosphate/phosphate antiporter) also
has an inward-open conformation5, whereas the multidrug resistance
antiporter EmrD is in an intermediate state6.

Although FucP and LacY are both MFS sugar/H1 symporters, they
share limited sequence homology (Supplementary Fig. 2a). It is therefore
difficult to understand the functional mechanism of FucP using available
structural and biochemical information on LacY. We sought to deter-
mine the crystal structure of FucP. We overexpressed full-length FucP in
E. coli and purified it to homogeneity. Consistent with the in vivo
observations2,3, the recombinant FucP transported L-fucose in a pH-
dependent manner (Supplementary Fig. 2b). Additional characteriza-
tion confirmed that FucP selectively permeated L-fucose2 (Fig. 1a). The
FucP structure was determined by mercury-based, single-wavelength
anomalous dispersion and refined at 3.14 Å resolution (Supplementary
Table 1 and Supplementary Figs 3 and 4).

Consistent with an earlier prediction19, FucP contains 12 transmem-
brane segments, with both the N and the C termini located on the

cytoplasmic side (Fig. 1b, left). Similar to known structures of MFS
transporters4–6, the 12 transmembrane segments are arranged into two
halves, the N and C domains, which can be superimposed with a root
mean squared deviation (r.m.s.d.) of 2.97 Å over 138 Ca atoms and are
related by a pseudo-two-fold symmetry axis that is perpendicular to
the membrane bilayer (Supplementary Fig. 5a, b). The N and C
domains each comprise a pair of internal structural repeats, which
are related by an approximate 180u rotation around an axis parallel
to the membrane bilayer (Supplementary Fig. 5c, d). Unlike any
known MFS transporter structure4–6, that of FucP has an outward-
open conformation. A central cavity, approximately 20 Å in depth
and 10 Å in diameter at the periplasmic side, is surrounded by trans-
membrane segments 1, 2, 4 and 5 of the N domain and transmembrane
segments 7, 8, 10 and 11 of the C domain (Fig. 1b and Supplementary
Fig. 5a). This cavity is probably an important part of the transport path
for substrate molecules.

Despite limited sequence similarity between FucP and LacY (Sup-
plementary Fig. 2), the N domains of the two proteins can be super-
imposed with an r.m.s.d. of 2.86 Å over 153 Ca atoms, whereas their C
domains have an r.m.s.d. of 2.90 Å over 173 Ca atoms (Fig. 2 and
Supplementary Fig. 6). Thus, the overall conformations of the N and
C domains seem to be ‘rigid’. To switch from outward-open to a LacY-
like inward-open conformation, the N and C domains of FucP need to
undergo a rotation of approximately 38u around an axis parallel to the
membrane bilayer (Fig. 2). The long, flexible linker between trans-
membrane segment 6 (TM6) and TM7 (Supplementary Fig. 2), which
demarcates the N and C domains, allows the proposed rotation. Thus,
we propose that the N and C domains of FucP undergo concentric,
rigid-body rotations to achieve the two essential conformations
required for alternating access: outward-open and inward-open.

In the outward-open FucP, TM4 and TM10 interact with each other
at the centre, where Glu 135 of TM4 accepts a hydrogen bond from
Tyr 365 of TM10 (Supplementary Fig. 7a, b). To achieve the inward-
open conformation, the interdomain contacts between the N and C
halves must undergo considerable rearrangements. Notably, TM1 and
TM7 do not directly contact each other in the outward-open con-
formation of FucP, whereas they are at the centre of interdomain pack-
ing in the inward-open structures of LacY4 and GlpT5. Therefore, a
rigid-body rotation of the N and C domains is likely to bring together
TM1 and TM7 in the inward-open FucP (Supplementary Fig. 7c).

The N and C domains of FucP have contrasting surface features,
giving rise to an amphipathic cavity (Figs 1b and 3a). The N domain
has a strip of negative electrostatic potential along the central cavity;
whereas the C domain contains a hydrophobic patch in the cavity,
capped by positively charged residues on the periplasmic side as well as
the cytoplasmic side (Fig. 3a). The cavity-facing side of the N domain is
enriched by Asn and Gln residues, with 14 Asn or Gln and four Asp or
Glu residues (Fig. 3b, left). Only two of the four Asp or Glu residues are
highly conserved among FucP homologues and located in the trans-
port path. In contrast, residues of the C domain that line the central
cavity are mostly hydrophobic, with only a few polar residues and two
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charged residues, Arg 283 and Arg 312 (Fig. 3b, right), which are
unlikely to be deprotonated during transport. Therefore, the only
residues that can undergo cycles of protonation and deprotonation
along the transport path are Asp 46 and Glu 135, which are located
on the third helical turn of the corresponding TM1 and TM4 in the two
internal structural repeats of the N domain (Supplementary Fig. 5c).

The essential roles of the two acid residues are manifested by both in
vivo uptake and in vitro counterflow experiments. Replacement of
Asp 46 by Ala or Asn, or replacement of Glu 135 by Ala, Gln or Asp,
resulted in complete abrogation of FucP-mediated active transport of
L-fucose (Fig. 3c). In the liposome-based counterflow assay, which
does not rely on proton gradient for substrate exchange, Asp 46 Ala
and Asp 46 Asn showed a transport activity that is two to three times
higher than that of the wild-type FucP, whereas Glu 135 mutants had
severely compromised activities (Fig. 3d). These observations indicate
that although both Asp 46 and Glu 135 are essential for the active
transport activity of FucP, they have distinct biochemical roles. In
addition, neutralization of Asp 46 by Asn or Ala rendered FucP insens-
itive to pH changes in the counterflow assay (Fig. 3e). The behaviour of
Asp 46 is reminiscent of Glu 325 of LacY13,20. These observations sug-
gest that Asp 46 is essential in proton-dependent active transport,
whereas Glu 135 might be involved in additional processes such as
substrate recognition.

The binding affinity between L-fucose and FucP, measured in the
presence of the detergent Cymal-7 by isothermal titration calorimetry
(ITC), was approximately 0.47 6 0.02 mM (Fig. 4a and Supplementary
Fig. 8a), which is similar to that between lactose and LacY21. We

included 2 mM L-fucose in the crystallization solution. During structure
refinement, a disc-shaped electron density, which is reminiscent of a
sugar ring, was observed at the bottom of the central cavity, in
proximity to Glu 135 and Asn 162 (Supplementary Fig. 9a). However,
the same electron density persisted in crystals grown in the absence of
L-fucose (Supplementary Fig. 9b), indicating that the bound ligand
might be the sugar moiety of n-nonyl-b-D-glucopyranoside (b-NG),
which is a component of the crystallization solution (Fig. 4b and Sup-
plementary Fig. 9c). Notably, FucP had no detectable interaction with
L-fucose in the presence of b-NG, suggesting that b-NG might
have blocked L-fucose binding (Supplementary Fig. 8b). Finally, we
determined the crystal structure of the FucP mutant Asn 162 Ala (Sup-
plementary Table 2), which abolished L-fucose binding (Supplemen-
tary Fig. 8c). The overall structure was nearly identical to that of
wild-type FucP, and the electron density for b-NG was clearly visible
(Fig. 4c and Supplementary Fig. 10).

These experimental data demonstrate that b-NG is present in the
crystal structure of FucP, blocking L-fucose binding. The sugar moiety
of b-NG is stereochemically different from L-fucose, so it is not clear
why b-NG can coincide with L-fucose binding. It is probably possible
because of the presence of a hydrophobic pocket next to the potential
L-fucose-binding site, which may strengthen b-NG binding by accom-
modating its aliphatic tail group (Supplementary Fig. 9c). Notably, it is
not uncommon for a detergent molecule to occupy the substrate-
binding site22. We tentatively modelled an L-fucose molecule in the
position of the sugar moiety of b-NG, where L-fucose is within
hydrogen-bond distances of Glu 135 and Asn 162 (Supplementary
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Fig. 9d). Supporting this model, mutation of Glu 135 or Asn 162 led to
abrogation of interaction between L-fucose and FucP (Supplementary
Fig. 8c, d).

We next examined how proton translocation is coupled to L-fucose
transport. The presence of only two residues that are capable of
protonation or deprotonation along the transport path makes FucP
a unique model system in which to study proton coupling. As discussed
above, Asp 46 is essential for FucP-mediated active transport (Fig. 3c).
Asp 46 Asn, which mimics the irreversibly protonated form of Asp,
abolished active transport of L-fucose, probably owing to its loss of
ability to be deprotonated. By contrast, Asp 46Asn facilitated substrate
exchange in the counterflow assays (Fig. 3d). One potential explana-
tion is that elimination of the negative charge may reduce the energetic
barrier to L-fucose entry and/or transport.

To explore the potential impact of Glu 135 protonation and de-
protonation, we performed two parallel molecular dynamics simula-
tions, with Glu 135 either deprotonated or protonated. This analysis
revealed that, consistent with our structural observation (Supplemen-
tary Fig. 7b), deprotonated Glu 135 formed a stable hydrogen bond
with Tyr 365. Once protonated, however, Glu 135 preferred to adopt a
distinct rotamer, which is unlikely to maintain the hydrogen bond
(Supplementary Fig. 11).

Together, our structural, biochemical and computational analyses
suggest a working model of how FucP may mediate the symport of
L-fucose and a proton (Fig. 4d). In this model, Asp 46 and Glu 135 have
an essential role, coupling proton translocation and substrate recog-
nition. L-fucose can only bind to FucP following the protonation of
Asp 46, where the proton neutralizes the negative charge of Asp 46 and
lowers the energetic barrier for L-fucose entry and/or transport. Given the
locations of Asp 46 and Glu 135, translocation of the proton presumably
involves a proton relay mediated by structural water molecules and other
polar and/or charged amino acids in FucP (Supplementary Fig. 12a). The
presence of the substrate L-fucose may also facilitate the proton relay by
coordinating water molecules (Supplementary Fig. 12b). Substrate bind-
ing and protonation of Glu 135 is likely to trigger a conformational switch
that results in the inward-open conformation of FucP. The transport is
complete with the release of the substrate and the deprotonation of
Glu 135.

Despite its speculative nature, the proposed model explains the
biochemical observations and is supported by structural analyses.
Confirmation or disproof of this model requires many more experi-
ments. Nonetheless, the structural and biochemical studies reported
here provide insights into the function of FucP and serve as a frame-
work for future investigation.
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METHODS SUMMARY
The genome of E. coli strain BL21(DE3) does not encode FucP. We overexpressed
full-length FucP from E. coli strain O157:H7 in E. coli BL21(DE3) and purified it to
homogeneity by affinity chromatography and gel filtration. FucP purified in 0.4%
b-NG was crystallized by the hanging-drop vapour-diffusion method. The data
sets were collected at Spring-8 beamline BL41XU and Shanghai Synchrotron
Radiation Facility beamline BL17U, and processed with HKL200023 and the
CCP4 suite24. We generated the experimental phases by mercury-based, single-
wavelength anomalous dispersion using SHELXD25 and PHASER26 and improved
them using DM27 and DMMulti27. The model was built with COOT28. The final
model was refined using PHENIX29. We determined the structure of FucP
(Asn 162 Ala) by molecular replacement with PHASER and refined it with
PHENIX. The binding affinities between L-fucose and FucP variants were measured
by ITC. The in vivo uptake assay and in vitro counterflow assays were performed as
described in Supplementary Methods. All the reactions were 30 s in duration if not
otherwise indicated.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Protein preparation. The complementary DNA of full-length FucP from E. coli
strain O157:H7 was subcloned into pET21b (Novagen). Overexpression of FucP
was induced in E. coli BL21(DE3) by 0.2 mM isopropyl b-D-thiogalactoside
(IPTG) when the cell density reached OD600 0.8. After growth at 37 uC for 4 h,
the cells were collected, homogenized in the buffer containing 25 mM Tris-HCl
(pH 8.0) and 150 mM NaCl, and disrupted using a French press with two passes at
10,000–15,000 p.s.i. Cell debris was removed by low-speed centrifugation for
10 min. The supernatant was collected and ultracentrifuged at 150,000g for 1 h.
Membrane fraction was collected and incubated with 1.5% (w/v) dodecyl-b-D-
maltopyranoside (DDM, Anatrace) for 1 h at 4 uC. After another ultracentrifuga-
tion step at 150,000g for 30 min, the supernatant was collected and loaded on
Ni21-nitrilotriacetate affinity resin (Ni-NTA, Qiagen) and washed with 25 mM
Tris-HCl (pH 8.0), 150 mM NaCl, 20 mM imidazole and 0.02% DDM. The protein
was eluted from the affinity resin with 25 mM Tris-HCl (pH 8.0), 150 mM NaCl,
250 mM imidazole and 0.02% DDM, and concentrated to about 10 mg ml21 before
further purification by gel filtration (Superdex-200 10/30, GE Healthcare). The
buffer for gel filtration contained 25 mM Tris-HCl (pH 8.0), 150 mM NaCl and
detergents. The peak fractions were collected.

The FucP mutants were generated with a standard PCR-based strategy and were
subcloned, overexpressed and purified in the same way as the wild-type protein.
Crystallization. We performed extensive crystallization trials for FucP proteins
purified in more than 20 different detergents. Crystals were grown at 18 uC by the
hanging-drop vapour-diffusion method. The full-length wild-type FucP with
C-terminal His6 tag purified in 0.4% n-nonyl-b-D-glucopyranoside (b-NG,
Anatrace) gave rise to crystals in multiple polyethylene glycol (PEG) conditions.
The crystals tested at an X-ray home source diffracted to about 8–10 Å. After
optimization, FucP crystals appeared overnight in the well buffer containing
2 mM L-fucose, 30% (w/v) PEG400, 0.1 M MES (pH 6.0) and 0.1 M MgCl2, and
grew into tetragonal rods of typically 50mm 3 50mm 3 500mm in about two weeks.
The crystals diffracted to 6 Å at an X-ray home source and 4 Å in a synchrotron. To
further improve the resolution, we performed extensive screening for small mol-
ecule additives. Finally, 50 mM NaF was shown to be the key to improving the
diffraction to about 3.1 Å at Spring-8 beamline BL41XU. The crystals belong to
space group P3221, with unit-cell dimensions of a 5 b 5 119.46 Å and c 5 98.36 Å.
Crystals were also obtained in the absence of L-fucose under similar conditions.
However, these crystals consistently diffracted X-rays to lower resolutions and the
best diffraction was obtained at 3.3 Å resolution after more than 300 crystals were
tested at SSRF beamline BL17U. Derivative crystals were obtained by soaking
crystals for 10 min in mother liquor containing 1 mg ml21 HgCN2, and then
back-soaking for 1 min in well buffer plus b-NG. Both native and heavy-atom-
derived crystals were directly flash frozen in a cold nitrogen stream at 100 K. The
crystals of FucP (N162A) were obtained in similar conditions to wild-type FucP in
the absence of L-fucose.
Data collection and structure determination. The data sets were collected at
Spring-8 beamline BL41XU or SSRF beamline BL17U, and processed with
HKL200023. Further processing was carried out using programs from the CCP4
suite24. Data collection statistics are summarized in Supplementary Tables 1 and 2.

The mercury sites were located using SHELXD25 from the Bijvoet differences in
the mercury-based, single-wavelength anomalous dispersion (Hg-SAD) data. The
identified positions were refined and phases were calculated using the PHASER
SAD experimental phasing module27. The real-space constraints, including solvent
flattening and histogram matching, were applied to the electron density map in
DM27. Cross-crystal averaging in DMMulti27 gave rise to electron density maps of
sufficient quality for model building, using the Hg-SAD and native data. The initial
model was built in COOT28 manually. The structure of FucP (N162A) was deter-
mined by molecular replacement with PHASER26. The final model was refined
using PHENIX29.

For wild-type FucP, 89.0% and 11.0% of the amino acids in the final atomic
model reside in the most favourable and the allowed regions of the Ramachandran
plots, respectively. For FucP (N162A), 86.0% and 14.0% of the amino acids reside in
the most favourable and allowed regions of the Ramachandran plots, respectively.
Cell-based L-fucose uptake assay. FucP is not encoded by the genome of E. coli
strain BL21(DE3). The cells transformed with pET21b-FucP plasmids were grown
in LB medium at 37 uC. Cells were collected at OD600 ,1.0. After being rinsed with
MK buffer (5 mM MES (pH 6.5) and 150 mM KCl) three times, the cells were
resuspended in the same buffer at a density of OD600 ,2.0. Cells were energized by
the addition of glycerol at a final concentration of 20 mM before the uptake assay.
After incubation at 25 uC for 3 min, L-[5,6-3H]-fucose (American Radiolabelled

Chemicals) was added at a final concentration of 0.17mM. All the reactions lasted
30 s and were stopped by diluting the cell suspension with 2 ml ice-cold MK buffer.
Cells were collected by filtering through a 0.22-mm cellulose acetate filter
(Sartorius).The filter membranes were subsequently washed with another 4 ml
ice-cold MK buffer, dried and then taken for liquid scintillation counting. All
the experiments were repeated at least three times.

The expression levels of FucP variants were monitored by western blot using an
antibody against the histidine tag. The amount of FucP protein was estimated by
comparing the intensity of the protein against a serial dilution of FucP with known
concentration on the same western blot. Cells transformed with the formate
channel FocA in pET21b vector were used as a control to exclude the possibility
that the uptake of L-[5,6-3H]-fucose was caused by change of cell membrane due to
the overexpression of non-specific membrane proteins.
Preparation of liposomes and proteoliposomes. Liposomes of E. coli polar lipid
(Avanti) were prepared using a standard protocol as described previously31.
Proteoliposomes for counterflow assay were prepared in a solution containing
KPM buffer (50 mM potassium phosphate, 2 mM MgSO4, pH adjusted as indicated),
20 mg ml21 pre-extruded liposome, 1.25% b-OG (Anatrace), 20 mM L-fucose, and
wild-type or mutant FucP proteins at a concentration of 10mg protein per milligram
of lipids. b-OG was removed by incubation with 400 mg ml21 Bio-Beads SM2 (Bio-
Rad) overnight. After the removal of b-OG, the proteoliposomes were frozen in
liquid nitrogen and thawed at 22 uC for five to ten cycles. After another extrusion
through a 400-nm membrane filter, the proteoliposomes were collected by ultra-
centrifugation at 100,000g for 1 h and washed twice with ice-cold KPM buffer to
remove the extra L-fucose. The proteoliposomes were resuspended in ice-cold KPM
buffer to a final concentration of 100 mg ml21 and immediately underwent counter-
flow assay.
Counterflow assay. All counterflow assays were carried out at 25 uC. Concentrated
proteoliposomes (2ml) were diluted into 100ml assay buffer containing 1mCi [3H]-
L-fucose (specific activity, 60 Ci mmol21). The final concentration of [3H]-L-fucose
in the external buffer is about 0.17mM. The uptake of [3H]-L-fucose was stopped at
indicated time points by diluting the reaction solution with 2 ml ice-cold buffer and
rapidly filtering through 0.22-mm filters (Millipore). After filtration, the filter
membranes were washed with another 4 ml ice-cold reaction buffer without
fucose. The filter was then taken for liquid scintillation counting. All the experi-
ments were repeated for at least three times. The reactions lasted 30 s if not
otherwise stated.
Molecular dynamics simulation. The crystal structure of FucP bound with
L-fucose was inserted into a POPE bilayer to mimic the E. coli inner membrane.
The system was solvated with TIP3P water molecules and the periplasmic vestibule
was filled with water molecules. NaCl (100 mM) was then added to neutralize the
system. Asp 46 and Glu 135 were designed to be protonated or deprotonated as
mentioned in the main text. The other ionizable residues, except histidines, were
modelled in their charged forms. The whole system was then simulated using the
molecular dynamics program NAMD32 at a constant temperature of 310 K and
pressure of 1 atm, maintained with a Langevin thermostat and barostat, using the
CHARMM27 force field including proteins and lipids33. Parameters for L-fucose
were provided by O. Guvench and A. D. MacKerell, Jr. The electrostatic interaction
was calculated using the particle-mesh Ewald method. The system was simulated
first with constraints on the protein atoms. After releasing the constraints, the
system was equilibrated for 1 ns and simulated for another 5 ns for productive
analyses.
Isothermal titration calorimetry. The binding affinity between L-fucose and
FucP variants was measured by ITC. Full-length wild-type or mutant FucP was
extracted and purified through Ni-NTA resin in buffer containing 0.02% DDM.
The eluted FucP was concentrated and underwent size-exclusion chromatography
(Superdex 200 10/30, GE Healthcare) in the buffer containing either 0.02% Cymal-7
(Anatrace) or 0.4% b-NG. The peak fraction was pooled for ITC titration. The
protein was adjusted to about 0.1 mM and was titrated with 10 mM L-fucose dis-
solved in the same buffer as used in the size-exclusion chromatography. All experi-
ments were performed with a VP-ITC microcalorimeter (MicroCal) at 22 uC. The
data were fitted using the software ORIGIN 7.0 (Origin Lab).

31. Veenhoff, L. M. & Poolman, B. Substrate recognition at the cytoplasmic and
extracellular binding site of the lactose transport protein of Streptococcus
thermophilus. J. Biol. Chem. 274, 33244–33250 (1999).

32. Phillips, J. C. et al. Scalable molecular dynamics with NAMD. J. Comput. Chem. 26,
1781–1802 (2005).

33. Brooks, B. R. et al. CHARMM: the biomolecular simulation program. J. Comput.
Chem. 30, 1545–1614 (2009).
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B Y  V i r g i n i a  g e w i n

Bruce Adams, a postdoctoral researcher 
at the Diabetes Center at the University 
of California, San Francisco, isn’t anti-

union. But like many postdocs in the University 
of California (UC) system, he voiced concerns 
about the United Auto Workers (UAW) union 
during its initial attempt to become the repre-
sentative for the roughly 6,400 postdocs at ten 
UC campuses in 2006. Adams, who helped to 
form a campus organization to air postdocs’ 
trepidations about unionization, says dozens 

of people formally complained that they were 
given inaccurate or confusing information 
when approached to sign a card authorizing 
the UAW’s representation.

Matthew O’Connor, then a UAW spokes-
man at UC Berkeley, blames a lack of commu-
nication for the confusion that was rampant 
four years ago. “We weren’t prepared to deal 
with the misinformation,” he says. That first 
unionization attempt failed, largely because 
the university pushed to reclassify many post-
docs so that they were not technically ‘employ-
ees’. O’Connor credits the UAW’s successful 

unionization attempt in 2008 to an informa-
tive website and a more coordinated canvass-
ing effort. 

Two years later in August, the UC postdoc 
union, now known as Postdoctoral Research-
ers Organize/UAW (PRO/UAW), negotiated a 
contract with salary increases, retirement con-
tributions and safeguards governing terms of 
employment for UC postdocs. The agreement, 
celebrated by many UC postdocs, sent shock 
waves through research institutions around 
North America — raising the profile of post-
doc grievances, spreading a fear of unioniza-
tion, and, in some universities, prompting 
administrations to proactively address post-
doc inequities.  

Despite the benefits unionization provides, 
many postdocs, such as Adams, remain scep-
tical. Some are concerned about possible  
tension between mentors and mentees that 
could result from unionization. Others worry 
about whether the unions will be able to deliver  
contract promises, and the possibility that 
mandated higher salaries will, ultimately, strain 
research grants, forcing funders or principal 
investigators to make 
tough choices.

Others, particularly 
university adminis-
trators, question the 
model itself. Tradi-
tionally designed to 
protect career posi-
tions, unions might 
not be appropriate 
for temporary apprentices who are tied more 
to a specific laboratory than to an institution. 
Regardless, postdocs should be careful to bal-
ance the benefits with the downsides — and 
understand what they’re signing up for (see 
‘Membership pros and cons’).

state of the union
It was perhaps inevitable that postdocs would 
explore the advantages of unionization. On 
many campuses, postdocs are effectively a 
voiceless group of highly trained researchers, 
working alongside unionized graduate teach-
ing and research assistants. In view of postdocs’ 
variable pay — due to the disparate funding 
streams used to pay the surging number of 
postdocs (the number in the United States has 
almost tripled in the past 30 years to an esti-
mated 90,000) — the interest in unions should 
not come as a surprise.

Meanwhile, the postdoc position world-
wide is changing. What was once a 1–2 

The spread of 
postdoc unions 
Unionizing has become more common at US campuses, but 
postdocs should weigh up the pros and cons of membership.
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“In this 
environment, 
it was pretty 
natural to say 
unionization is 
the way to have 
a voice.”
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year training experience is increasingly 
morphing into a bona fide job lasting several 
years. Many postdocs are starting families, 
buying homes and initiating retirement funds 
during the same 2–5 years that they are toil-
ing away — while competing with each other 
to become one of the lucky ones to secure a 
tenure-track job. Vulnerable, they want com-
pensation and protection. 

Thus far, postdoc unions have come about 
because of existing university union organi-
zations, and the efforts of dedicated and 
determined postdocs. At the University of 
Massachusetts campuses at Amherst, post-
docs were the only group of employees not 
unionized, and university management is 
used to responding to grievances from union 
representatives, so conditions were favour-
able for unionization. Last February, most of 
the approximately 300 postdocs at Amherst 
agreed to form a union with the UAW, and 
are now beginning contract negotiations. “In 
this environment, it was pretty natural to say 
unionization is the way to have a voice,” says 
James Staros, provost and vice-chancellor for 
academic affairs at the University of Massachu-
setts, Amherst. “It’ll be a success here because 
it fits our culture.”

On other campuses, postdocs avoid pursu-
ing unionization as it poses a culture clash. 
Instead, some appeal directly to university 
administrators to get their needs met. Daniel 
Boutz, a postdoc and volunteer organizer of the 
biological sciences’ postdoctoral association 
at the University of Austin at Texas, has been 
working for years, with modest success, to get 
postdoc inequities addressed by the adminis-
tration. Boutz contends that their best bet is to 
present requested changes as a wise investment 
that will benefit university research.  

It is too early to tell whether unionization 
will be a success at Rutgers University in New 
Brunswick, New Jersey. Although postdocs 
there have agreed to form a union, they and 
the administration have yet to hammer out a 
contract. Faculty members and graduate stu-
dents were already unionized, but adminis-
trators were caught off guard when postdocs 
formed a union with the American Federation 
of Teachers (AFT) in July 2009. “The admin-
istration was gradually moving towards form-
ing an office dedicated to postdoc issues, so 
the move to unionize caught us by surprise,” 
says Jerome Kukor, a microbiologist and dean 
of academic programmes and research at Rut-
gers University. 

Former UC graduate students sparked the 
California movement after finding they had 
fewer protections and benefits when they 
became postdocs. The marriage with the UAW 
may have been one of convenience, but it was 
also one of the few unions able to execute a 
large operation over several campuses. “They 
were already on UC campuses representing 
graduate students and they were one of the 
only unions that had the resources — money 

and know-how — to do it,” says O’Connor.
Postdoc status can have a big impact on 

gathering union support. After postdocs at the 
University of Western Ontario, Canada, agreed 
in 2008 to unionize following three years of 
unsuccessfully lobbying for improved benefits 
and services, the university required that all 
postdocs be classified either as fellows (inde-
pendent contractors) or associates (university 
employees). Most were classified as fellows, 
which, at the time, meant their salaries would 
not be taxed. This meant that the number 
of postdocs labelled as employees and thus  
eligible to join a union decreased from 236 to 
30 — effectively stalling negotiations. 

In an unfortunate twist a year later, the 
Canadian Revenue Agency decided that all 
postdocs should be subjected to taxation, 
just like employees (see Nature doi:10.1038/
news.2010.429; 2010). As a result, some post-
docs now take home less pay than graduate 
students who are not taxed — a fact many 

postdocs lament. “It’s insulting to get paid 
less than the graduate students we teach,” says  
Marianne Stanford, chair of the Canadian 
Association of Postdoctoral Scholars and a 
postdoc at the University of Ottawa’s Health 
Research Institute. With talks stalled, post-
docs at the University of Western Ontario are 
waiting until the Ontario Labour Relations 
Board rules whether all postdocs, both fel-
lows and associates, will be considered part of 
the union. 

In the case of the PRO/UAW, motivated 
postdocs pushed the university system to 
reach an agreement. It had been more than a 
year, and they still had no contract. Postdocs 
on all ten UC campuses picketed, saying that 
the university should not use the state budget  
crisis as an excuse to delay an agreement. The 
uproar led to a state congressional hearing in 
April. The August agreement includes many 
of the postdocs’ demands, although they had 
to accept a graduated pay increase to avoid 
any potential cash-flow problems in indi-
vidual research labs — something that could, 
inadvertently, have led to postdoc layoffs, says 
O’Connor.

union ups and downs
Pay increases, sought by many pro-union 
postdocs, may have complex implications. 
Under the new contract, UC postdocs earn-
ing less than US$47,000, the majority, will 
receive a 3% raise; those earning more than 
$47,000 will receive a 1.5% raise. In exchange, 
the union receives 0.85% and 1.15% of the 
salaries of non-union and union members, 
respectively. Paying dues was the main down-
side postdocs raised about unionization. For 
their efforts, unions will receive roughly one-
third of the salary increases. 

The pay increase itself will cost the UC 
$8.4 million for 6,420 postdocs, according to 
the UC Office of the President — money that 
will come from principal investigator grants or 
department funds, not from university over-
heads, according to a 21 September e-mail 
by Graham Fleming, vice-chancellor for 

Potential advantages
● Pay increase.
● equal access to health insurance.
● defined, standardized terms of holiday 
and maternity leave.
● a formal mechanism to air grievances.

Potential disadvantages
● Union dues — in the case of the 
University of california Pro/UaW union, 
dues represent one-third of the pay rise 
that most will receive (1% of the 3%).
● existing research grant budgets may 
have to be altered to pay for salary 
increases.
● strained mentor–mentee relations.
● Possibility of a strike that could disrupt 
postdoc priorities.

C a s e  s t u D Y
Membership pros and cons

Peter Hitchcock says university administrators should proactively address postdocs’ concerns. 
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awarDs

Travel for collaboration
To promote cross-disciplinary research and 
collaboration, the Burroughs Wellcome 
Fund in Research Triangle Park, North 
Carolina, has created travel awards of up 
to US$15,000 each for US and Canadian 
citizens or permanent residents. Applicants 
should hold or be pursuing a PhD in 
chemistry, physics, mathematics, computer 
science, statistics or engineering, and want 
to investigate biological questions with 
another lab or through attending a course. 
Biologists looking to collaborate with, or 
learn from, a physical scientist can also 
apply. The funds are for travel expenses 
anywhere in the world by the end of 2012. 
The deadline is 1 December 2010; winners 
will be announced by 1 March 2011.

FunDing

Plant grants announced
To boost interest in plant research, the 
Howard Hughes Medical Institute (HHMI) 
in Chevy Chase, Maryland, will for the 
first time fund plant-science investigator 
awards. The HHMI and its co-funder, the 
Gordon and Betty Moore Foundation in 
Palo Alto, California, will allocate up to 
15 awards worth a total of US$75 million. 
Plant science is underfunded in the United 
States, says Robert Tjian, the institute’s 
president, adding that plants serve as 
useful experimental models for biomedical 
research. Awardees must have run their 
own lab for at least four years. They will 
receive a five-year appointment that may 
be renewed indefinitely for further five-
year terms. The deadline for applications is 
9 November.

PostDoCs

Official appreciation
National Postdoc Appreciation Week was 
officially recognized by the US Congress 
on 23 September. The move confers no 
funding and creates no laws. But it is 
vital for building awareness of postdocs’ 
research contributions as well as of their 
compensation issues and other woes, says 
Cathee Johnson Phillips, executive director 
of the National Postdoc Association (NPA) 
in Washington DC. The NPA, along with 
institutions nationwide, began the week in 
2009. This year, it was 20–24 September 
and more than 70 institutions took part. In 
the past, most legislators knew little about 
postdocs, says Phillips. “Now, when our 
members talk to them about compensation 
and benefits, they’ll say, ‘Let’s talk,’ not 
‘What’s a postdoc?’” she says.  

research at UC Berkeley. Even before that 
e-mail, some faculty members were con-
cerned that unionization would, ultimately, 
lead to fewer postdoc posts and fewer oppor-
tunities for graduate students. 

As salaries increase, in theory, less money 
is available for other grant expenditures. This 
could hit some grant budgets harder than 
others. For example, the average US National 
Science Foundation award is significantly less 
than that of the National Institutes of Health. 
The National Science Foundation intends to 
reassess its grant proposal guidelines if the 
need arises, according to Dana Topousis, an 
agency spokeswoman. She adds that grant-
ees do have some flexibility to transfer funds 
from one budget category to another, which 
could help.

Principal investigators might have to make 
difficult staffing changes to meet budgets. “If 
you make the postdoc stipend prohibitively 
high, principal inves-
tigators will opt to 
hire more graduate 
students,” says Carl-
ito Lebrilla, a chemist 
at UC Davis who is 
tracking union devel-
opments. “Some peo-
ple see unionization 
as devastating to the 
research endeavour.” 
There is also the 
question of whether 
the more senior,  
successful principal 
investigators will be 
better equipped to 
absorb extra post-
doc costs than newer 
investigators. 

Others fear that union-sanctioned activi-
ties will interfere with their postdoc responsi-
bilities — being asked to strike being the most 
obvious example. But union supporters and 
non-supporters alike agree that striking — 
the ultimate bargaining chip of unions — isn’t 
realistic for postdocs. Postdocs need to publish 
papers to have a chance of obtaining a faculty 
job; few postdocs are likely to adhere to a strike 
if the union called for one. The final UC post-
doc contract stipulates that postdocs will not 
strike, taking a risky strategy off the table. “We 
didn’t want to have postdocs put that kind of 
pressure on themselves,” says Norval Hick-
man, a union supporter and clinical psychol-
ogy postdoc at UC San Francisco. “We need a 
good letter of recommendation to get that first 
independent academic position — and there 
were definitely concerns that a strike would  
create an environment that might make that 
difficult.” 

Union contracts could present other prob-
lems. Kukor hopes that Rutgers’ negotiations 
don’t affect the flexible way in which many 
faculty staff mentor postdocs. “Each postdoc 

I’ve worked with over the past 25 years is 
unique, and I work to accommodate their 
individual needs,” he says. “I’m concerned 
that a standardized contract may remove 
some of the degrees of freedom I use to tailor 
career development.” 

soft power
The prospect of unionization has prompted 
many academic institutions to actively 
address postdoc concerns — potentially obvi-
ating unionization completely. Many institu-
tions that train postdocs hope to avoid unions 
by recognizing postdocs’ value and treating 
them fairly, says Peter Hitchcock, director 
of the office of postdoctoral studies at the  
University of Michigan Medical School in 
Ann Arbor. At his university, that includes 
providing a range of career development 
services — including workshops on how 
to set up a laboratory and opportunities to 
learn about career options outside academia 
— intended to help postdocs to realize their 
career goals. Megan Ballinger, president of 
the University of Michigan postdoctoral 
association, notes that unionization isn’t an 
issue at the medical school, despite Michi-
gan’s automotive and union legacy.

Administrators don’t necessarily need the 
pressure of union provisions to spur extraor-
dinary measures. Consider the case of Traci 
Lyons. In 2007, she was only seven days into 
a postdoc appointment at the University of 
Colorado in Denver when she discovered 
she was pregnant. Because the school had no 
maternity-leave policy in place, her mentor 
worked with the legal department to establish 
a 45-day maternity leave specific to Lyons. A 
year later, Lyons was asked to help the admin-
istration draft a much-needed set of postdoc 
policies — including guidelines for minimum 
salaries, terms of employment and maternity 
leave. John Freed, dean of the graduate school 
of the Anschutz Medical Campus of the Uni-
versity of Denver, oversaw the creation of an 
office of postdoctoral affairs and helped secure 
the $250,000 necessary to ensure that all post-
docs on campus received heath care and dis-
ability benefits. O’Connor, however, notes that 
without a union-backed contract, a university 
could reverse its decisions at any time.

Not every campus will be proactive and take 
such steps. Budding scientists would be wise 
to gauge the changing landscape of postdoc 
unionization. And institutions would be wise 
to anticipate postdoc needs (see Nature 467, 
624; 2010). O’Connor says he has received 
many requests from postdocs and postdoc 
associations for information about how the 
UC unionized. “Postdocs are essential to an 
institution’s research efforts,” says Hitchcock. 
“Institutions that do not acknowledge that do 
so at their own risk.” ■

Virginia Gewin is a freelance writer in 
Portland, Oregon.

“Some 
people see 
unionization 
as devastating 
to the research 
endeavour.”  
carlito Lebrilla
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b y  P o l e n t h  b l a k e

This year, it was cottages. Chrome cube 
houses had been all the rage last year, 
but after the success of the Back-to-

Nature gene mod range, everyone wanted an 
idyllic cottage.

Dave McKillen was one of the few who 
managed to get one. The building was a 
timber-framed construction and came with 
a rose garden. It was even on the top level of 
the city, so Dave could sit in the garden and 
photosynthesize on clear days. Most people 
with Back-to-Nature leaf skin had to rely on 
UV lamps. Sunlight was real nature.

Dave stood on the garden path and 
breathed in the scent of roses. He was fash-
ionable again.

“Can I play?” Little D tugged at Dave’s 
jeans. 

Dave smiled down at his young clone. 
“Sure. Mind the thorns.”

Little D tottered towards the rose bushes. 
Dave turned back to the workers, who were 
lurking around the removal van. “Get a move 
on.”

Most of the furniture was inside when  
Little D came back. “They is plain.”

“Are plain,” Dave corrected. Sometimes 
he wondered if the lab had stiffed him on 
the intelligence upgrades for Little D. A one-
year-old shouldn’t be making those kinds of 
mistakes.

“No glowies either.” The child looked at 
his shoes sadly.

“How about we log on to the market and 
find some?”

Little D brightened immediately.
The garden transformed over the next 

few weeks. There weren’t many roses on the 
market the first time Dave looked. Hickly 
Labs produced a few patterned varieties, 
such as the zany zebra and pink polka, but 
that was all.

J&D Genetics had their rose out the next 
day, claiming their furry flower was ‘like 
planting a kitten in your garden’.

The moonglow rose, ‘the rose that glows’, 
was Mythic Gene’s first attack on the mar-
ket. The adverts went out hours after J&D’s 
announcement.

The market war had begun.
Dave collected seeds from the old roses 

before digging them up. He didn’t get rich by 
being wasteful — traditional varieties might 
be in next year. Once the bushes were gone, 
the garden was ready for its makeover.

Hundreds of new varieties were out by 

the time the garden was clear. Dave 
chose the trendiest, although he did 
make some concessions for Little D. 
Jingle jigglers weren’t high fashion, but 
the boy loved the way they trembled 
whenever someone was near. Once the 
flowers opened, each bloom jingled like 
a bell.

“Fairies live inside,” said Little D, prod-
ding the jiggler bloom to hear it ring.

“Fairies aren’t real yet.” Dave made a 
note to get Little D a fairy, if Mythic Gene 
ever managed to get them approved. 
After the unfortunate incident with the 
first dragon pet, the government wasn’t 
too enthusiastic about licensing any more 
mythical creatures.

Dave settled on a sun lounger to doze as 
Little D explored.

He was woken by Little D tapping him. 
“I find something.”

“Daddy’s photosynthesizing.”
“It’s important,” said Little D.
Dave followed the boy around the side 

of the house. Little D crouched down by 
a small zany zebra bush. He prodded a 
flower and it jingled.

It took a moment for Dave to realize 
what had happened: the roses must have 
reproduced the old-fashioned way.

“That’s some find. Well done.”
Little D beamed. “Can I name him?”
“Sure.”
“I call him Stinkyface.”
Stinkyface was soon joined by other 

hybrids. Jilly was a moonglow rose with jig-
gling flowers. Plop had zany zebra stripes 
and polka spots. A new hybrid seemed to 
pop up every day, until Little D found Sally.

She was an odd-looking rose. Her petals 
were shrivelled and she smelt faintly of rot-
ten fish. Dave wouldn’t have thought she was 
a rose, apart from a hint of moonglow light 
after dark.

The other roses were dead by the end of 
the week.

“Nothing wrong with the soil,” the plant 
doctor said.

Dave looked at the rows of dead bushes. 
“Maybe the roses are faulty?” 

“No one else’s have died.” There was an 
edge to the doctor’s voice. Dave knew who 
paid her wages.

“What if they’re dangerous …”
“Sir, moonglow roses have been fed to mice 

with no ill effects. Jingle jigglers were crossed 
with 23 cultivated varieties of rose to ensure 
they wouldn’t harm the wild populations. 

They’re safe for 
everyone, plant, 

animal or otherwise.” 
She gave a pointed 

look at his green skin at 
‘otherwise’.

“ There  must  be 
something,” he said.

“I’ve taken a sample 
from the survivor. We’ll 

let you know in a week.” 
She packed her testing kit 

away in a briefcase and strode 
out of the garden.

The lab report’s only cau-
tion was legal. They’d found 32 

patented genes in Sally’s genome, 
so it wouldn’t be legal to resell her. 

Other than that, she was healthy and 
completely harmless.
Within a month, there were no roses left 

on the top level, apart from a few Sally bushes 
here and there.

The news feeds exploded. The gene com-
panies blamed it on an unknown disease. 
Dave knew better. He’d been watching the 
bees. Normal bees wouldn’t go near Sally, but 
the modded city bees weren’t so picky about 
scent. Every time a non-Sally flowered, it was 
only a matter of time before the poisoned 
pollen reached it.

Dave went out and joined Little D in the 
garden. The child sat crying by a dead jingle 
jiggler.

“Hey,” said Dave. “I’ve got something for 
you.”

Little D looked up through his tears.
Dave handed him the box of old rose 

seeds.
“I plant them?” said Little D.
“Not yet, but one day.”
The day Sally died. ■

Polenth Blake (http://www.polenthblake.
com) enjoys a spot of gardening, as long as 
the plants leave each other alone.

War of the roses
The high price of fashion.
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