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How to feed a hungry world
Producing enough food for the world’s population in 2050 will be easy. But doing it at an acceptable cost to 
the planet will depend on research into everything from high-tech seeds to low-tech farming practices.

With the world’s population expected to grow from 6.8 billion 
today to 9.1 billion by 2050, a certain Malthusian alarm-
ism has set in: how will all these extra mouths be fed? The 

world’s population more than doubled from 3 billion between 1961 
and 2007, yet agricultural output kept pace — and current projections 
(see page 546) suggest it will continue to do so. Admittedly, climate 
change adds a large degree of uncertainty to projections of agricul-
tural output, but that just underlines the importance of monitoring 
and research to refine those predictions. That aside, in the words of 
one official at the Food and Agriculture Organization (FAO) of the 
United Nations, the task of feeding the world’s population in 2050 in 
itself seems “easily possible”.

Easy, that is, if the world brings into play swathes of extra land, 
spreads still more fertilizers and pesticides, and further depletes 
already scarce groundwater supplies. But clearing hundreds of 
millions of hectares of wildlands — most of the land that would be 
brought into use is in Latin America and Africa — while increas-
ing today’s brand of resource-intensive, environmentally destruc-
tive agriculture is a poor option. Therein lies the real challenge in 
the coming decades: how to expand agricultural output massively 
without increasing by much the amount of land used.

What is needed is a second green revo-
lution — an approach that Britain’s Royal 
Society aptly describes as the “sustain-
able intensification of global agriculture”. 
Such a revolution will require a wholesale 
realignment of priorities in agricultural 
research. There is an urgent need for new 
crop varieties that offer higher yields but 
use less water, fertilizers or other inputs 
— created, for example, through long-
neglected research on modifying roots 
(see page 552) — and for crops that are 
more resistant to drought, heat, submer-
sion and pests. Equally crucial is lower-
tech research into basics such as crop 
rotation, mixed farming of animals and 
plants on smallholder farms, soil man-
agement and curbing waste. (Between 
one-quarter and one-third of the food 
produced worldwide is lost or spoiled.)

Developing nations could score sub-
stantial gains in productivity by making 
better use of modern technologies and 
practices. But that requires money: the 
FAO estimates that to meet the 2050 chal-
lenge, investment throughout the agri-
cultural chain in the developing world 

must double to US$83 billion a year. Most of that money needs to go 
towards improving agricultural infrastructure, from production to 
storage and processing. In Africa, the lack of roads also hampers agri-
cultural productivity, making it expensive and difficult for farmers to 
get synthetic fertilizers. And research agendas need to be focused on 
the needs of the poorest and most resource-limited countries, where 
the majority of the world’s population lives and where population 
growth over the next decades will be greatest. Above all, reinvent-
ing farming requires a multidisciplinary approach that involves not 
just biologists, agronomists and farmers, but also ecologists, policy-
makers and social scientists.

To their credit, the world’s agricultural scientists are embracing 
such a broad view. In March, for example, they came together at the 
first Global Conference on Agricultural Research for Development 
in Montpellier, France, to begin working out how to realign research 
agendas to help meet the needs of farmers in poorer nations. But 
these plans will not bear fruit unless they get considerably more sup-
port from policy-makers and funders.

The growth in public agricultural-research spending peaked in the 
1970s and has been withering ever since. Today it is largely flat in rich 
nations and is actually decreasing in some countries in sub-Saharan 

Africa, where food needs are among the 
greatest. The big exceptions are China, 
where spending has been exponential 
over the past decade, and, to a lesser 
extent, India and Brazil. These three 
countries seem set to become the key 
suppliers of relevant science and technol-
ogy to poorer countries. But rich coun-
tries have a responsibility too, and calls 
by scientists for large increases in public 
spending on agricultural research that is 
more directly relevant to the developing 
world are more than justified.

The private sector also has an impor-
tant part to play. In the past, agribiotech-
nology companies have focused mostly 
on the lucrative agriculture markets in 
rich countries, where private-sector 
research accounts for more than half 
of all agricultural research. Recently, 
however, they have begun to engage in 
public–private partnerships to gener-
ate crops that meet the needs of poorer 
countries. This move mirrors the emer-
gence more than a decade ago of pub-
lic partnerships with drug companies 
to tackle a similar market failure: the 
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development of drugs and vaccines for neglected diseases. As such, 
it is welcome, and should be greatly expanded (see page 548).

Genetically modified (GM) crops are an important part of the sus-
tainable agriculture toolkit, alongside traditional breeding techniques. 
But they are not a panacea for world hunger, despite many assertions 
to the contrary by their proponents. In practice, the first generation of 
GM crops has been largely irrelevant to poor countries. Overstating 
these benefits can only increase public distrust of GM organisms, as it 
plays to concerns about the perceived privatization and monopoliza-
tion of agriculture, and a focus on profits.

Nor are science and technology by themselves a panacea for world 
hunger. Poverty, not lack of food production, is the root cause. The 
world currently has more than enough food, but some 1 billion people 

still go hungry because they cannot afford to pay for it. The 2008 food 
crisis, which pushed around 100 million people into hunger, was not so 
much a result of a food shortage as of a market volatility — with causes 
going far beyond supply and demand — that sent prices through the 
roof and sparked riots in several countries. Economics can hit food 
supply in other ways. The countries in the Organisation for Economic 
Co-operation and Development pay subsidies to their farmers that 
total some US$1 billion a day. This makes it very difficult for farmers 
in developing nations to gain a foothold in world markets.

Nonetheless, research can have a decisive impact by enabling sus-
tainable and productive agriculture — a proven recipe (as is treating 
neglected diseases) for creating a virtuous circle that lifts communi-
ties out of poverty. ■

Save the census
The Canadian government should rethink its decision 
to change the way census data are collected.

It is hard enough to get people excited about statistics at any time, 
let alone at the height of the summer holiday season. But in Canada 
this month, people have become passionate about the subject. A 

quiet political decision to scrap the compulsory long-form part of the 
Canadian census has inspired fuming in the national press, vitriolic 
protest from numerous academic bodies, the resignation of the head 
of Statistics Canada, and even a YouTube broadcast of a song espous-
ing the importance of census data for public policy (go.nature.com/
O9TWcf ). Critics have accused Canada’s ruling conservative party 
of being anti-science — and, worse, anti-information. To gut one of 
the world’s most respected statistical organizations, they argue, will 
prevent future policy decisions on everything from health care to 
public transport from being based on either data or logic.

The incident comes amid a growing sense of unease about the 
right-leaning Canadian federal government’s apparent disregard 
for science-based policy. The country continues to support the 
mining of asbestos and its export to the developing world, despite 
repeated calls to ban the toxic substance and cries of protest from the 
medical community. Canada has been one of the most obstructive  
countries at climate-change talks, and continues to be protective of 
its development of the tar sands — one of the world’s dirtiest sources 
of oil. The federal government has fought against maintaining the 
supervised injection facility for drug addicts in Vancouver, despite 
staunch protest from the medical community and studies showing 
that such programmes are helpful. Now the government is threat-
ening to undermine the system that collects the data needed for a 
multitude of other evidence-based decisions.

Every five years for almost four decades, the Canadian census has 
involved both a head count and a longer questionnaire asking about 
details such as ethnicity, education and housing. The long form was 
sent to 20% of the population, and replying was compulsory by law. At 
the end of June, citing concerns about privacy, industry minister Tony 
Clement announced that the long form would be made voluntary; 
an additional Can$30 million (US$29 million) a year will be spent 

to send the form to 30% of the population, in an attempt to make up 
the numbers.

This, as any statistician can testify, is not the same thing. Inevitably, 
vulnerable populations of the poor and downtrodden will be less 
likely to reply, skewing the resulting data. Although statisticians are 
adept at correcting for such factors in surveys, they can do so only if 
they have a gold-standard set of data to refer to — namely, the census 
data. Even if the voluntary data are sufficiently robust to allow for 
good public policy-making, it will still cause a problem for research-
ers looking for long-term trends, 
because comparing the compulsory 
data with the subsequent voluntary 
set will be nearly impossible.

In a country defined by a mosaic 
of immigrant groups and indigenous 
populations, precision data on their 
lives are crucial to good public policy. 
Statistics Canada has been widely 
regarded as a world leader in hand-
ling everything from the intricacies of question wording to protecting 
individual privacy. Although the government claims that it is respond-
ing to public concerns about privacy and ‘big brother’ government, 
this, ironically, does not seem to be based on evidence — the privacy 
commissioner’s office has received only three complaints about the 
intrusiveness of the census long form over the past decade.

The United States investigated the option of switching to a voluntary 
long form in 2003, but concluded that it would be too expensive to 
bring the data up to par. Instead, this year it replaced its long form with 
a mandatory ongoing survey — a change that required nearly a decade 
of research to confirm that it would maintain the quality of the data. 
Academics, economists and public policy-makers find themselves 
open-jawed at Canada’s snap decision — made without consulting 
the data’s users — which will effectively allow the government to do less 
while spending more money. Letters of protest and editorials have been 
penned by the Canadian Medical Association Journal, the Canadian 
Federation for the Humanities and Social Sciences, and many others.

Canadian academics are not letting this pass quietly; the rest of the 
world should join their voice of protest (go.nature.com/dq6rZ3). It 
is too late to save the form for 2011, but this could, and should, be 
reinstated for 2016. ■

“Vulnerable 
populations of the 
poor and downtrodden 
will be less likely to 
reply to a voluntary 
questionnaire, skewing 
the resulting data.”
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PALAEONTOLOGY

Burrow builders
Geology 38, 711–714 (2010)
Fossil burrows in ocean sediments from the  
Precambrian–Cambrian period about 540 million years  
ago are ubiquitous in the fossil record, but the creatures 
that created these Treptichnus burrows (pictured, left) 
remained a mystery. Now Jean Vannier at the University 
of Lyon, France, and his colleagues propose that the 
burrowers were priapulid worms, examples of which still 
exist today.

They collected modern priapulid worms (right) off the 
Swedish coast and watched them move about in sediment-
filled trays in the lab. The traces made by these animals 
were similar to patterns of the fossil burrows. These 
included segmented branching structures, with alternating 
straight, curved and looped sections.

Priapulids seem to have been one of the earliest animal 
colonizers of the ocean bottom sediment, the authors say.

ECOLOGY

Shrubs survive warming
J. Ecol. doi:10.1111/j.1365-2745.2010.01690.x  
(2010)
Unlike most tundra plant species, Arctic 
evergreen shrubs seem to be resilient to 
climate change. James Hudson and Greg 
Henry at the University of British Columbia 
in Vancouver were surprised to find that 
increases of 1–1.3 °C did not affect the height 
or abundance of shrub species, including 
the Arctic white heather Cassiope tetragona, 
during a 15-year Arctic study. 

But warming did increase the abundance 
of non-vascular plants such as mosses by 
6.3%, and decreased lichen cover by 3.5%. 
The researchers followed 36 plots in northern 
Canada, half of which were warmed by open-
top fibreglass chambers placed over them. 
The other half were left as controls. 

The authors suggest that the shrubs’ slow 
growth rate and long life contribute to their 
resilience. 

PHYSICS

Mini mass
Phys. Rev. Lett. doi:10.1103/PhysRevLett.105.031301 
(2010)
The mass of the elusive neutrino is less 
than 0.28 electronvolts — the lowest upper 
limit predicted so far — according to Shaun 
Thomas and his colleagues at University 
College London.

Neutrinos are abundant in the Universe 
but are difficult to detect and measure 
directly as they rarely interact with matter. 
To predict the particle’s mass, the researchers 
constructed a map of the density distribution 
of 700,000 galaxies using data from the Sloan 
Digital Sky Survey. Neutrinos can suppress 
the growth of galaxies, and that suppression 
is greater for larger neutrinos. Using this 
correlation, the researchers could infer an 
upper bound for neutrino mass.

GEOSCIENCE

When sea ice melts
Geophys. Res. Lett. doi:10.1029/2010GL042496 (2010)
Rapid loss of floating sea ice is contributing a 
tiny amount, 50 micrometres, to the current 
annual global sea-level rise of around 
3 millimetres.

Andrew Shepherd of the University of 
Leeds, UK, and his colleagues 
combined satellite observations 
with an ice–ocean model to 
estimate the floating ice lost 
between 1994 and 2004. They 
found that about 750 cubic 
kilometres of ice melted each year in 
the Arctic Ocean and off Antarctica.
The melting and freezing of sea ice do 

NEUROSCIENCE

Movement decoded
J. Neurosci. 30, 9659–9669 (2010)
Brain signals in monkeys 

have been decoded and used to 
reconstruct three-dimensional arm 
movements, raising the possibility of 
future neuroprosthetic devices that 

people who are paralysed could use to 

MATERIALS SCIENCE

Shape shifts heat tolerance
J. Am. Chem. Soc. doi:10.1021/ja104691j (2010)
Poorly soluble drugs and other chemicals 
can be dissolved in liquid by packaging 
them inside micelles — soluble molecular 
assemblies that often assume hollow 
spherical or floral shapes. Heat can rattle 
these structures apart, but attaching 
additional molecules to boost the micelles’ 
heat resistance can change their size, shape or 
chemical properties. 

Now Satoshi Honda, Takuya Yamamoto 
and Yasuyuki Tezuka at the Tokyo Institute 
of Technology show that a topological tweak 
improves the thermal stability of a micelle 
without affecting its other properties. 
Circular polymers formed micelles 
(pictured, left) that resisted fragmentation 
at temperatures some 40 °C higher than did 
physically and chemically identical micelles 
made from straight-chain polymers. The 
latter (right) have loose ends, which are 

more easily dislodged with heat. The authors 
showed that they could tune the thermal 
stability of micelles by creating them from 
varying ratios of the two polymers.

have small effects on sea level, the authors say, 
because fresh water is about 2.6% less dense 
than sea water.
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View the archive at http://blogs.
nature.com/nature/journalclub

Kenji Doya 
Okinawa Institute of Science  
and Technology, Japan

A neuroscientist explores 
what brain imaging can reveal 
about deliberative and intuitive 
decision-making.

When you pick a dish from a menu, 
do you select it for its taste or its 
calculated nutritional benefits? 
The decision-making processes of 
intuition and deliberation can be 
considered as, respectively, model-
free learning, which involves trial 
and error, and model-based learning 
— evaluating future outcomes using 
a pre-learned model of the results 
of choices. A big question is how 
these complementary processes 
are realized in the brain.

Using functional magnetic 
resonance imaging (fMRI) in 
humans, Jan Gläscher at the 
California Institute of Technology 
in Pasadena and his co-authors 
found neural signatures for these 
two modes of learning (J. Gläscher 
et al. Neuron 66, 585–595; 2010). 
The team scanned the brains of 
volunteers as they learned a two-
step choice task. During the first 
part of the study, volunteers were 
presented with an abstract image 
and had to choose a left- or right-
button press. Depending on which 
button they chose, they were then 
presented with another image and 
asked to make a second left-or-
right choice to see a third image. 

Over many trials, the volunteers 
learned the probability of a certain 
image resulting from a particular 
choice. During the half-time break, 
they were told that each final image 
would have a specific monetary 
reward (0, 10 or 25 cents). During 
the second half of the study, 
volunteers could use what they 
had learned in the first half to make 
profitable choices. 

Analysis of the fMRI data 
revealed involvement of the brain’s 
intraparietal and lateral prefrontal 
cortices in model-based learning, 
and the ventral striatum in model-
free learning. The study paints a 
new picture of the neuroscience of 
deliberation versus intuition. We 
should now be able to ask not only 
where in the brain but also by what 
algorithms we make decisions.

ASTROPHYSICS

Magnetic star
Astrophys. J. 718, 331–339 (2010)
On 19 March 2010, scientists discovered a 
rare astronomical object called a magnetar. 
For 20 days, SGR J1833-0832 emitted weak 
bursts of X-rays — and then fell silent. 

Magnetars are neutron stars surrounded 
by immensely strong magnetic fields and 
have unpredictable burst periods. They are 
difficult to spot because they are so rare and 
are active only for a short period of time: just 
days to months. 

Ersin Göğüş from the Sabancı University 
in Istanbul and his colleagues discovered 
the magnetar with the Burst Alert Telescope 
aboard NASA’s Swift satellite. Using other 
telescopes and satellites, they tracked its 
location and determined its properties, noting 
that it spins with a period of 7.56 seconds, 
similar to that of other magnetars.

PUBLIC HEALTH

HIV blocker
Science doi:10.1126/science.1193748 (2010)
After 15 years of failed attempts to develop 
an effective anti-HIV vaginal gel, a clinical 
trial has shown that one containing an 
antiretroviral drug can cut HIV infection 
in women by more than 50% if used 
consistently.

Quarraisha Abdool Karim at the Centre 
for the AIDS Program of Research in South 
Africa, in Durban, and her colleagues tested 
the 1% vaginal gel formulation of the drug 
tenofovir. The 2.5-year study involved 889 
South African women aged between 18 and 
40 years who were HIV negative, sexually 
active and at high risk of HIV infection.

Compared with women who used a 
placebo, the tenofovir gel reduced HIV 
infection in the group by 39% overall, and 
by 54% in women who used the gel most 
consistently before and after sex.
For a longer story on this research,  
see go.nature.com/Zmigjx

REMOTE SENSING

Great heights
Geophys. Res. Lett. doi:10.1029/2010GL043622 
(2010)
Towering more than 40 metres high, the 
Douglas firs, coast redwoods and giant 
sequoias of the North American Pacific coast 
stand out as some of the world’s tallest trees, 
according to a map charting the canopy 
height of Earth’s forests. 

Michael Lefsky at Colorado State 
University in Fort Collins created the map 
by using pulses of laser light sent from three 
NASA satellites. By observing how much 
longer it took the pulses to return from the 
ground than from the top of the tree canopy, 
Lefsky could estimate tree height.

The result could help to gauge arboreal 
biodiversity and to estimate how much 
carbon is stored in the world’s trees.

ANIMAL LOCOMOTION

Gutsy move
Curr. Biol. doi:10.1016/j.cub.2010.06.059 (2010)
In an unusual display of visceral prowess, 
the tobacco hawkmoth caterpillar crawls by 
sliding its gut forwards; the rest of its body 
and legs then follow on behind.

Michael Simon at Tufts University in 
Medford, Massachusetts, and his colleagues 
used X-ray imaging and light microscopy to 
measure the gut’s position relative to the body 
over time in the caterpillars (Manduca sexta; 
pictured) as they crawled. A caterpillar begins 
by swinging its hind leg — the terminal 
proleg — forwards. This kicks off the gut 
slide, which shortens and then lengthens, like 
a piston, as the caterpillar shifts forwards. 
The body and the abdominal prolegs then 
catch up with the gut, which is attached only 
to the mouth and the rectum.

The team thinks that this mechanism may 
have evolved to minimize disturbances to the 
digestive system during crawling.

control robotic arms for tasks such as eating.
Carlos Vargas-Irwin at Brown University 

in Providence, Rhode Island, and his 
colleagues monitored brain activity in two 
macaque monkeys by using electrodes 
implanted into the arm/hand area of the 
primary motor cortex. A motion-capture 
system tracked arm, wrist and hand 
movements as the monkeys reached to grab 
objects swinging towards them.

The researchers found that data on firing 
rate from small clusters of nearby neurons 
were enough to reconstruct entire reach-and-
grasp motions.
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● policy
US drops climate bill: 
Democrats in the US Senate 
abandoned plans to push for 
legislation on global warming, 
acknowledging that they do 
not have enough votes to 
overcome staunch Republican 
opposition. The decision to 
push for a narrower energy 
bill only, announced by Senate 
Democratic leader Harry Reid 
(Nevada) on 22 July, makes 
it increasingly likely that the 
administration of President 
Barack Obama will continue 
with climate regulation through 
the Environmental Protection 
Agency — such as enforcing 
greenhouse-gas emission 
restrictions for major industrial 
polluters.

Russia spaceport: The 
Russian government will 
set aside 25 billion roubles 
(US$820 million) for the 
construction of a new spaceport 
in the country’s far eastern 
region, Prime Minister Vladimir 
Putin announced on 19 July. 
The Vostochny (‘Eastern’) 
cosmodrome in the Amur 
region, close to the Chinese 
border, is intended to reduce 
Russia’s dependence on the 
Baikonur launch site, which is 
in the former Soviet republic 
of Kazakhstan. Expected to be 
ready by 2015, the site would 
become the country’s prime 
spaceport for civilian use.

Genetic-test regulation: 
A US congressional hearing 
on 22 July saw genetic-
testing companies 23andMe, 
Navigenics and Pathmark 
Genomics defend their practices 
against accusations in a report 
released by the Government 
Accountability Office that day. 
The report said that test results 
varied between companies and 
that interpretations given were 
not grounded in science. The US 
Food and Drug Administration 
(FDA) is discussing plans for 
regulating tests marketed directly 
to consumers: on 19 July it sent 
letters to 14 genetic-testing 

UK medical regulation: A new 
medical-research regulator 
could be created in the United 
Kingdom, combining the 
functions of several existing 
bodies, the country’s coalition 
government suggested on 26 July. 
Announcing a cost-saving shake-
up of the semi-governmental 
bodies that regulate research at 
present, health secretary Andrew 
Lansley said that the Human 
Fertilisation and Embryology 
Authority (which regulates the 
use of embryos in research) and 
the Human Tissue Authority 
(which takes a similar role 
for other tissues) would be 
eliminated. A final decision on a 
new regulator is expected in the 
autumn, after an independent 
review of medical-research 
regulation.

Australian climate assembly: 
Australia’s prime minister, 
Julia Gillard, says that if she 
is re-elected she will ask 150 
citizen volunteers to examine 
the evidence on climate change 
and gauge the public consensus 
on a carbon-trading scheme that 
was shelved by her predecessor, 
Kevin Rudd, who stepped down 
on 24 June. Gillard announced 
the plan on 23 July; she had 
earlier confirmed that there 
would be no government action 
on the carbon-trading scheme 
until 2012. She faces national 
elections on 21 August. 

● pEoplE
Cancer controversy: Three 
clinical trials on cancer treatment 
have been suspended by Duke 
University in Durham, North 
Carolina, after allegations that a 
researcher on the trials may have 
falsely claimed to be a Rhodes 
scholar. Cancer researcher Anil 
Potti was the first author on a 

companies, informing them 
that the tests are medical devices 
and must therefore have FDA 
approval. Five other companies 
received similar letters in June. 

HAyWARD STEpS DoWN FRoM Bp
Oil giant BP confirmed this week that chief executive Tony Hayward will step down from 1 October. He will be 
replaced by Robert Dudley, who is currently running the unit dealing with clean-up operations and compensation 
for the Gulf of Mexico oil spill. BP said on 27 July that it had set aside US$32.2 billion to deal with the spill, of which 
it had spent $2.9 billion so far. Those costs contributed to a gross loss of $17.2 billion in the second quarter of this 
year, it reported. Meanwhile, the US government acknowledged on 23 July what scientists first reported nearly 
2 months ago: that a deep plume of diffuse oil was spreading away from the leaking well, and concentrations of 
dissolved oxygen in the vicinity were lower than expected. The report, by the cross-agency Joint Analysis Group, 
said oxygen levels weren’t low enough to be of concern. For more on BP and scientists, see page 538.

SoUND 
BiTES
“We need to 
recover our sense of 
outrage.”
Michel Sidibé, executive 
director of the Joint United 
Nations Programme on HIV/
AIDS, told an international 
AIDS conference in Vienna 
that political will to fund AIDS 
treatment is waning. See also 
page 539.

Source: Reuters
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29–31 JUly
Advocates of open-source 
science projects, in which data 
are shared free of intellectual-
property restrictions, meet in 
Berkeley, California, for the first 
Open Science Summit. 
➧ http://opensciencesummit.com 

1–6 AUGUSt
the effects of global warming 
dominate the agenda at the 95th 
annual meeting of the Ecological 
Society of America in Pittsburgh, 
Pennsylvania.
➧ www.esa.org/pittsburgh

2-6 AUGUSt
At the ‘Darkness Visible’ 
conference in Cambridge, UK, 
particle- and astrophysicists 
gather to discuss progress in the 
detection and understanding of 
dark matter.
➧ www.ast.cam.ac.uk/meetings/dv10

Brain-imaging warning: The 
suspension of work at a leading 
US brain-imaging centre, 

● RESEARcH
European research conduct: 
A voluntary code of conduct 
for European researchers was 
presented on 21 July at the 
World Conference on Research 
Integrity in Singapore. The 
document (see www.esf.org/
publications) was drawn 
up by the European Science 
Foundation (ESF), an association 
of 79 European science bodies, 
to help guard against fraud 
and malpractice. It is aimed at 

Science bloggers protest: 
Around 20 scientists and science 
writers abandoned one of the 
Internet’s leading science-blog 
websites last week. Writers at 
ScienceBlogs, owned by Seed 
Media Group in New York 
City, had been publicly voicing 
discontent since the site’s launch 
earlier in July of a blog on 
nutrition sponsored by the soft 
drinks and snacks giant PepsiCo. 
See go.nature.com/e9cWfd for 
more. 

● BUSiNESS
Generic biotech: The US Food 
and Drug Administration 
(FDA) has finally approved 
a generic form of the blood 
thinner Lovenox, five years after 
it was filed with the agency. The 
23 July decision came after a 
contentious battle between the 
generic’s makers — Momenta 
Pharmaceuticals in Cambridge, 
Massachusetts, in collaboration 

All eyes were on GlaxoSmithKline (GSK) this 
month, as the london-based drugmaker’s 
controversial diabetes drug Avandia faced 
scrutiny by the US Food and Drug Administration 
(FDA) following reports that it increases the 
risk of heart attacks. GSK stock rose after most 
members of an FDA advisory panel voted on 
14 July to leave the drug on the market. But 
although shareholders were pleased, GSK’s 
second quarter financial results, reported a week 
later, showed that the negative publicity had taken 
its toll: US sales of Avandia dropped by 33%. 

in all, GSK lost £304 million (US$471.5 million) 
in the second quarter, a dramatic shift from last 
year’s £1.44-billion second-quarter profit. Hefty 

legal fees played a major part: on 15 July, GSK 
announced that it would pay £1.57 billion to 
settle lawsuits, mainly over Avandia and the 
antidepressant Paxil. 

This year poses yet more difficulties for GSK, 
with mounting pressure from generics. The 
company’s stock dipped below the Bloomberg 
Europe Pharmaceutical index last December 
(see chart), shortly after a generic version of 
GSK’s herpes virus drug Valtrex hit US markets 
on 25 November. GSK made £1.3 billion from 
global Valtrex sales in 2009. Several more GSK 
drugs face US patent expiration in 2010, the 
biggest being Advair, an asthma drug whose 
global sales earned £5 billion last year. 

TOUGH TIMES FOR GSK
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Mass of carbon dioxide 
emissions that could 
be offset if every roof 
in the world’s urban 
areas was coated to 
reflect more of the 
Sun’s heat. US energy 
secretary Steven chu 
announced last week 
that ‘cool roofs’ would 
be rolled out on agency 
facilities and buildings 
across the federal 
government.

Source: S. Menon et al. Environ. Res. 
Lett. 5, 014005 (2010).

31 Gt

with Sandoz, the generics arm of 
Switzerland-based Novartis — 
and French drug-maker Sanofi-
aventis, which made €3.04 billion 
(US$3.9 billion) in sales from 
Lovenox in 2009. Because the 
drug is a complicated mixture of 
sugar molecules, its approval was 
seen as a key step in the agency’s 
stance on biosimilars, generic 
copies of complex biological 
drugs — although the FDA does 
not technically consider Lovenox 
a biologic. Sanofi is challenging 
the approval in a District of 
Columbia court.

providing uniform national 
guidelines for countries that do 
not already have nationwide 
codes of good research practice, 
such as Slovakia. ESF members 
will meet in October to discuss 
how to implement the code, 
which might involve adding it to 
employment contracts.
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Pl 2006 paper (A. Potti et al. Nature 
Med. 12, 1294–1300; 2006) 
linking gene-expression patterns 
in cancer cells with sensitivity to 
chemotherapy. Duke’s clinical 
trials were based on this paper, 
which statisticians have since 
attacked for faulty analysis. Potti 
has been placed on administrative 
leave and did not respond to 
interview requests. On 23 July, 
Lancet Oncology announced 
that it would investigate another 
paper on which Potti was an 
author (H. Bonnefoi et al. Lancet 
Oncol. 8, 1071–1078; 2007) after 
co-authors expressed concern 
about the work.

because researchers had injected 
impure psychiatric drugs into 
clinical-trial volunteers, should 
prompt other centres to review 
their practices, radiologists 
said last week. Radioisotope-
labelled drugs can be tracked 
by PET scans (pictured). But an 
investigation by the Food and 
Drug Administration found that 
the drugs used by researchers 
at Columbia University’s 
Kreitchman PET Center in New 
York repeatedly failed purity 
tests. David Hirsh, Columbia’s 
executive vice-president for 
research, told The New York 
Times that the university was now 
“fundamentally reorganizing 
the lab’s management and 
operations”. See go.nature.com/
ibGcj5 for more.
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It started with a story in the Press-Register 
of Mobile, Alabama. On 16 July, the paper 
reported that beleaguered oil giant BP was hur-
riedly signing up scientists to gather data for 
the company, to aid its defence in cases arising 
from the Deepwater Horizon spill. The catch 
was that these lucrative contracts also restricted 
the scientists’ freedom to publish their research. 
Within a week, headlines around the world 
were accusing BP of ‘gagging’ scientists.

But researchers in the Gulf of Mexico region 
describe a more complex situation. Scientists, 
they say, are being trapped in the middle of a 
scramble by BP and the federal government 
to round up expert witnesses. The rush is 
being driven by the Natural Resource Dam-
age Assessment (NRDA), a process defined 
by US federal law, in which those responsible 
for the spill, along with state and federal agen-
cies, collect data to assess the environmental 
impact of the accident. Government agencies 
typically rely on their own scientists, whereas 
responsible parties consult with firms that have 
in-house scientific expertise, says Michael Was-
com, a coastal and ocean management lawyer 
at Louisiana State University (LSU) in Baton 
Rouge. The size of this spill is unprecedented, 
however, so academic scientists are increas-
ingly being called on.

Because the NRDA is part of 
a legal process, the scientists’ 
results are unavailable for pub-
lic review. “When you collect 
data for the [NRDA] and agree 
to analyse them, you are essen-
tially foreclosing on your ability 
to publish those data because 
they’re going to be involved in court cases and 
they’re subject to all kinds of sequestering and 
gag orders,” says Ian MacDonald, an oceanogra-
pher at Florida State University in Tallahassee.

Some universities have bridled at the restric-
tions. In early June, lawyers representing BP 
contacted the University of South Alabama in 
Mobile, asking to set up contracts with scientists 
in the Department of Marine Sciences. Accord-
ing to Russ Lea, the university’s vice-president for 
research, the terms that BP suggested sounded 
“very unfavourable and very non-transparent” 
regarding academic freedoms. Data collected by 
scientists under contract would be confidential, 
and could not be published for three years, says 
Lea. “Our rejoinder was that we are more than 
happy to work with BP or with anybody else, but 
it’s going to be with full academic freedoms,” he 

says. They never heard from BP’s lawyers again. 
Yet Lea adds that BP’s desire to hire experts is 
not particularly egregious — it can happen in 
any big lawsuit. 

The National Oceanic and Atmospheric 
Administration (NOAA) has a similar position 
on its NRDA contracts. “We will not hire anyone 
who refuses to sign a confidentiality agreement 
and could jeopardize the NRDA process,” says 
spokesperson Rachel Wilhelm. But she adds that 
on 8 July, NOAA decided to waive parts of the 
agreements and allow scientists to publish their 

data. “Releasing NRDA ‘Preas-
sessment’ science data is rarely 
done in the NRDA process, but 
it was decided in the interest of 
transparency, and because of 
the heightened interest in this 
particular spill, that this infor-
mation would be made public,” 
says Wilhelm.

BP lawyers had also approached the Gulf 
Coast Research Lab in Ocean Springs, part of 
the University of Southern Mississippi, about 
contracting the entire lab. When the lab’s admin-
istration declined, BP sought out individual 
researchers there, including Joe Griffitt, an 
aquatic toxicologist. Griffitt says he was among 
about half a dozen faculty members who signed 
a BP contract to assess damages and design their 
spill-response plan. “We thought we could do 
some good by making sure they had good sci-
ence underpinning their plan,” he says.

Griffitt says that the researchers specifically 
stated in their contracts that they would not 
accept any restrictions on publishing research 
related to the spill. But after a few days of reflec-
tion and further discussion with BP’s lawyers, 
they became aware that consulting for BP 

would bar them from working with federal 
agencies under the NRDA process, raising 
concerns that they might be prevented from 
applying for federal funding altogether. The 
researchers then unanimously resigned from 
their contracts, says Griffitt.

BP spokesman Mark Salt says that the com-
pany has contracts with “more than a dozen” 
researchers with expertise in the region, and that 
it has asked them to “treat information from BP 
counsel as confidential”. But, says Salt, “BP does 
not take the position that environmental data are 
confidential. Moreover, BP does not restrict aca-
demics speaking about scientific data.” However, 
Salt admits that “a few of the contracts between 
our local counsel and local university experts 
contain a three-year restriction on publication. 
It is BP Legal’s intent to remove those restric-
tions, so that all university and college experts 
are hired on the same terms.”

The cost of openness
Several scientists contacted by Nature say the 
episode highlights the lack of spill-research 
funding that is independent of the NRDA. 
“We need to get information debated within 
the scientific literature,” says MacDonald. 

BP has pledged US$500 million in research 
funding through its Gulf of Mexico Research 
Initiative; $30 million of this has already been 
split between several Gulf Coast institutions, 
and is not tied to the NRDA. The National Sci-
ence Foundation has provided more than $3 
million in rapid-response funds for oil-spill 
research, and the Louisiana Sea Grant, admin-
istered by NOAA, has offered $100,000. But 
these sums are not enough to match the scale 
of the problem, experts say. Operating a ship 
with a robotic vehicle costs about $50,000 per 
day, says Robert Carney, a biological oceanog-
rapher at LSU. 

“We need a federal source of funding very 
badly that does not have anything to do with 
the NRDA settlement,” adds Chris D’Elia, dean 
of the School of the Coast and Environment at 
LSU. “The federal government is abdicating 
what I think is a critical role to provide oppor-
tunity for funding impartial, peer-reviewed 
research.” Wilhelm says that NOAA is cur-
rently reviewing the issue of long-term fund-
ing for spill studies, and evaluating “what else 
is needed to obtain a more thorough scientific 
understanding of the damage to the Gulf”. ■

Amanda Mascarelli
See also nature.com/oilspill

Scientists call for impartial funding and open data as BP and government agencies contract researchers. 

Freedom of spill research threatened

“We are more than 
happy to work with 
BP or with anybody 
else, but it’s going to 
be with full academic 
freedoms.”

Wildlife are suffering in the Gulf of Mexico.
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Q&A: Fossil dig in JAvA
Hunting for Homo erectus at 
Ngandong.
go.nature.com/Hm6CAh

Therapeutic HIV vaccines show promise
The world buzzed last week with news that 
an antiretroviral gel can halve the incidence 
of HIV infection in women (see doi:10.1038/
news.2010.363). 

But a quieter buzz could be heard at the 
International AIDS Conference (AIDS 
2010) in Vienna, where the gel results were 
unveiled. At a special session, included in 
the programme at the last minute, attendees 
heard the results of a handful of successful, 
but small, early-phase clinical trials for 
therapeutic vaccines — once thought to be a 
dead end for tackling HIV.

Normal vaccines are designed to prevent 
infections, but so far none has worked for 
HIV. Therapeutic vaccines, in contrast, aim 
to treat infected people — in the case of 
HIV, by boosting ravaged immune systems. 
Initial clinical trials in the 1990s were 
disappointing, however, and the vaccines fell 
from scientific fashion.

Drug combinations that decrease viral 
concentrations have become the main 
method of treating HIV, but they do 
not completely suppress the underlying 
disease. “They leave patients with a level 
of harmful immune activation, which can 
cause premature ageing,” says Joep Lange, 
a clinical virologist from the University 
of Amsterdam and a former president 
of the International AIDS Society. “The 
therapeutic vaccine approach may help 
with this”, he says, by modifying immune 
responses.

Lange is encouraged by the trial results, 
but cautions that the trials so far are 
small, and that even if the vaccines work 
they will never replace drugs. Some key 
AIDS researchers continue to believe that 
therapeutic vaccines will not prove helpful 
in the long run.

All of the vaccines, which were developed 
by several small biotechnology companies, 
modestly but significantly reduced viral levels 
in the blood of patients, who responded for 
months or longer. In some cases, the vaccines 
also increased levels of CD4+ T cells — the 
vital immune-regulator cells that HIV 
depletes. In theory, the vaccines would only 
need to be administered every few months.

Two of the phase 2 trials reported at the 
meeting focused on improving the efficiency 
of the immune system’s dendritic cells. 
These are the cells that present foreign 
antigens — in this case, HIV proteins — to  
T cells so that they can recognise and 
eliminate the invaders. 

One approach, developed by Genetic 
Immunity, a biotechnology company based 
in Budapest, involves creating nanoparticles 
that contain selected pieces of RNA from 
the HIV virus. The preparation 
is applied to patients by means of 
a skin patch. The skin below the 
patch is first slightly damaged to 
attract precursors of dendritic 
cells, exposing them to 15 HIV 
proteins transcribed from the RNA.

The other tactic, from Argos Therapeutics 
of Durham, North Carolina, relies on 
tailor-made vaccines for each patient. The 
researchers extracted dendritic cells and 
viral RNA from patients, then loaded the 
cells with the RNA before putting them back 
into the same patient. 

Therapeutic vaccines are normally tested 
in patients who are already undergoing drug 
treatment. To avoid the drugs confounding 
the results, patients are required to take a 
drug ‘holiday’ for the few months of the 
trial. But a placebo-controlled clinical trial 
by FIT Biotech of Tampere, Finland, broke 
with that model by recruiting 60 patients in 
South Africa who had never been treated 
with drugs.

The FIT vaccine comprises a combination 
of gene fragments designed to make the 
patient immune to six viral proteins. In 

around 80% of patients receiving treatment, 
the virus was suppressed and CD4+ levels 
were maintained two years after therapy 
began.

The results are particularly relevant 
to countries such as South Africa, where 
many patients do not have easy access to 
drugs, says Eftyhia Vardas, a virologist at 
the University of the Witwatersrand, who 
ran the clinical trial in 2006 in Soweto, 
Johannesburg. Vardas recalls feeling like 
a ‘maverick’ when she agreed to take on 
the trial. At the time, the South African 
government officially denied that HIV 
caused AIDS, and her scientific colleagues 
didn’t believe that therapeutic vaccines held 
any promise. She was sceptical herself, she 
says, having seen other trials fail. 

“But you can’t shut doors when options 
are so limited,” she says. South Africa is 
home to 5.7 million HIV-infected people. 
A vaccine, says Vardas, “would help South 
Africa to be able to delay onset of AIDS and 
reduce infectivity by keeping viral loads low 
when drugs are not so widely available”. 

The ultimate value of the vaccines will 
only become clear as larger phase 3 trials roll 
out over the next few years. For now, leaders 
in AIDS research are cautious about the 
results. Anthony Fauci, director of the US 

National Institute of Allergy and 
Infectious Diseases (NIAID) in 
Bethesda, Maryland, says that he 
could imagine a role for “a good 
therapeutic vaccine” in patients 
who have been treated early in 

their disease, and therefore have only a small 
reservoir of HIV, and whose blood levels of 
HIV are completely suppressed by drugs. 
But he warns that because the vaccines 
caused only a modest decrease in viral load, 
using them in place of drugs could allow 
viruses to mutate beyond the control of the 
vaccine. “These early trials involve small 
numbers of people,” adds Carl Dieffenbach, 
head of the NIAID AIDS division. “It would 
be wrong to foster false hopes.”

But the Maryland-based advocacy group 
National Association of People with AIDS, 
whose vice-president of community affairs, 
Stephen Bailous, organized the special 
session, has championed the approach. 
“We need to have hopes and some of the 
therapeutic vaccines look really promising,” 
says Bailous. “If we can’t raise our hopes 
there, then where?” ■

alison abbott
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“You can’t shut 
doors when 
options are so 
limited.”

Could therapeutic vaccines help HIV patients in 
countries without ready access to drugs?
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A chip that could provide a rapid 
snapshot of the total enzyme activity 
in a cell sounded like a dream come 
true for biologists. But the dream 
has faded fast. An investigating 
committee has recommended that a 
paper unveiling this ‘reactome array’ 
be retracted, because it does not 
provide experimental support for its 
conclusions. 

The paper described a device 
carrying 1,676 individual enzyme 
substrates, tagged with fluorescent 
dye, that could detect enzyme 
activity. The project was led by 
scientists at the Institute of Catalysis 
and Petroleochemistry (ICP) in 
Madrid, run by the Spanish National 
Research Council (CSIC), and at 

the Helmholtz Centre for Infection 
Research in Braunschweig, Germany. 
The chip promised to be a powerful 
tool for monitoring, for example, 
how the metabolism of communities 
of microorganisms varies with 
environment. 

After the paper was published 
(A. Beloqui et al. Science 326, 
252–257; 2009), organic chemists 
raised concerns about the feasibility 
of the claim, citing errors in the 
general reaction scheme outlining 
how the chip was supposed to detect 
enzymes. On 17 December, Science’s 
editor-in-chief Bruce Alberts took 
the unusual step of publishing an 
‘editorial expression of concern’ 
about the work, and asked the 

authors’ institutions to investigate. 
The CSIC convened an ethics 

committee to probe the affair; it 
then incorporated findings from a 
parallel inquiry at the Helmholtz 
centre. The committee now 
concludes that the paper should not 
have been submitted or published, 
noting, among other things, that 
experiments in the paper lacked 
proper controls. 

Their report says that all of the 
scientists who signed the paper must 
share responsibility for its content, 
and expresses concern about the 
peer-review process — potentially 
challenging for interdisciplinary 
research — that the paper 
underwent. The CSIC is considering 

a disciplinary investigation of the 
scientists involved. 

The corresponding authors on 
the paper, Manuel Ferrer of the ICP, 
and Peter Golyshin, now at Bangor 
University, UK, were unreachable 
for comment on the report.

Some scientists are still 
convinced that the methodology 
used to create the array could work. 
“We don’t know,” says molecular 
geneticist Pere Puigdomènech of 
the CSIC’s centre for research and 
development in Barcelona, who 
headed the CSIC ethics committee. 
“We only criticize how the science 
in this paper was conducted and 
reported — we’d be very happy if 
someone could validate it.”

On the far side of the Moon, a river of dark rock 
spills from a 3-kilometre-wide crater and divides 
like a forked tongue. The flow was formed when 
an asteroid or comet slammed into the surface 
and heated the rocks to more than 1,000 °C, 
causing molten material to spread 3 kilometres 
from the crater rim. “It really stands out,” says 
Brett Denevi, a planetary scientist at Arizona 
State University in Tempe. 

This impact scar is just one of thousands 
revealed in unprecedented detail by NASA’s 
Lunar Reconnaissance Orbiter (LRO), which 
has been circling the Moon since June 2009, 
taking photographs to map the surface with a 
resolution of up to 50 centimetres per pixel.

Most of the fanfare surrounding the LRO 
has focused on the detection of water (see 
go.nature.com/oDK7he). But the LRO’s 
detailed snapshots, some of which were pre-
sented last week at the Lunar Science Forum 

at the NASA Ames Research Center in Moffett 
Field, California, are also yielding insights into 
the mechanics of asteroid and comet impacts 
and how frequently they occur — informa-
tion that could improve estimates of the age 
of geological formations on other planets. The 
work, says planetary geologist Peter Schultz of 
Brown University in Providence, Rhode Island, 
“gives us another foothold into dating the Solar 
System”.

Craters on Earth are quickly eroded, so 
there are few well preserved impact sites here 
for scientists to study. But there is little to 
erase a crater on the Moon except subsequent 
impacts, so it offers a natural laboratory for 
understanding how impacts excavate craters 
and generate pools of molten rock. Denevi and 
her colleagues have found that craters of simi-
lar sizes have a wide range of melt volumes — 
the forked flow contains an exceptionally large 

amount — and they are working to determine 
the factors, such as the speed, composition and 
approach angle of the impactor, that might 
account for this variability. 

Other researchers are using the data to find 
newly formed craters. By comparing the LRO 
pictures with images collected by Apollo mis-
sions in the 1970s, they have found five craters 
that have appeared in the past four decades. That 
is helping the team to determine how frequently 
objects strike the Moon, says planetary geologist 
Alfred McEwen of the University of Arizona in 
Tucson. They have only surveyed a small sliver 
of the Moon, and expect to find more craters in 
the course of several more years of study. 

The data could fill a gap in scientists’ knowl-
edge of contemporary collision rates for Earth 
as well as for the Moon, because the pair should 
have impact rates proportional to their size. 
Large asteroids that might threaten Earth can 

Moon-crater survey could improve 
Solar System surface-dating methods.

A closer look at 
cosmic impacts

Retraction recommended for enzyme-chip paper
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SolAr flArES probEd
First results from Solar 
Dynamics Observatory 
go.nature.com/PM5zEg

The US Department of Energy has 
launched an ‘artificial photosynthesis’ 
initiative with the ambitious goal of 
developing, scaling up and ultimately 
commercializing technologies that 
directly convert sunlight into hydrogen 
and other fuels.

The Joint Center for Artificial 
Photosynthesis (JCAP) will receive 
US$122 million over five years, and will 
be jointly led by the California Institute of 
Technology (Caltech) in Pasadena and the 
Lawrence Berkeley National Laboratory 
in Berkeley, California. Announced on 
22 July, JCAP is the second 
of three Energy Innovation 
Hubs that US energy secretary 
Steven Chu plans to establish 
this year. 

The hubs aim to get 
basic science out of the lab and into the 
real world. “We have to scale up from 
the nanoscale to the macroscale,” says 
Nate Lewis, a Caltech chemist who will 
direct the JCAP programme, which will 
ultimately employ 150–200 people in two 
buildings at Caltech and the Berkeley lab. 

Existing photovoltaic cells capture 
photons and produce electricity, which 
can be used to split water molecules 
and produce hydrogen. With artificial 
photosynthesis, photons from the 
Sun would drive a ‘wireless’ chemical 
conversion process to generate fuels. The 
most likely fuel is hydrogen, which can be 
used as it is or converted into other liquid 
fuels as a replacement for petroleum. 

Caltech and the Massachusetts Institute 

of Technology in Cambridge are already 
leading a similar effort, known as 
‘Powering the Planet’, that was funded 
with a $20-million, 5-year grant from the 
National Science Foundation in 2008. But 
Lewis says that project focuses more on 
basic science questions at each step of the 
process, such as how to boost the number 
of photons captured by a given material or 
increase the efficiency of a given catalyst. 

By contrast, JCAP aims from the outset 
to build a solar-fuel system that will 
ultimately prove commercially viable. 
Potential advances in electrolysis and 

photovoltaic solar panels would 
be welcome but incidental, says 
Lewis. “That’s the dividing line 
that we drew intellectually.” Lewis 
adds that the centre will compare 
materials and processes used by 

competing researchers to determine which 
scientific avenues look most promising. 

Chu initially proposed eight energy 
hubs, but Congress authorized the energy 
department to move forward with three. 
The first energy hub, which focuses on 
advanced nuclear reactors, was announced 
in May. A third hub aimed at energy-
efficient buildings will follow in the 
coming months. Chu has called the energy 
hubs ‘Bell lablets’ after the famous Bell 
Laboratories in Murray Hill, New Jersey. 

Earlier this year in its fiscal 2011 
budget, the energy department requested 
$34 million for a fourth hub, focusing 
on batteries and electricity storage, but 
Congress has yet to approve it. ■

Jeff tollefson

US seeks solar flair for fuels

be observed in space, but smaller objects can fall 
undetected or disintegrate in the atmosphere, 
whereas they would leave a mark on the Moon.

The crater count could also lead to a 
re calibration of methods for estimating the 
age of surfaces elsewhere in the Solar System. 
Right now, the Moon acts as a sort of funda-
mental clock. Scientists have dated lunar sam-
ples returned to Earth by Apollo and linked 
those dates to the crater density of the sam-
ple’s original terrain. So when a surface with 
a certain crater density is found on Mars, for 
example, researchers compare it with surfaces 
on the Moon to pin down its age.

However, corrections must be applied, 
owing to differences in impact rates between 
the Moon and Mars. These are estimated from 
asteroid orbit calculations, Mars’s location in 
the Solar System and models that account for 
its greater size and gravity. 

By combining LRO observations with those 
from other spacecraft, scientists may be able to 
determine relative impact rates throughout the 
Solar System more directly. McEwen and his 
team have been finding new craters on Mars 
for the past four years, using data from NASA’s 
Mars Reconnaissance Orbiter. And a current 
impact rate for Mercury may emerge when 
NASA’s MESSENGER mission begins to orbit 
the planet next year, although McEwen says that 
new craters would have to be very large to be 
detected.

Schultz says that this is an opportunity to 
improve the dating of surfaces on other planets 
with measurements rather than models. “You 
want to see what nature shows you,” he says. ■
Roberta Kwok

But David Cane, a biochemist at Brown 
University in Providence, Rhode Island, believes 
that a single chip capable of monitoring all the 
enzymes in a cell is not currently feasible. 

He points out that enzymes are picky about 
the shapes of their preferred substrates. In the 
reactome array, substrates are attached to a dye 
molecule and to a linker holding them to the chip, 
which may change their shape enough to stop 
them fitting into an enzyme’s active site. Cane 
says that the paper presents no evidence that the 
assay would work with choosy enzymes.

Ronald Frank of the Helmholtz centre, who 
coordinated the German investigation, says that 
a meeting will be held on 11 August to discuss 
whether there should be further consequences 
for scientists there. A spokesperson for Science 
says that the journal is in discussions with some 
of the institutions involved and will make a 
decision about the paper “very soon”. ■

Alison Abbott
Additional reporting by Daniel Cressey
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”We have to 
scale up from 
the nanoscale to 
the macroscale.”

Nate Lewis (left) will direct a $122-million research project to make fuel directly from sunlight.
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Fears over Europe’s GM crop plan
A proposal to let nations opt out of growing European-approved GM varieties is under fire from all sides. 

After a decade in which just a single genetically 
modified (GM) crop was approved for com-
mercial planting in the European Union (EU), 
the European Commission has tried to break 
the logjam. But its new proposal, which would 
allow individual member states to choose 
whether or not to grow an approved GM 
crop within their borders, is 
likely to create further uncer-
tainty within the agricultural 
biotechnology industry. The 
plan has drawn fire from all 
sides of the intense debate 
over GM crops, with industry officials, farm-
ers and anti-GM campaigners all condemning 
the move.

The EU currently takes advice from the 
European Food Safety Authority (EFSA), an 
independent body based in Parma, Italy, which 
conducts a risk assessment of each GM organ-
ism. The Council of Ministers then makes a 
decision on the crop that applies to farmers 
and agribusinesses throughout Europe. But the 
council’s voting system means that opposition 
by just a few of the 27 member states can block 
the introduction of a crop, in which case the 

European Commission makes a final decision. 
So far, only a potato with modified starch con-
tent — Amflora, developed for industrial rather 
than food use by German chemical company 
BASF, based in Ludwigshafen am Rhein — has 
been approved for cultivation in the EU, and 16 
other crops are still awaiting final approval.

The new measure, 
announced on 13 July, 
would allow member 
states, or even regions 
within countries, to restrict 
GM crops, regardless of 

whether the EFSA has determined they pose 
no risk to human health or the environment 
and whether they have been approved by the 
European Commission. The commission says 
that, in principle, the new arrangement should 
make it easier to secure EU-wide approval for 
crops. 

Several companies said that although they 
welcomed the commission’s efforts to unblock 
the approval process for GM crops, the plan 
undermines the science-based authorization 
process and the principles of the single mar-
ket. The proposal would also allow national 

governments to modify the existing rule  
allowing products to be labelled as GM-free if 
they contain no more than 0.9% of GM ingre-
dients. This would lead to a patchwork of rules 
across the EU, industry experts say, complicat-
ing the development of their products. “Our 
concern is that the proposal potentially adds 
more complexity and unpredictability into the 
process, and we doubt whether this will speed 
up the approvals process,” says Mark Titter-
ington, head of government and public affairs 
for Europe at Swiss agricultural company Syn-
genta. “A better and more predictable approval 
process, and the extent of demand from farm-
ers for the technology, will obviously have 
an influence on whether we undertake GM 
research in Europe in the future.”

Some farmers have also criticized the pro-
posal, fearing that it will drive investment in 
agrobiotech away from Europe and make their 
industry less competitive. “This decision sends 
a clear signal to the rest of the world that the 
EU lacks interest in innovation and new tech-
nologies for a competitive agriculture industry 
and that it does not use evidence and science in 
its decision-making,” the UK National Farmers 

Could publishing a scientific article 
constitute an act of economic 
espionage? That question lies 
at the heart of charges against a 
Massachusetts-based scientist 
accused of passing US trade secrets 
to China. 

Ke-xue Huang, a Canadian citizen 
and permanent US resident, was 
arrested on 13 July, and has been 
charged under a law designed to 
protect intellectual property held 
by US companies. At a bail hearing 
last week in Massachusetts, the 
US government claimed that the 
scientist provided secrets belonging 
to Dow AgroSciences, based in 
Indianapolis, Indiana, to the Hunan 
Normal University in Changsha, 
China. If convicted of passing the 
secrets, said to be worth some 
$100 million, Huang could face 
up to 15 years in prison for each of 
12 counts of economic espionage.

The US Congress passed 
the Economic Espionage 
Act in 1996 to counter an 
apparent rise in foreign 
spies trading in commercial, 
rather than military, secrets. 
Six other cases have been 
prosecuted under the law, 
but Huang’s could set a 
precedent for the law to be 
applied to industry scientists 
and academic researchers 
publishing in the open 
literature. This isn’t the first 
time a scientist has faced prison 
time for sharing research with China; 
a physicist at the University of 
Tennessee, Knoxville, was last year 
sentenced to four years in prison for 
violating export control laws. He had 
provided technical data to scientists 
in China and worked on sensitive 
technologies with foreign graduate 
students (Nature 461, 1185; 2009). 

“It is interesting that there 
are — or seem to be — more 
cases of research triggering some 
government reaction, whether this 
is due to export control or other 
issues,” says Thomas Zurbuchen, a 
space scientist at the University of 
Michigan in Ann Arbor who has been 
involved in efforts to reform export 
control restrictions on universities. 

Huang’s problems stem 
from research related to a 
review article (K. Huang et al. 
Appl. Microbiol. Biotechnol. 82, 
13–23; 2009). Co-authored 
with scientists at Hunan 
Normal University and 
James Zahn, a researcher at 
Coskata, a biofuel company in 
Warrenville, Illinois, the paper 
describes work on a new class 
of insecticides that Dow has 
been making and marketing. 
The government alleges that 

the article contains confidential 
information — and that publishing 
it constituted theft of a trade secret, 
says James Duggan, Huang’s lawyer. 
At the hearing, however, prosecutors 
indicated that the article is not the 
sole basis for the charges, which 
also involve e-mail communications 
relating to the research. 

Huang worked for Dow from 

US charges scientist with economic espionage

Secrets are alleged to have been stolen from 
Dow AgroSciences.

“The very real danger is 
that it risks discouraging 
technology companies 
investing in Europe.”
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2003 to 2008, but by the time 
of his arrest had moved to 
Qteros, a company based in 
Marlborough, Massachusetts, 
that works on biofuels. 

Originally from China, Huang 
had studied biology at China’s 
Jilin Agricultural University, and 
earned a PhD in Japan. After a 
two-year postdoctoral stint in 
the mid-1990s at Texas A&M 
University in College Station, 
where he worked on sequencing 
biosynthetic genes for vitamin 
B12 production, he went to 
Rice University in Houston, 
Texas. His postdoctoral adviser 
there, George Bennett, says 
he “couldn’t imagine” Huang 
intentionally doing something 
illegal. Dow has declined to 
comment on any specifics of 
the case. 

Todd Sullivan, an attorney in 
Raleigh, North Carolina, who 
specializes in trade-secret laws, 
compares economic espionage 

prosecutions to “unicorn 
sightings” because the 
government so rarely pursues 
them. The government has, 
in fact, successfully tried only 
one of the other six economic 
espionage cases. In another 
case, last year, a jury acquitted 
two Chinese-born engineers 
who had been charged with 
stealing secrets from a 
Californian semiconductor 
company and passing them on 
to China.

Huang’s case resembles 
the others in that all but one 
involved China and Chinese 
scientists. The challenge 
for the US government will 
be proving that he provided 
intellectual property to benefit 
a foreign government, or an 
entity controlled by a foreign 
government. June Teufel 
Dreyer, a political scientist 
at the University of Miami in 
Florida who follows Chinese 

espionage cases, says it will 
be “devilishly difficult” for US 
prosecutors to prove that a 
university is controlled by the 
Chinese government. 

But the US Department of 
Justice is clearly determined to 
try. The government is fighting 
attempts to release Huang 
on bail, and has asked that, 
even if he is released, his use 
of the Internet and e-mail be 
restricted. 

In the meantime, Duggan 
says that he does not concede 
that his client stole trade 
secrets, or even that he violated 
any employment agreement 
with Dow. He says that 
Huang was motivated not by 
espionage, but by his desire to 
improve insecticides and benefit 
crop production. “His motives 
were excellent motives,” 
Duggan insists. “Dow’s motives 
are to protect its profits.”  ■

Sharon weinberger

Union’s chief science and regulatory affairs 
adviser, Helen Ferrier, said in a statement. “The 
very real danger is that it risks discouraging 
technology companies investing in Europe.”

Meanwhile, environmental groups such as 
Friends of the Earth and Greenpeace are con-
cerned that devolving decision-making on GM 
crops will make it more difficult to block their 
development. 

Yet not everyone sees the commission’s 
proposal as a blow for science-based decision-
making. “It’s impossible to interpret science for 
the purpose of policy-making without making 

value judgements,” says Andy Stirling, science 
director of the Science and Technology Policy 
Research unit at the University of Sussex, UK. 
As “agricultural systems, environments and 
economies all vary”, he says, it is reasonable 
for member states to adapt scientific guidance 
according to their own circumstances.

The European Parliament and Council of 
Ministers are expected to discuss the propos-
als, with a view to legal implementation, this 
autumn. ■

Andrea Chipman
See Editorial, page 531 and www.nature.com/food

Amflora potatoes are the only genetically modified crop to be approved in Europe in the past decade.
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About one-quarter of approved drugs target 
members of a single protein family: the 
G protein-coupled receptors. Members of this 
clan — the largest protein family in the human 
genome — control everything from hormone 
signalling to the perception of light and scent. 

Although the receptors are a drug developer’s 
dream, they are a structural biologist’s night-
mare — difficult to make in the lab and unstable 
when snatched from their natural home in cell 
membranes. The human genome encodes more 
than 800 of these unwieldy proteins, but after 
decades of work, researchers have determined 
the three-dimensional structures of only five 
from humans, leaving many efforts to develop 
receptor-targeted drugs shooting in the dark.

The latest phase of an ongoing US assault on 
protein structures — launched last week by the 
US National Institute of General Medical Sci-
ences in Bethesda, Maryland — aims to improve 
that record. The Protein Structure Initiative 
(PSI) has been churning out protein structures 
since 2000, but its next five-year, US$290-mil-
lion programme will move away from its goal 
of the past decade, which was to achieve a com-
plete understanding of the elaborate amino-acid 
folds that comprise a protein and determine its 
function. Instead, the initiative will pair its 13 
protein-structure research centres with a net-
work of biologists in universities and industry 
in the hope of solving some of the world’s most 
troublesome and medically relevant proteins — 
including the G protein-coupled receptors. 

In the past decade, PSI investigators have 
been ploughing through a list of human and 
non-human proteins selected mainly for their 
diversity. Using techniques including X-ray 
crystallography and nuclear magnetic reso-
nance spectroscopy, the centres aimed to map 
the protein ‘universe’ — a compendium of all 
the possible ways a protein could fold. Such a 
map could help researchers to predict a protein’s 
structure from its amino-acid sequence. 

Cash concerns
But the PSI soon faced charges from struc-
tural biologists that too much money had been 
wasted on proteins of little biological interest. 
Of the roughly 5,000 protein structures solved 
by the PSI to date, only 128 are human proteins. 
In 2007, a PSI advisory committee agreed with 
the criticisms, noting that the PSI’s mapping 
attempts were unlikely to bear fruit: at the time, 
structure initiatives worldwide had determined 
the folds for only about 1% of protein families.

Even so, that was enough to improve pro-
tein modelling, says Johan Weigelt, a structural 
biologist at the Karolinska Institute in Stock-
holm. “A lot more structures can be modelled 
now than could be modelled five years ago, 
and that’s thanks to the PSI,” he says. “But for 
the majority of the biological community, it just 
wasn’t that interesting.” 

Other projects have tackled protein-struc-
ture determination on a grand scale while 
keeping biology at the centre. The Structural 
Genomics Consortium, for example, links 
scientists in the United Kingdom, Canada and 
Sweden. Funded by a mixture of public and pri-
vate funds, the consortium specifically targets 
proteins that are important for human health. 
Similarly, Japan’s Targeted Proteins Research 
Program, which receives about 4 billion yen 
(US$46 million) a year, focuses on proteins that 
are crucial in human health, food production 
and fundamental biology questions. 

The PSI will now adopt a similar approach: 
its next five-year phase has been named 
PSI:Biology and will fund ten collaborations 
with biologists. For example, one of the PSI’s 
13 centres, the Northeast Structural Genom-
ics Consortium, based at Rutgers University in 
New Jersey, will team up with outside research-
ers to tackle proteins that are made in mito-
chondria — the cell’s energy factories — as well 
as proteins that regulate gene expression. Nine 
of the centres will focus entirely on challeng-
ing membrane proteins such as the G protein-
coupled receptors. And the programme overall 
will take on more human proteins, which are 

typically larger and more difficult to work with 
than their bacterial counterparts. 

The new emphasis comes as budgets for the 
PSI centres are tightening. With more biologists 
to support outside the centres, some of the 13 
research hubs are receiving a smaller slice of this 
year’s $58-million PSI budget. The cuts could 
pose a problem for the oldest centres, whose 
equipment has now been in use for a decade, 
says Gaetano Montelione, director of the North-
east Structural Genomics Consortium, where 
the budget has been cut by about 30%.

Cheryl Arrowsmith, a structural biologist at 
the University of Toronto in Ontario, Canada, 
and principal investigator in the Structural 
Genomics Consortium, wonders whether 
PSI:Biology will foster enough interaction 
with biologists. She notes that, unlike the inter-
national consortium, the PSI’s major research 
centres will not employ biologists on site, which 
she says is useful because solving structures 
often requires detailed knowledge of a protein’s 
unique biochemistry. For example, some pro-
teins are more stable and thus more amenable to 
crystallography when bound to a natural part-
ner they might normally encounter in a cell. 

Meanwhile, one member of the PSI advisory 
committee, structural biologist Michael Levitt of 
Stanford University in California, has recanted 
his criticism that the programme’s earlier focus 
on folds was quixotic. After the committee 
met, Levitt performed his own calculations 
of how large the protein universe is. He found 
that seemingly unique folds are often merely 
intricate combinations of previously known 
folds (M. Levitt Proc. Natl Acad. Sci. USA 106, 
11079–11084; 2009). He now says that world-
wide programmes have mapped about 6% of 
the protein universe, not 1%. “And that’s actu-
ally quite impressive.” ■

Heidi Ledford

Next phase of the US Protein Structure Initiative enlists biologists to help crack tough human receptors.

Protein mapping gains a human focus

Corrections
The News story ‘Animal rights “terror” law 
challenged’ (Nature 466, 424; 2010) incorrectly 
implied that the targets of harassment by 
animal-rights activists were all researchers at the 
University of California, Berkeley. Researchers 
at the University of California, Santa Cruz, were 
also targeted.

The News Feature ‘Ready for boarding — finally’ 
(Nature 466, 428–431; 2010) wrongly stated 
that spectroscopy performed by an airborne 
astronomical observatory doesn’t require objects 
to be as bright as for imaging. In fact, spectroscopy 
requires more light than does imaging.
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Almost 5,000 protein structures have been solved 
by a US effort — but only 128 are human proteins.
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THE GROWING PROBLEM
World hunger remains a major problem, but not for the reasons many suspect.  
Nature analyses the trends and the challenges of feeding 9 billion by 2050. 

In 2009, more than 1 billion people went 
undernourished — their food intake regularly 
providing less than minimum energy requirements 
— not because there isn’t enough food, but 
because people are too poor to buy it. At least 30% 
of food goes to waste. Although the highest rates 
of hunger are in sub-Saharan Africa — tracking 
closely with poverty — most of the world’s 
undernourished people are in Asia.

WHERE THE HUNGRY PEOPLE ARE
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HUNGER ISN’T GOING AWAY
the percentage of hungry people in the developing world had been dropping 
for decades (bottom) even though the number of hungry worldwide barely 
dipped (top). but the food price crisis in 2008 reversed these decades of gains.

IT’S NOT ABOUT THE BOMB
Scientists long feared a great population boom that would 
stress food production, but population growth is slowing and 
should plateau by 2050 as family size in almost all poorer 
countries falls to roughly 2.2 children per family. even as 
population has risen, the overall availability of calories per 
person has increased, not decreased. producing enough 
food in the future is possible, but doing so without drastically 
sapping other resources, particularly water, will be difficult.

ANd IT’S NOT ABOUT LANd
An outlook published in 2009 by the Food and 
Agriculture organization of the united Nations 
and the organisation for economic co-operation 
and Development (go.nature.com/DdNYvk) says 
that current cropland could be more than doubled 
by adding 1.6 billion hectares — mostly from latin 
America and Africa — without impinging on land 
needed for forests, protected areas or urbanization. 
but britain’s royal Society has advised against 
substantially increasing cultivated land, arguing that 
this would damage ecosystems and biodiversity  
(go.nature.com/YJ2jsb). Instead, it backs 
‘sustainable intensification’, which has become the 
priority of many agricultural research agencies.

IT’S ABOUT dOING MORE WITH LESS
Many countries can make gains in productivity 
just by improving the use of existing 
technologies and practices. but sustainable 
intensification also means generating greater 
yields using less water, fertilizer and pesticides. 
Increased public investment in agricultural 
research will be crucial to doing this, say 
experts. Yet this investment makes up only 5% 
of total research and development spending 
on science. Worldwide public investment 
in agricultural research is increasing but at 
a much slower rate than in the 1970s during 
the green revolution. one exception is china, 
where funding has more than doubled over the 
past decade.
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Do Not Water, says the small notice by the pots of 
withered, brown maize seedlings, the genetically 
unlucky ones in an experiment testing maize’s tol-
erance to drought. Five minutes after stepping into 

the huge greenhouse in which these plants are attempting to 
grow at the research headquarters of Monsanto in St Louis, 
Missouri, I am beginning to feel genetically disadvantaged 
too. Sweat is beading on my skin. Like the desiccated plants, 
I am clearly not cut out for the fierce summer temperatures 
that the greenhouse’s climate is set to imitate. Just next to 
them though, a row of green, sprightly seedlings is faring 
better thanks to a gene that researchers inserted from the 
bacterium Bacillus subtilis. Just as lively is Dianah Majee, the 
plant biologist showing me around. Her face hasn’t even 
worked up a shine.

These green plants and the scientists that pro-
duced them are unusual in ways not visible to the 
eye. They are Monsanto’s entry in a race to make 
the first transgenic, drought-tolerant maize 
(corn) that is commercially available to farmers. 
The race is tight. But after more than 20 years 
of research and development (R&D), Monsanto 
says it is now two years away from launching 
the seeds onto the market. And within the next 
few years, the company and its major competitors 
hope to bring to market other transgenic crops, 
resistant to stresses such as soils starved of nitrogen, 
phosphorus and other essential nutrients. 

In pursuing these crops, Monsanto and the other giants 
of agricultural biotechnology are making a significant 
departure from what until now has been a mainstay of their 
business: developing and selling pesticide- or herbicide-
resistance crops, such as Monsanto’s Bt maize. When these 
plants were first introduced in the 1990s they produced 
dramatic increases in yield for farmers — and a windfall in 
profits for the companies supplying the seed. But the yields 
have peaked, and so have the profits. Now the next big com-
mercial gains lie in crops that can withstand water- and 
nutrient-deficient soils. US farmers lose on average 10–15% 
of their annual yield because of drought and water stress. 

Crops that can beat these stresses are also a vital part of 

the solution to the global food crisis. If the 9 billion people 
expected to inhabit the world by 2050 are to be fed, then 
farms in low-income countries must grow more food, sus-
tainably, on water- and nutrient-poor soils (see page 546). 
Researchers and policy-makers realize that they can’t meet 
the food-security challenge without the private sector, 
which makes up a significant share of the global agricul-

tural research effort (see ‘Public vs private’). Monsanto’s 
annual research budget alone is US$1.2 billion, just 

topping the US federal government’s total spend 
on agricultural science of $1.1 billion in 2007 
(the most recent figures available). In contrast, 
the Consultative Group on International Agri-
cultural Research (CGIAR), the world-leading 
group of centres carrying out agricultural R&D 
for developing countries, has an annual budget 
of $500 million. 

Getting together
So in their demand for hardier crops, the com-

mercial aims of the biotechnology companies and the 
requirements of the developing world have aligned — and 
companies such as Monsanto hope to fulfil them. In June 
2008, Monsanto pledged to double yields in its core crops 
of maize, soya bean and cotton by 2030 over 2000 levels. 
In September of the same year, Monsanto’s chairman 
promised to “improve the lives of an additional 5 million 
resource-poor farmers”, in large part by making some of 
its seed technology available to increase their productivity. 
Other companies have made similar pledges. 

All this leads to another reason why the green, transgenic 
seedlings in the stifling Missouri greenhouse stand out. In 
2008, Monsanto partnered with the African Agricultural 
Technology Foundation, a non-profit research organization 
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Feeding the world is going to require 
the scientific and financial muscle 

of agricultural biotechnology 
companies. Natasha Gilbert asks 

whether they’re up to the task.

Wheat growing in one of Monsanto’s growth chambers.

Maize containing a 
drought-resistant 
bacterial gene is put to 
the test at Monsanto.
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in Nairobi, Kenya, to apply the techniques and discoveries 
it has made with its commercial drought-tolerant maize 
to developing drought-tolerant varieties for subsistence 
farmers in sub-Saharan Africa, to be available as quickly as 
possible after commercialization in the United States. The 
partnership, which is also funded with $47 million in grants 
from the Bill & Melinda Gates Foundation in Seattle, Wash-
ington, and the Howard G. Buffett Foundation in Decatur, 
Illinois, is one of a handful of exceptionally large projects 
established in recent years in which public and private sec-
tors have joined forces to tackle food scarcity in developing 
countries. The companies say that these investments are 
just good business sense because they will create future cus-
tomers as developing-world farmers gradually move from 
subsistence to profits, making money to spend on seed. The 
companies also see an opportunity to buff their corporate 
images with a humanitarian cloth.

Slow progress
It will take more than buffing to overcome critics’ deep 
scepticism about commercial biotechnology. Genetically 
modified (GM) crops, they say, have so far done little for 
the developing world. Earlier humanitarian initiatives have 
yet to reach fruition. Golden rice, for example — transgenic 
rice designed to combat vitamin A malnutrition — has 
been in development since 1990 (see page 561). Critics ask 
what has taken so long; they worry that industry’s grasp on 
intellectual property is holding up research progress; they 
question why these supposedly transformative transgenic 
technologies have yet to put food in the hungriest bellies. 
“I don’t think the private sector is doing enough,” says 
Achim Dobermann, deputy director general for research 
at CGIAR’s International Rice Research Institute (IRRI) in 
Manila, the Philippines. 

Roger Beachy, director of the US Department of Agri-
culture’s National Institute of Food and Agriculture in 
Washington DC, wonders how far the agricultural biotech 
companies are willing to go. “Have they made as much 
progress in developing countries as they should have?” he 
asks. “What do they see as their responsibility in the devel-
oping world?” To many scientists, the answers to these 
questions are hidden behind a corporate facade. 

Which is why I’m here, slowly wilting in Monsanto’s 
greenhouse, and why I travelled to two other giants in the 
sector — Pioneer Hi-Bred in neighbouring Iowa, and the 
UK research headquarters of Swiss company Syngenta — to 
tour their labs, greenhouses and test fields, where the next 
generation of crops are sprouting. I wanted to see them and 
talk to senior researchers and executives about the future of 
their science, their business — and, inextricably, the future 
of the planet’s food.

I sit in the small waiting room of Monsanto’s main build-
ing, A, with its single bench and friendly security guard. 
Buildings B through to Z are scattered around the mani-
cured gardens and endless car parks that make up the rest 
of its headquarters. Monsanto employs around 5,000 scien-
tists and technical assistants worldwide and splits its R&D 
budget equally between biotechnology and traditional plant 
breeding. (Monsanto, like the other companies I visited, 
does not break down how much of the budget is spent on 
its humanitarian projects.) 

For its GM crop work, Monsanto’s scientists screen hun-
dreds or even thousands of genes from plants, bacteria and 
other organisms for ones that might endow plants with a 
desired trait. The drought-tolerant B. subtilis gene, cspB, that 
they found helps bacteria deal with environmental stress 
such as cold temperature. When inserted into maize plants it 
helps them cope with drought by disentangling RNA, which 
folds up abnormally when the plant is water-starved. The 
theory is that the energy the plant would have spent fixing 
drought-entangled RNA can now be sunk into grain.

Away from the sweltering greenhouses, posters provide 
a regular reminder of Monsanto’s ‘pledge’ to the world in 
six different languages. The company promises dialogue, 
transparency, respect, sharing and benefits. And Bob Reiter, 
vice-president for breeding technologies at Monsanto, is up 
front about the company’s business-minded approach to 
its humanitarian work. Crops that will make the company 
money in the short term, in richer countries, could also 
eventually make money in lower income ones. “The initial 
approach is to help the subsistence farmer get on his feet,” 
he says. “There has to be a humanitarian element to it. But 
you have to think about what a viable agricultural industry 
in Africa looks like, and the idea that these farmers get free 
handouts forever is not sustainable.” 

Long-term plan
It is with these sentiments that Monsanto entered into its 
public–private partnership with the African Agricultural 
Technology Foundation. It is not giving away the green 
strain that I saw thriving in the greenhouses. It is giv-
ing away the resources it used to make it — such as the 
sequence of the cspB gene, plus information about other 
drought-tolerant genes and traits that the researchers are 
introducing into maize through traditional breeding. Crops 
developed through the partnership will be made available 
royalty free to subsistence farmers. If a country moves from 
subsistence farming to commercial farming then, in theory, 
the company could start charging for the seed. 

But first Monsanto has to get its ‘first generation’ drought-
tolerant maize into fields in the developed world. The t.
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Dying from drought: as part of public–private 
partnerships, biotech firms are developing crops 
that can withstand drought and poor soils.
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company has finished testing the seed; now it has to secure 
regulatory approval from US federal agencies and scale up 
seed manufacture. Researchers at Monsanto are already 
working on ‘second generation’ crops — the details of which 
the company is keeping close to its chest — that can grow in a 
wider range of environments across the United States. Behind 
the rows of silver doors to the company’s 108 growth cham-
bers, an even hardier strain of maize is surely growing. 

Mechanized engineering
One state north of Missouri, on the outskirts of the small 
midwestern town of Johnston, Iowa, the last few rows of 
houses suddenly drop away and a sea of young green maize 
rolls up to the horizon. In patches the maize has turned 
yellow and its growth is stunted. Recent intense rainstorms 
have flooded parts of the fields, washing nutrients from the 
soil that are vital to the crop’s healthy growth, including 
nitrogen fertilizers. 

Pioneer Hi-Bred, part of the chemical giant DuPont, 
saw an opportunity here to increase its customers’ 
yields. When global nitrogen fertilizer prices 
peaked in 2008 at more than $450 a tonne, nearly 
double the previous year’s cost, the company 
ramped up a research project that it had begun 
in 2005 to develop maize hybrids that produce 
the same yield on less fertilizer. 

Pioneer isn’t quite the biotech behemoth that 
Monsanto is: in 2009 DuPont spent $734 mil-
lion on its agriculture and nutrition R&D, which 
includes Pioneer Hi-Bred’s work on seeds and 
crop protection. The company has now mechanized 
much of the process of linking the genes inserted into 
plants to desired traits. A robot hauls maize plants off con-
veyor belts; another takes digital images to rapidly assess 
how novel genes have changed the plants’ growth. 

In Pioneer’s case, researchers hit on one possi-
ble gene in the red alga Porphyra perforata, which 
can grow in environments with nitrogen levels 
100 times lower than maize. The gene codes for 
the enzyme nitrate reductase, which converts 
nitrate into nitrite. “We don’t really know how 
it works,” says Dale Loussaert, a senior scientist 
working on the project, of the algal gene. Even 
so, he says, “the plant models in the lab look 
promising. The yields look good.” The company 
does not expect to have a product on the market for 
another 10–12 years though.

Pioneer has agreed to donate the transgenic technolo-
gies, molecular markers and other resources associated with 
its nitrogen-use project to a public–private partnership. 
The Improved Maize for African Soils (IMAS) project was 
launched in February 2010. It is led by the International 
Maize and Wheat Improvement Centre (CIMMYT) in 
Mexico, part of the CGIAR, and it received $19.5 million 
from the Bill & Melinda Gates Foundation and the United 
States Agency for International Development. The maize 
varieties that will be developed through IMAS will be made 
available royalty free to seed companies that sell to small-
scale farmers in sub-Saharan Africa.

Pioneer is also involved in a project to increase the nutri-
tional content of sorghum, a crop that is a staple food for 

hundreds of millions of people throughout Africa and Asia. 
Sorghum has high levels of phytate — the form in which 
phosphorous is stored in plants — which binds strongly to 
essential amino acids, vitamin A, iron and zinc, so these 

nutrients are not available in a digestible form. Con-
sequently, people who depend on sorghum as their 

main food source are often malnourished. Since it 
joined in 2005, the company has donated tech-
nologies worth $4.8 million to the scheme, led by 
Africa Harvest, a non-profit foundation based 
in Nairobi, Kenya.

Florence Wambugu, founder and chief 
executive of Africa Harvest, used to sit on a 
science advisory panel for DuPont, and so knew 

that the company was developing technologies 
that would be useful to Africa Harvest’s sorghum 

project. She approached the company for help. “It is 
not just the technology donation; this won’t amount to 

a product. We had to get outside expertise to help manage 
the money and people, and ensure we are meeting mile-

stones,” she says. Marc Albertsen, a senior research 
fellow at Pioneer Hi-Bred and co-principal inves-

tigator on the sorghum project, says that tests 
in June showed that transgenic sorghum varie-
ties developed by Pioneer produced 80% less 
phytate but 20% more iron and 30% more zinc 
than conventional varieties. 

Such results are not going to assuage the crit-
ics. Gregory Graff, an agricultural economist at 
Colorado State University in Fort Collins, says 

that the majority of companies’ R&D spending 
and effort still goes towards blockbuster crops with 

traits, such as pest control, that benefit agribusiness, 
leaving neglected many crops that are important in the 

developing world. “They bring out one or two examples of 
public good research, such as drought-resistant varieties 
and golden rice, but research on these has been going on for 
a very long time and none are actually ready yet,” he says. 

Graff says that the lack of progress is in large part a conse-
quence of the hold that the private sector has on intellectual-
property rights to crucial technology, such as genetic markers, 
and the sequences of key genes and ‘promoters’ that drive 
gene expression. Dobermann, of the IRRI, agrees that access 
to intellectual property is a problem. His institution would 
like to experiment with traits to improve the drought toler-
ance of plants and their efficiency in using nitrogen, but there 
are “so many restrictions” on the use of patented technology 
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that researchers at his institute concluded “it was not worth 
getting into,” he says. “We either have to reinvent the technol-
ogy ourselves or use a second-class solution,” he says. 

John Bedbrook, vice-president of agricultural 
biotechnology at DuPont, agrees that “tensions” over access 
to intellectual property exist, but says the company has to 
remain “dispassionate”. Without intellectual property, he 
says, companies would have little incentive to invest in the 
research to begin with. But, he adds, companies could be 
“more open source with enabling technologies” such as pro-
moters. Reiter says that restrictions on access to intellectual 
property are often misconceived. When public researchers 
ask the company for access to patented technology, he says, 
it often turns out that the subject of their research was not 
actually covered by a patent. All this leaves a question: what 
has really been holding up these projects?

The real delays
This was the issue that I discussed at Syngenta, whose 
modern UK research headquarters sit in 260 hectares of 
verdant English farmland near Bracknell. Syngenta has a 
history in public–private partnerships through the golden 
rice project, which AstraZeneca (the agribusiness part of 
which became Syngenta) joined in 2001. Syngenta worked 
to increase the amount of a precursor of vitamin A in the 
rice and make seeds available royalty free to subsistence 
farmers in sub-Saharan Africa, but the company retains 
commercial rights elsewhere. (The IRRI, part of the Golden 
Rice Humanitarian Board, which now directs the project, 
expects to introduce seeds to farmers by 2012.) But some 
critics view golden rice as an agonizing failure because it 
has taken so long, and have been highly distrustful of the 
company’s involvement, assuming that the project was 
mired because of the numerous patents involved. 

Not true, says Ingo Potrykus, chairman of the Golden Rice 
Humanitarian Board and, as an academic researcher, one of 
the inventors of golden rice. He says that the team initially 
thought that they had to obtain free licences for 70 patents 
protecting technologies used in the rice development. But 
when Syngenta joined the project, its lawyers found that only 
a handful of these patents applied to the countries where 
golden rice was targeted. So in fact, he says, intellectual prop-
erty has not been a major problem. “Without the coopera-
tion of the private sector we would probably never have been 
able to solve the intellectual-property mess and the project 

would have ended at this stage,” says Potrykus. 
Mike Bushell, Syngenta’s chief scientist, says complex 

technology and regulations are the real hold-ups for 
transgenic crops. “R&D takes around 10 years and then you 
have to go through the regulatory stage,” he says. Bushell 
says critics overlook how long it takes to develop crop varie-
ties with complex traits such as drought tolerance, which 
involve many genes and are greatly influenced by environ-
mental conditions. And passing regulatory hurdles involves 
reams of tests showing, for example, that a gene is stably and 
safely expressed.

As we stroll past Syngenta’s ‘monsoon machine’, which 
recreates harsh weather conditions, the discussion turns 
to the volatile topic of GM crops and their regulation. In 
2004–05, the company moved the bulk of its GM research 
out of Europe and to the United States, in part because of 
Europe’s difficult climate for GM research and the nonex-
istent market. But this year has seen some signs that the 
continent’s strict stance on GM crops is softening (see D. 
Butler Nature doi:10.1038/news.2010.112; 2010). That 
could be good news for the developing world, Bushell says. 
Although he acknowledges that transgenic crops are not the 
only solution to increased food production, particularly in 
the developing world, he argues that they are an important 
component in a tool box that also includes improved agro-
nomic practices and traditional breeding methods. 

Nicholas Kalaitzandonakes, an agricultural economist at 
the University of Missouri-Columbia who tracks the agri-
cultural biotech industry, says that the industry is making a 
substantial investment in these public–private partnerships. 
“I have the impression that people in the industry know 
they can’t make money on [these products] in developing 
countries but they honestly want to make it available. But 
they also want to watch their backs.” If something goes 
wrong — for example the research fails, the partnership 
breaks down, or a transgene contaminates local commercial 
supplies — a company could face heavy financial liability 
and public relations fall-out, Kalaitzandonakes says. “It’s not 
a simple thing to manage risk and potential risk.” 

This cautiousness is partly why only a handful of these 
partnerships exist. Yet Kalaitzandonakes is optimistic that 
once one product comes on the market — be it golden rice, 
a drought-tolerant maize or a biofortified sorghum — then 
businesses, governments and the public will become more 
confident in backing the next. The optimism is tangible 
at Syngenta too. Earlier this year the company started a 
project with the CIMMYT to research and develop more 
productive wheat varieties for farmers in the developing 
world. Bushell says that the company has learnt a lot from 
its involvement in helping to develop golden rice. 

Outside, fields of winter wheat are bordered by an unruly 
metre-wide strip of wild grasses and flowers designed to 
attract bees and other pollinating insects. This farming 
practice, which Syngenta is hoping to encourage across 
Europe, is also part of the company’s efforts to make agri-
culture sustainable. The world’s future food depends not 
just on crops, however cleverly they are engineered — the 
ecosystems to support them must have a future too.  ■

Natasha Gilbert is a reporter for Nature in London.

See Editorial, page 531, and food special at www.nature.com/food.
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Tangled, dirty and buried underfoot, 
roots are a mess to study. Digging them 
up is a time-consuming and sometimes 
back-breaking process. The shovel must 

be wielded with care to preserve the roots’ deli-
cate branching patterns, the root hairs and the 
microbes that cling to them. All of this explains 
why roots have been largely out of mind, as well 
as out of sight, for agricultural researchers — 
until now.

Many scientists are starting to see roots as 
central to their efforts to produce crops with a 
better yield — efforts that go beyond the Green 
Revolution. That intensive period of research 
and development, starting in the 1940s, dra-
matically boosted food production through 
the breeding of high-yield crop varieties and 
the use of pesticides, fertilizers and more water. 
But the increases were accompanied by a deple-
tion of groundwater and, by 1998, an eightfold 
increase in nitrogen-based fertilizer usage1, 
bringing environmental problems such as pol-
luted waterways. The leaps in yield have still left 
many hungry. And the revolution missed many 
developing nations, some of which have poor 
soils and limited access to irrigation and expen-
sive fertilizers. “Those strategies of the past aren’t 
working now to meet growing food needs,” says 
Jonathan Lynch, a plant nutritionist at Pennsyl-
vania State University in University Park. 

“Roots are the key to a second green revolu-
tion — one that doesn’t rely on expensive inputs,” 
says Lynch. Roots deliver water and nutrients, 
two of the most essential, often-limiting, factors 
that a plant needs. Why keep putting in more 
water and fertilizers, he and others reason, when 
they might instead improve roots’ ability to use 
what’s already there and, in the process, help to 
convert ‘marginal’ lands into productive ones. 

There is room for improvement. Although 
plant breeders have already made huge gains by 
manipulating ‘above ground’ traits — for exam-
ple, by breeding dwarf plant varieties, which 
put more energy into producing grain rather 
than the stalk — the same is not true for root 
traits. “One reason we now have any potential 

to increase yields is because the tremen-
dous genetic variation trapped in roots 
has been neglected,” says Lynch. Here, 
Nature reports on four of the most 
promising leads for boosting food 
production through roots.  

Designer roots
Roots are most efficient when their archi-
tecture is tailored to their environment. 
Deep roots can tap water beneath parched 
soils, whereas fine, shallow roots can exploit 
soils in which limiting nutrients are trapped 
at the surface. 

Michelle Watt, a plant biologist at the Com-
monwealth Scientific and Industrial Research 
Organisation (CSIRO) in Canberra, is work-
ing to produce varieties of wheat that are better 
suited to drought-prone areas. In a recent study 
of wheat lines, Watt’s team found that the roots 
of some lines penetrate 25% deeper than oth-
ers2. The team crossed lines that had deeper, 
faster-growing roots with widely used cultivars 
to develop 400 new wheat lines, which are now 
being field-tested in India and Australia. 

Watt is also taking advantage of new genetic 
tools. Rather than wade through the 17 billion 
base pairs of the bread wheat genome, though, 
her group is searching for genetic markers 
that are associated with deep roots in the 
much smaller (271 million base pair) genome 
of Brachy podium distachyon, a temperate grass 
in the same subfamily as wheat whose genome 
was sequenced earlier this year. The team 
hopes that the markers will make it possible 
to identify, from seeds, which wheat varieties 
are likely to have deep roots, without going 
through the laborious process of growing 
the seedlings, digging them up and measur-
ing their roots. 

At Penn State, Lynch has found that, when 
water is limited, maize lines that incorporate a 
large amount of inter cellular air space in root 
tissue have an eightfold higher yield than plants 
without this ability3. When stressed, it may 
be that plants reduce the metabolic costs of 

Plant breeders are turning their attention to roots 
to increase yields without causing environmental 
damage. Virginia Gewin unearths some promising 
subterranean strategies. 
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growing new root tissue by incorporating more 
air into them, leaving extra energy to invest in 
grain, says Lynch. He is not yet sure to what 
extent this trait could be beneficial in future 
breeding efforts. Root architecture research is 
in its infancy, he says. “Right now, it is like going 
from analysing the shape of a font to predicting 
the content of a Shakespeare play — there are 
emergent properties of root architecture that 
cannot yet be predicted.” 

Stealth scavengers 
Roots seek nutrients. And some researchers are 
finding ways to help them, often by enhancing 
the ability to liberate nutrients from the soil or 
to neutralize toxins. 

In the savannah of central Brazil, known as 
the cerrado, the high acidity of most soils solu-
bilizes the aluminium present, making it toxic 
to plant roots. Some crop varieties can protect 
themselves: their root tips release organic acids 
that render the aluminium ions chemically 
inert. In 2007, Leon Kochian, a plant geneti-
cist at Cornell University in Ithaca, New York, 
and his team reported that they had identified 
a gene responsible for aluminium tolerance 
by comparing aluminium-tolerant and alu-
minium-sensitive sorghum varieties from the 
cerrado4. They are now working to find genetic 
markers that will allow breed-
ers to screen regional varieties 
of sorghum and other crops for 
superior variants of these and 
other aluminium-tolerance 
genes. In initial fieldwork in 
Brazil, lines identified to have genetic variants 
that provide aluminium tolerance had about 
one-third higher yield than other varieties 
when grown on acidic soils, says Kochian. 

Trevor Garnett, a plant biologist at the 
University of Adelaide in Australia, is work-
ing with Arcadia Biosciences, an agricultural 
biotechnology company headquartered in 
Davis, California, to commercialize a method 
that tricks roots into taking up nitrogen from 
the soil more efficiently. It does this through the 
overexpression of genes involved in synthesizing 
the amino acid alanine, which contains nitrogen. 
“Currently only 40–50% of the nitrogen applied 
as fertilizer gets into the plant — which is dread-
ful,” says Garnett. The unused nitrogen not only 
goes to waste but also pollutes lakes and streams. 
“We want a greedier plant that takes up nitrogen 
early in the season before it is lost to the environ-
ment, so that it will be stored and remobilized as 
needed later in the season,” says Garnett. 

Microbial manipulations
Another group of root aficionados wants to 
improve crop yields by harnessing microbes 
that grow on and around the rhizosphere 

— the narrow band of soil that surrounds the 
roots. The concept is in its early stages. It’s not 
clear whether, for example, introducing a new 
fungus-fighting gene into a microbe or a new 
microbe into a poorly understood microbial 
community will be feasible approaches. 

Ian Sanders, an ecologist at the University 
of Lausanne in Switzerland, recently stum-
bled on one potential technique. He studies 
Glomus intraradices, a mutualistic fungus that 
typically benefits plants by supplying inorganic 
nutrients, such as phosphate, in exchange for 
carbon. Last month, he showed how crossing 
G. intraradices individuals results in progeny 
with novel combinations of nuclei, and when 
he applied some of these to greenhouse-grown 
rice, they boosted plant growth fivefold5. He’s 
now working to find out why. Sanders thinks 
that this technology might help to maintain 
yields in soils that are low in phosphorus.

Some microbes need to be discouraged. Seek-
ing plants that are resistant to root rot caused 
by the fungus Rhizoctonia, plant breeder Kim 
Kidwell, at Washington State University in Pull-
man, used the chemical ethyl methane sulpho-
nate to create wheat mutants. After screening 
500,000 of them, her group found one with a 
higher level of tolerance than they’d ever seen. 
“We were sky-high optimistic,” she says. But 

the team has struggled to iden-
tify the gene responsible — and 
without genetic markers with 
which to follow its inheritance, 
it is difficult to select plants with 
the trait on a large scale. In addi-

tion, Kidwell is not sure whether the root-rot 
resistance gene, if found, will produce similar 
results in field conditions. “For one thing, the 
environment plays such a big role; the trait 
doesn’t always manifest in the field,” she says.

A healthy fixation
The notion of engineering cereal plants such 
as wheat, maize and rice to supply their own 
nitrogen will not go away, despite decades of 
failed attempts. If the crops could ‘fix’ nitrogen 
from the atmosphere instead of absorbing it 
from the soil, this would reduce, or eliminate, 
the need for costly and environmentally dam-
aging fertilizers. But to mimic legumes, such 
as lentils and soya beans, which can already do 
this, plants need to forge a complex symbiotic 
interaction with a nitrogen-fixing microbe such 
as Rhizobium. Most efforts have focused on get-
ting plants to form nodules — the oxygen-free 
bumps on the roots where Rhizobium resides. 

In the early 1990s, researchers hailed the 
identification of nodulation, or Nod, factors 
— the signalling molecules that the micro bes 
use to initiate nodule formation on legume 
roots. But efforts to introduce receptors for 

these Nod factors into other crops have failed 
so far. More recent findings — for example, 
that certain species of the symbiotic bacterium 
Bradyrhizobium can fix nitrogen but lack Nod-
factor genes — indicate that other nitrogen-
fixation genes exist. “It’s not so much about 
nodulation any more, but about simply estab-
lishing nitrogen-fixing bacteria intracellularly,” 
says Edward Cocking, a plant physiologist and 
director of the Centre for Crop Nitrogen Fixa-
tion at the University of Nottingham, UK. 

Many researchers believe that putting 
nitrogen-fixation genes of some kind into non-
leguminous plants is a vital goal for agricultural 
science. Eric Triplett, chair of the Department of 
Microbiology and Cell Science at the University 
of Florida in Gainesville, says that it will require 
a team “with the courage and resources to take 
on what will be at least a ten-year effort”. 

“We’ve gone quite a long way over the past 
40 years without worrying about roots at all, 
but the economic and environmental conse-
quences of inefficient nutrient applications are 
now apparent,” says Peter Gregory, chief execu-
tive of the Scottish Crop Research Institute in 
Dundee, UK. “The only way we can avoid these 
costs is to get smarter about roots.” ■

Virginia Gewin is a freelance writer based in 
Portland, Oregon.
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A wheat line with increased root growth (right) is 
being tested for higher yield.
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to a second green 
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Mateus Batistella used to be 
a vegetarian, but Brazil-
ian cuisine has worn him 
down. At lunchtime, vir-

tually all the restaurants offer a classic 
dish of thin-cut beef with salad, rice 
and beans, served with a cooked-flour 
dish called farofa. In cities and towns, 
traditional butchers and supermar-
kets alike sell every cut of beef imaginable. “It’s 
every where, and it’s cheap,” says Batistella, who 
heads a satellite-monitoring research centre in 
the southern city of Campinas for Embrapa, the 
research arm of Brazil’s agriculture ministry. 
“Today I eat beef all the time.”

That isn’t the most politically correct course 
of action in a country in which cattle ranching 
is often linked with destruction of the Amazon 
rainforest. Batistella even has a satellite image on 
his office wall, showing the world’s largest tropi-
cal forest under siege from the south by agricul-
ture. Nonetheless, the world, like Batistella, is 
consuming more and more beef each year. 

All that meat has to come from somewhere, 
and increasingly it is coming from Brazil. This 
rising agricultural powerhouse has quadru-
pled beef exports over the past decade, and 
in 2003 it vaulted past Australia as the world’s 
largest exporter. Capitalizing on its vast natu-
ral resources and a booming economy, Brazil 

is competing with the United States 
for the title of world’s largest soya 
exporter. The United Nations Food 
and Agriculture Organization fore-
casts that Brazil’s agricultural output 
will grow faster than that of any other 
country in the world in the coming 
decade, increasing by 40% by 2019.

There was a time when such figures 
would have spelt doom for the Amazon. In the 
past, when demand for commodities such as 
beef, maize  (corn) and soya went up, trees came 
down. But the opposite has happened in recent 
years. Despite rising production and persistently 
high commodity prices since the height of the 
global food crisis in 2007–08, Amazon deforest-
ation plunged to a historic low last year, nearly 
75% below its 2004 peak, and some expect more 
good news this year. This trend fuels hopes that 
Brazil is establishing a sustainable agricultural 
system that will help to feed a growing world in 
the decades to come — and lower the environ-
mental cost of beef habits like that of Batistella.

“We broke the paradigm in the past five 
years,” he says. “There is no longer a direct cor-
relation between food and deforestation.” 

Brazil has managed that feat through policy, 
improvements in agricultural science, better 
enforcement of environmental laws and pres-
sure from consumers. But the country still faces 

numerous challenges as it seeks to boost food 
production. Conflicts over land-use policies are 
common, and climate change will take a bite out 
of many important crops unless plant breeders 
can keep up. 

Fields of soya
Brazil’s rise as an agricultural giant began 
with soya beans, the country’s larg-
est food crop, which had a value of nearly  
US$17 billion in 2008. In the 1960s, soya’s range 
was largely limited to the south of Brazil, but 
since then breeders have developed varieties 
that can grow across most of the country. Agri-
cultural scientists tamed the highly acidic soils 
of the Brazilian savannahs with applications of 
lime and other nutrients, and reduced fertilizer 
costs by developing methods to inoculate seeds 
with rhizobia, bacteria that colonize the roots 
of plants such as soya and fix nitrogen. Brazil-
ian farmers are now competing with the United 
States to set the record for soya-bean yields (see 
graphic). 

And after a long delay, Brazil is also mak-
ing up ground on transgenic crops. A decade 
ago, the fate of genetically modified (GM) 
crops in the country was uncertain. A federal 
commission had approved the first GM soya 
plant for cultivation in 1998, but a judge later 
issued a moratorium on planting the herbicide-

The Global Farm
With its plentiful sun, water and land, Brazil is quickly surpassing 

other countries in food production and exports. But can it continue 
to make agricultural gains without destroying the Amazon? 

Jeff Tollefson reports from Brazil.
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WHERE’S THE BEEF?
Brazil has the potential to increase cattle production significantly
on existing pasture without clearing more forest.

B R A Z I L

resistant beans, developed and sold by the US-
based company Monsanto, calling the seeds a 
“foreign monster”. Rather than abide by the leg-
islation, however, Brazilian farmers turned to 
Argentina for illegal imports of the Monsanto 
seed, which earned a nickname in honour of 
Argentina’s most famous football player, Diego 
Maradona. 

The illicit ‘Maradona’ soya bean became so 
widespread that Brazilian president Luiz Inácio 
Lula da Silva signed a law in 2003 legalizing it 
in an effort to bring order to imports, institute 
basic quality controls and protect Brazilian seed 
companies that were unable to compete with 
illegal vendors. Two years later the Brazilian 
Congress enacted a biosafety law overhauling 
the process for approving transgenic crops, and 
by 2006 the National Technical Commission 
on Biosecurity was busy approving transgenic 
plants, beginning with soya beans, cotton and 
maize. 

Brazil now has more than 21 types of GM 
plant approved for use in the field and is second 
only to the United States in the number of hec-
tares planted with transgenic crops. GM soya 
will make up 70% of the Brazilian soya market 
this year and could hit 75% in 2011, accord-
ing to Alda Lerayer, executive director of the 
Council of Information on Biotechnology, a 
non-profit organization based in São Paulo.

“I lived four years of hell there, but I believe 
we did things that will be recognized as very 
important for Brazilian agri-
culture in the years to come,” 
says Walter Colli, a biochemist 
who stepped down in Febru-
ary as president of the com-
mission. He pushed through 
the approval of GM crops by 
ignoring ideological debates 
during commission meet-
ings and focusing on techni-
cal questions about public 
and environmental safety, a 
strategy quietly endorsed by  
da Silva’s government. 

Legally, food containing 
transgenic plants must be 
labelled with a T, but Lerayer 
says that although environ-
mental groups have raised 
concerns, public opposition to 
the spread of GM crops has so 
far been muted. 

Brazil currently relies on GM 
products developed abroad, but 
earlier this year the biosafety 
commission approved the first 
transgenic seed to be devel-
oped by Brazilian scientists. 
Researchers at Embrapa had 

enhanced soya with a gene supplied by the 
German chemical giant BASF that provides 
resistance to a new class of herbicides. For  
Elíbio Rech, who headed the project at 
Embrapa’s centre on genetic resources and 
biotechnology, the work showcases Brazil’s 
budding capacities in biotechnology while 
serving as a model for how governmental 

researchers from Embrapa can partner with 
the private sector. 

“The planet will have to work together in 
order to assure that we will be able to double 
the food production by 2050, and Brazil will 
play an important role,” he says.

For now, transgenic crops in Brazil and 
elsewhere help farmers battle against weeds 
and insects, but they do not directly increase 
the amount of food produced by individual 
plants. However, Embrapa is working on new 
techniques that may one day open the door to 
plant varieties that are more nutritional and 
more productive. Some Brazilian crops have a 
long way to go; maize varieties there produce 
less than half the yield of those in the United 
States. 

The land of plenty
More productive varieties may eventually take 
pressure off the rainforest, which has been 
extensively cleared to make way for agricul-
ture. But Brazil has already slowed deforesta-
tion by trying to make better use of land that 
has already been cleared. Spurred by pressure 
from consumers and environmental groups 
such as Greenpeace, soya-bean producers were 
the first to commit to protecting the Amazon. 
Four years ago, the major exporters agreed to 
a moratorium on trade in soya beans grown 
on land deforested after July 2006. Monitoring 
is done by satellite, and Greenpeace says that 

the pact has helped to reduce 
the most egregious violations. 
Environmentalists secured a 
similar promise last year from 
the major slaughterhouses, 
which have committed to map-
ping out their direct suppliers 
by November 2010 to ensure 
that beef does not come from 
newly deforested land.

To increase production with-
out sacrificing forests, Brazilian 
researchers have to monitor 
how land is actually being used. 
“Everything starts with the 
maps,” says Paulo Adario, who 
manages the Amazon campaign 
for Greenpeace, which is work-
ing with industry to analyse 
satellite images. The organiza-
tion also conducts monitoring 
flights over suspect terrain — 
something that government 
agencies often don’t have the 
resources to do. “There is no 
environmental policy that can 
run without having land use 
figured out,” says Adario. 

Batistella’s team at Embrapa 
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is running multiple studies ana-
lysing satellite data in an effort to 
tease out information about land 
use. In one, researchers are design-
ing ways to assess photosynthetic 
activity and determine the amount 
of crops planted and cut down each 
year. The goal is to more easily 
identify existing agricultural lands 
that can be targeted by policies to 
increase agricultural production. 

By far the largest potential for 
increasing production is in pastures, 
which in Brazil cover more than 200 
million hectares, according to some 
estimates — nearly a quarter of the 
country, or an area three times the 
size of France. Brazilian ranchers 
on average raise just over one cow 
per hectare of land, but many well-
managed pastures, with better grass 
production, carry three, four or 
even five cows per hectare (see map on previous 
page). The situation is slowly getting better; over 
the past decade, pasture in the Amazon region 
has increased by 30% and the number of cattle 
has increased by 80%. 

Luís Barioni, an agricultural modeller at 
Embrapa, has conducted as-yet unpublished 
research suggesting that Brazil would need to 
nearly double productivity on cattle pastures 
between 2010 and 2030 to accommodate future 
demand without clearing further forest. The 
numbers suggest that it is more than doable, 
says Sergio Salles, an agricultural economist 
with the State University of Campinas (UNI-
CAMP). Squeezing the current 
cattle population onto half as 
much pasture — which is pos-
sible from a technical stand 
point — would free up enough 
land to more than double grain 
production, he notes, “without 
cutting down a single tree”. 

As part of a broader effort to reduce green-
house-gas emissions and increase agricultural 
intensity, the government has instituted a 
US$2-billion programme, which will among 
other things improve 15 million hectares of 
degraded pasture over the next decade. A sec-
ond component aims to expand systems that 
rotate crops and livestock by 4 million hectares 
over the same period; research suggests that 
such systems can improve soils, increasing pro-
duction of crops and grasses for livestock.

New incentives will be needed to get farmers 
to adopt such systems. “The banks have always 
been behind deforestation in Brazil, and the 
idea is to change that logic,” says Arnaldo Car-
neiro, a landscape ecologist and science adviser 
to the Strategic Affairs Secretariat, a cabinet-

level body in charge of long-term planning. 
Rather than funding farmers to clear land, he 
says, the banks could provide discount rates to 
pay for land improvements, such as fertilizing 
soils, planting new grasses or rotating crops 
through the pastures. The secretariat is cur-
rently exploring zero-deforestation policies and 
their implications for agriculture. 

A risky future
The government is also hoping to boost farm 
production by helping farmers pick the best 
seeds to plant. In 1996, Embrapa began to 
produce climate-zoning maps for several key 

crops to ensure that govern-
ment loans weren’t being spent 
on plants that were likely to fail. 
The maps are published state 
by state for each crop and take 
into account factors including 
topography, soils, past weather 

and seasonal patterns. When farmers go to 
apply for a loan, the banks look up their loca-
tion and can determine exactly what kind of 
crop is allowed on any given day of the year. 

The system now covers most crops, says 
Eduardo Assad, a researcher with Embrapa’s 
agriculture information centre. “We think we 
can increase productivity by 20% using climate 
zoning,” he says. 

The zones will be a moving target because of 
climate change. Assad and a colleague, Hilton 
Pinto at UNICAMP, are now trying to assess 
how global warming might affect crop zones in 
the coming decades. Their projections suggest 
that annual agricultural losses could surpass  
US$4 billion annually by 2020 because of 
increasing temperatures. More than half of the 
losses are in soya; the lone winner is sugarcane, 

the optimal territory of which more 
than doubles in the forecasts.

These projections are based on 
temperature alone, because global 
climate models differ markedly in 
their predictions for precipitation 
and broader effects on the Amazon. 
Nonetheless, the researchers have 
enough confidence in the results 
to urge plant breeders to take note 
and begin preparing for a warmer 
future. They should start now, says 
Pinto, because it takes a decade to 
bring new varieties to market.

Climate is just one of many 
challenges that Brazil faces as it 
attempts to expand and modern-
ize its agricultural system. The 
biggest corporations already run 
world-class operations, but many 
of the country’s farmers in remote 
rural areas are desperately poor 

and are using equipment that seems to date 
from the nineteenth century. Improving rural 
agriculture thus involves expanding access to 
information and reducing social inequities. 

It will require a change in attitudes as well. 
Although researchers have signed up to sus-
tainable growth policies, many ranchers and 
farmers are not yet on board. Agricultural 
interests prevailed over environmental con-
cerns this month when a special congres-
sional commission approved a proposal to 
scale back Brazil’s landmark forest-protection 
code, which lays out minimum standards for 
protecting native habitats. Scientists and envi-
ronmentalists are gearing up for a prolonged 
battle against the legislation, and it is not at all 
clear that any radical changes will survive the 
broader congressional debate. But the very tone 
of the discussion strikes many as a setback. 

The various challenges have so far pre-
vented Brazil from producing a coherent plan 
to advance agricultural intensification, says 
Salles. “The potential is big, really big, but we 
are still not intensifying production on millions 
and millions of hectares of land,” he says. “If you 
ask me why, I can’t tell you.”

Yet the agricultural research community has 
demonstrated that Brazil can advance quickly. 
“Twenty years ago, we were thinking only 
about frontier expansion and monocrops,” says 
Batistella. “Now all agricultural researchers are 
talking about is intensification, no-tillage agri-
culture, about crop rotation and agroforestry.” 
Ways, in other words, to feed the world without 
levelling the forest. ■

Jeff Tollefson is a reporter for Nature based in 
Washington DC.
See Editorial, page 531, and Food special at www.
nature.com/food.

“There is no longer 
a direct correlation 
between food and 
deforestation.”

The expansion of cattle pastures has taken a large bite out of the Amazon.
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Agriculture must be transformed. 
Although global food production is 
increasing, today’s farming systems 

undermine the well-being of communi-
ties in many ways. For instance, farming has 
destroyed huge regions of natural habitat and 
caused an untold loss of ecosystem services, 
and it is responsible for about 30% of green-
house-gas emissions1,2. Already, about 1 billion 
people are undernourished. Yet to feed the glo-
bal population expected by 2050, more than 
1 billion hectares of wild land will need to be 
converted to farmland if current approaches 
continue to be used3. 

A key step towards making agriculture sus-
tainable is evaluating the effects of different 
farming systems around the world. Histori-
cally, agricultural strategies have been assessed 
on the basis of a narrow range of criteria, such 
as profitability or yields. In the future, the 
monitoring of agricultural systems should 
address environmental sustainability, food 
security (people’s access to food and the qual-
ity of that food), human health, and economic 
and social well-being. 

We propose establishing a global network to 
monitor the effects of agriculture on the envi-
ronment, across major ecological and climatic 
zones, worldwide. This would involve stake-
holders — policy-makers, farmers, consumers, 

corporations, non-governmental organiza-
tions, and research and educational institutions 
— coming together to develop a set of metrics 
that quantify the social, economic and envi-
ronmental outcomes of various agricultural 
strategies. A network of monitoring organiza-
tions would then collect the appropriate infor-
mation, and the resultant, freely available data 
could inform agricultural management, policy 
and research priorities.

Comparing apples and oranges
The current monitoring of agricultural systems 
captures only certain effects of farming, by 
focusing on narrow criteria. Several examples 
illustrate the need to monitor multiple vari-
ables. In the United States, recent investment 
in the biofuel ethanol has reduced imports of 
petroleum4. But it has also required expensive 

subsidies, reduced supplies of food and feed 
grains, spurred deforestation in other regions 
and perhaps even increased greenhouse-gas 
emissions overall5. 

Similarly, many consumers, farmers and  
policy-makers praise organic farming as an eco-
logically friendly system, but they should con-
sider the additional land and livestock needed 
to produce ‘green manures’, the economic cost of 
producing food in this way and the net effect on 
greenhouse-gas emissions6. In addition, farming 
genetically modified crops is widely thought to 
entail certain risks, but these should be assessed 
alongside the potential benefits, such as reduced 
pesticide use and higher crop yields7,8. 

A further problem with the current system 
is that the data collected are rarely comparable 
across ecological zones because of inconsisten-
cies in methodologies or in the spatial scale at 
which observations are made1,2,9. Agronomists, 
for example, tend to measure yields from fields 
that generally range from less than 1 hectare to 
200 hectares, whereas landscape ecologists may 
monitor the way habitats are interconnected 
over geographical areas of many thousands of 
hectares. Moreover, some farming systems, 
such as traditional pastoralist systems, are often 
under-represented in monitoring efforts10,11. 

To facilitate cross-site comparisons and 
global modelling, data should be collected for 

Monitoring the world’s agriculture
To feed the world without further damaging the planet, Jeffrey Sachs and 24 food-
system experts call for a global data collection and dissemination network to track  
the myriad impacts of different farming practices. 

Summary
● Agriculture is assessed at different 

scales, using inconsistent methods 
and narrow criteria

● A common set of metrics must be 
collected at comparable scales

● The resultant, freely available data 
should inform farming practices 
worldwide
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a suite of metrics in a systematic way, using 
a common protocol. These metrics should 
address food security, agricultural yields, farm 
profitability, soil conservation, greenhouse-gas 
emissions, local water quality and water use per 
production unit (tonnes of crop produced per 
hectare, for example). 

In addition to globally applicable metrics, 
metrics for specific farming systems are needed 
(see ‘Costs and benefits of farming practices’). 
For example, to understand the energy effi-
ciency of US industrial farms, fossil-fuel and 
electricity consumption could be measured, 
whereas for smallholder farmers in rural 
Africa, energy use in the form of human labour 
and animal traction might be more relevant. 

Joint effort
An international, interdisciplinary meeting 
was held in October last year to begin develop-
ing these metrics and the global network12. As 
a group, the participants, including the authors 
of this article, are reaching out to leaders of 
existing agricultural assessment projects, as 
well as policy-makers, farmers and other 
stakeholders, to encourage them to take part in 
the development, selection and measurement 

of key metrics. We anticipate the development 
of these metrics to be a participatory and itera-
tive process to ensure consensus and to build 
demand for the data. 

Our examination of 18 diverse monitoring 
networks — including the Tropical Ecology 
Assessment & Monitoring Network, and the 
Earth System Science Partnership global change 
programme — indicates that roughly 800 mon-
itoring sites across all continents except for  
Antarctica could be connected13. Others from 
the private sector could be added. Ideally, an 
online infrastructure, such as the Center for 
International Earth Science Information Net-
work at the Earth Institute, at Columbia Uni-
versity in New York, would help users to access, 
understand and apply the data. 

The selected metrics would need to be moni-
tored systematically at the appropriate scale. 
‘Agro-ecological’ zones are areas in which the 
climate, soil type and crops grown are similar. 
The network we propose here would monitor 
‘landscapes’ within these zones — geographical 
areas that are defined by common ecological or 
social charac teristics. For instance, a landscape 
could be demarcated by a village boundary or 
the limits of a watershed. 

The number of landscape-monitoring sites 
within an agro-ecological zone would vary 
depending on the zone’s size. For example, the 
US corn belt (about 100 million hectares) might 
be assessed at three sites, whereas the sugar-cane 
production area in Brazil (about 10 million hec-
tares) might need only one monitoring site.

Obtaining data at the landscape scale is  
crucial for identifying interactions among bio-
physical factors, such as soil erosion and water 
quality, and socio-economic factors, such as 
human health, social well-being and income, 
over the short term (a few growing seasons) 
and the long term (decades)10. Such data would 
also provide a bridge between farm-level data 
and national, regional or global monitoring 
efforts, and they would allow comparisons 
across scales (see ‘A holistic view’). Local find-
ings — on yields or profitability, for instance 
— would help network users to define better 
parameters for models at the landscape level 
and to validate these models.

Several multiscale, interdisciplinary monitor-
ing efforts have developed the kinds of meth-
ods, and collect the types of data, that would 
be suitable for the global network proposed 
here. The Africa Soil Information Service, or 
AfSIS (http://africasoils.net), for instance, is 
the African node of a new global soil-mapping 
network that is supported by a working group 
of the International Union of Soil Sciences. 

AfSIS is mapping soil and ecosystem condi-
tions in sub-Saharan Africa by systematically 
sampling sentinel sites to ensure that adequate 
data are collected for the major climatic zones, 
as well as by combining multivariate model-
ling, infrared spectroscopy and remote sens-
ing. In this way, AfSIS is establishing a baseline 
for monitoring changes. It is also providing 

COSTS And bEnEFITS OF FARMInG PRACTICES 
Some examples of metrics that would apply worldwide and others that need to be tailored  
to local environments and specific agricultural approaches.

Metrics Food 
security

Human health Economic prosperity Environmental 
sustainability

Sociocultural 
well-being

Universal Calories 
per person

Micronutrient 
deficiencies

Employment rate Greenhouse-gas 
emissions per 
production unit 

Percentage  
of children  
in school

System 
specific

Food 
access

Exposure to 
agrochemicals

Fluctuations in 
prices of agricultural 
products 

Energy, nutrient and 
water-use efficiency and 
input–output balance

Local ecological 
knowledge
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policy-makers, scientists, land managers and 
farmers with options for improving soil and 
land management in the region. 

The Millennium Villages project (www. 
millenniumvillages.org) — which supports rural 
African communities to help overcome extreme 
poverty — demonstrates the use of biophysical 
and socio-economic data to track progress in 
sustainable development. Likewise, the Mil-
lennium Ecosystem Assessment’s sub-global 
assessments (www.millenniumassessment. 
org/en/multiscale.aspx) — which look at the 
intersection between poverty and ecology — 
have illustrated how to link information from 
farmers’ fields to global trends by using local 
and national data sources and global models.

Getting started
The new global monitoring network would 
build on the experience and expertise of  
existing efforts, while differing from current 
networks and international research pro-
grammes in several major ways. 

Although agriculture is arguably one of 
the most important ecological systems in the 
world, most long-term ecological-monitoring 
networks have focused on natural ecosys-
tems12,13. Of the current projects that assess 
agriculture, some track food security, economic 
well-being and various environmental impacts, 
but few focus on human health, social and cul-
tural outcomes or a comprehensive range of 
environmental impacts. And none monitors 
all of these simultaneously12. 

Major international agricultural institu-
tions such as the Consultative Group on Inter-
national Agricultural Research (CGIAR) and 
the Food and Agriculture Organization of the 
United Nations are moving towards multidis-
ciplinary teams and using more inclusive met-
rics. The global monitoring network that we 
are proposing would provide a knowledge base 
to support the necessary long-term changes at 
large international institutions. 

To build on the diverse existing monitoring 
efforts, we would encourage a highly decen-
tralized research structure, supported by a cen-
tral hub for data management. This structure 
would be similar to that of the Human Genome 
Project — in which hundreds of scientists at 
dozens of sequencing centres worldwide har-
monized their work while maintaining their 
independence and specialized focus. 

Setting up the monitoring network would 
entail three major activities. A steering group 
of scientists and other stakeholders would 
reach consensus on the key metrics, a pro-
cess that we estimate would require about 
US$500,000 and take 1 year to complete. The 
steering group would then design and build 
the project’s cyber-infrastructure, database 
management and training platform, requir-
ing an initial investment of perhaps $10 mil-
lion, and $1 million per year there after. 
Finally, site monitoring would begin when 
the programme’s metrics have been defined 
and the infrastructure is in place. We expect 
the costs of monitoring to vary widely by site, 
the price at a typical site being estimated at  
$200,000–300,000 per year. 

Many scientific disciplines are showing 
increasing interest in agriculture. This will 
ensure the scientific capacity to guide this 
multi dimensional effort. Furthermore, the 
recent global resurgence of funding for agri-
cultural development — exemplified by the 
$20 billion that was committed to smallholder 
agriculture in low-income countries by the 
Group of Eight (G8) nations in July 2009 — 
should help finance the network. Donors from 
the public, voluntary and private sectors will be 
approached to support the effort. 

Making the transition to healthy, equitable 
and sustainable agriculture is a daunting chal-
lenge. To succeed, we will need to track and 
understand the diverse and changing impact 
of farming practices. The global monitoring 
network that we propose could be in place by 
mid-2012. And by 2015, the new data would 
support a much richer understanding of glo-
bal agriculture and the path to agricultural 
sustainability.  ■

Jeffrey Sachs is director of the Earth Institute at 
Columbia University and special adviser to UN 
secretary-general Ban Ki-moon. roseline remans 
is at the Earth Institute, Columbia University, 
and Leuven Sustainable Earth, Katholieke 
Universiteit Leuven. Sean Smukler is at the Earth 
Institute, Columbia University. Leigh Winowiecki 
is at the Earth Institute, Columbia University. 
Sandy J. andelman is at Tropical Ecology 
Assessment & Monitoring Network, Conservation 
International. Kenneth G. Cassman is in the 
Department of Agronomy and Horticulture, 
University of Nebraska–Lincoln. David Castle is in 
the Faculty of Arts and Faculty of Law, University 

of Ottawa. ruth DeFries is in the Department of 
Ecology, Evolution, and Environmental Biology, 
Columbia University. Glenn Denning is at the 
School of International and Public Affairs, 
Columbia University. Jessica Fanzo is at Bioversity 
International, Rome, Italy. Louise E. Jackson is in 
the Department of Land, Air and Water Resources, 
University of California, Davis. rik Leemans is 
in the Environmental System Analysis Group, 
Wageningen University. Johannes Lehmann is in 
the Department of Crop and Soil Sciences, Cornell 
University. Jeffrey C. milder is at EcoAgriculture 
Partners, Washington DC. Shahid Naeem is 
in the Department of Ecology, Evolution, and 
Environmental Biology, Columbia University. 
Generose Nziguheba is at the Earth Institute, 
Columbia University. Cheryl a. Palm is at the 
Earth Institute, Columbia University. Prabhu 
L. Pingali is at the Bill & Melinda Gates Foundation, 
Seattle, Washington. John P. reganold is in 
the Department of Crop and Soil Sciences, 
Washington State University. Daniel D. richter is 
in the Environmental Sciences and Policy Division, 
Nicholas School of the Environment, Duke 
University. Sara J. Scherr is at EcoAgriculture 
Partners. Jason Sircely is in the Department of 
Ecology, Evolution, and Environmental Biology, 
Columbia University. Clare Sullivan is at the Earth 
Institute, Columbia University. Thomas P. Tomich 
is at the Agricultural Sustainability Institute, 
University of California, Davis. Pedro a. Sanchez is 
at the Earth Institute, Columbia University.
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See Editorial, page 531, and food special at  
www.nature.com/food 

A HOLISTIC VIEW

PLOT AND FARM LEVEL LANDSCAPE LEVEL
NATIONAL, REGIONAL

AND GLOBAL LEVEL

Stronger scientific 
guidance for management 
and policy of agricultural 
systems from the plot to 

the global level

Metrics monitored at the level of a village or watershed (at the landscape scale) can be integrated with data collected from individual farms, as well as regions, 
nations and continents. This will inform local and global models, help researchers to make cross-site comparisons and lead to evidence-based food policy. 
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FROM BENCH TO BELLY
More than a decade since completion in a public lab,
golden rice is still clearing regulatory hurdles.

2000 Intellectual-property rights

2001 Search for partners competent 
with genetically modified organisms

2002 Transfer to Indica varieties of rice

2003 Regulatory clean transgenic events

2004 Regulatory clean line with enough
Vitamin A precursor

2005 Agronomic normality in field tests

2006 Identification of target varieties

2007 Introgression into target varieties

2008 Selection of lead transgenic events

2010 Completion of optimized varieties

2012? Pass regulation; transfer to farmers

Public funded Private sector

Genetically engineered crops could save 
many millions from starvation and 
malnutrition — if they can be freed 

from excessive regulation. That is the con-
clusion I’ve reached from my experience over 
the past 11 years chairing the Golden Rice 
Humanitarian project (www.goldenrice.org), 
and after a meeting at the Vatican last year 
on transgenic plants for food security in the 
context of development1. 

Golden rice will probably reach the market 
in 2012. It was ready in the lab by 1999. This 
lag is because of the regulatory differentiation 
of genetic engineering from other, traditional 
methods of crop improvement. The discrimi-
nation is scientifically unjustified. It is wasting 
resources and stopping many potentially trans-
formative crops such as golden rice making the 
leap from lab to plate. 

More defensible — on scientific and human-
itarian grounds — and more practical would be 
for new genetically modified crops to be regu-
lated, not according to how they are bred, but 
according to their novelty, as are new drugs. All 
traits, however introduced, should be classified 
by their putative risk or benefit to the consumer 
and to the environment. Researchers and regu-
lators could then focus on cases in which risks 
are real and fast-track crops urgently needed in 
the developing world.

Golden rice is a series of varieties modified 
with two genes (phytoene synthase and phy-
toene double-desaturase) to produce up to 
35 micrograms of vitamin A precursor per gram 
of edible rice. Within the normal diet of rice-
dependent poor populations, it could provide 
sufficient vitamin A to reduce substantially the 
6,000 deaths a day due to vitamin A deficiency, 
and to save the sight of several hundred thou-
sand people per year1. None of the existing vari-
eties of rice has even low levels of the vitamin A 
precursor in the part that is eaten, so conven-
tional breeding cannot increase it. Golden rice 
was possible only with genetic engineering. 

The crop was stalled for more than ten years 
by the working conditions and requirements 
demanded by regulations (see ‘From bench 
to belly’). For example, we lost more than two 
years for the permission to test golden rice in 
the field and more than four years in collecting 
data for a regulatory dossier that would satisfy 
any national biosafety authority. I therefore 
hold the regulation of genetic engineering 
responsible for the death and blindness of 

thousands of children and young mothers. 
Our experience is far from unique. It gener-

ally takes about ten times more money and ten 
years longer to bring a genetically modified crop 
to market than a non-genetically modified one. 
This keeps public research institutions out of the 
game and has given a handful of companies a 
de facto monopoly on the technology. Private 
ventures justifiably focus on the most profitable 
opportunities — industrial crops such as corn, 

cotton and soya beans. Genetic engineering, 
however, has massive potential to also address 
food-security problems — to increase yield by 
protecting subsistence food crops from pests and 
diseases, to strengthen crops’ competition with 
weeds and to improve plants’ nutritional value. 

Running the gauntlet
Existing regulation demands many years’ worth 
of molecular and biochemical safety tests. Yet 
multiple international agencies have found 
genetic-engineering crop technology to be 
benign. There have not been any substantiated 
cases of harm to the environment or to humans, 
even in the litigious United States where the 
adoption of genetic engineering is widespread. 

Meanwhile, a new plant created by tradi-
tional breeding methods — which also mod-
ify the genome — requires no safety data, only 
the demonstration that it performs at least as 
well as others. It is a quick and cheap process.  

This imbalance allows non-scientific oppo-
nents of genetic engineering to raise unfounded 
concerns, which a nervous public cannot prop-
erly evaluate, especially in Europe. 

All of this means that engineering varieties 
for the public good depends — ironically — on 
the private sector. 

Golden rice is a prime example1. Only within 
the framework of a public–private partnership 
with Syngenta was our team able to navigate the 
product-development morass. Without Syn-
genta we could not, for example, have reduced 
the number of patents involved, secured free 
licences, established managerial and market-
ing structures or developed plants that are opti-
mized to meet regulatory requirements and to 
express high levels of desired traits1. 

Yet it is the responsibility of the public sec-
tor to address the crop needs of poor people. 
And it is wiser to spend public funds on feed-
ing the world’s growing population than on 
jumping through regulatory hoops, or worse 
on spurious, politically expedient research into 
hypothetical risks for the environment or the 
consumer, which have already been studied 
carefully over the past 25 years.

A good next step would be for a country 
with political and economic independence to 
recognize the arguments in favour of reducing 
the current regulatory burden for genetically 
engineered crops. Such a country would gain 
enormously by freeing funds, time and energy 
for research, development and deployment of 
many more genetically engineered crops for 
poor people; its public sector and small enter-
prises would be able to compete with the larger 
industries. Without compromising safety, that 
nation would easily progress faster than those 
continuing to focus on hypothetical risks, and 
it would provide some much needed leader-
ship. Perhaps then, lab-ready varieties from 
the public domain such as golden cassava, 
golden banana, iron-, zinc- and protein-rich 
rice might get from bench to belly in 5 years, 
rather than 15, if at all. ■

Ingo Potrykus is chairman of the Golden Rice 
Humanitarian Board. His address is address is  
Im Stigler 54, CH-4312 Magden, Switzerland.
e-mail: ingo@potrykus.ch
1. Potrykus, I. & Ammann, K. (eds) Transgenic Plants for Food 

Security in the Context of Development (New Biotechnology, 
in the press).

See Editorial, page 531, and food  special  
at www.nature.com/food.

Regulation must be revolutionized
Unjustified and impractical legal requirements are stopping genetically engineered 
crops from saving millions from starvation and malnutrition, says Ingo Potrykus. 
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Giampaolo Minetti said:
What the Italian ricercatori (researchers), 
including myself, are threatening is not a strike. 
Although ricercatori are not obliged to teach, 
in practice they run a significant proportion of 
science courses — but why do they do this? 
According to the rules, a ricercatore is permitted 
to teach voluntarily and occasionally, although 
unpaid and in addition to his or her research 
duties. However, this practice is running out of 
control, to the point at which more than 30% of 
teaching is now done by the ricercatori. 

To protest against the government’s budget 
cuts and the reform bill, we resolved to stick 
to the rules and decline any offers to teach. 
We will continue to do what we are paid 
for, namely research and associated duties 
(including giving seminars, tutoring students 
and participating in examining committees). 
We are also contributing to proposals for 
alternative university reforms through a group 
of organized researchers (the ‘Rete29Aprile’). 
Our strategy is by no means a strike, but a 
last resort against the new reform bill, which 

threatens to dismantle the country’s public 
university system.
e-mail: minetti@unipv.it

Patrizio Dimitri and Patrizia Lavia said: 
The list of measures about to be approved by 
Italy’s government includes indiscriminate 
heavy cuts to public universities and public 
research. Those cuts will come after years of 
decline in research funding and will be made 
in the absence of any serious, internationally 
recognized system of evaluation of research 
and teaching quality.

The Italian research and university system 
undoubtedly needs a cure, but the remedy 
should not kill the patient. There should be 
a rigorous, strict and transparent evaluation 
system to cut unproductive areas and hit the 
existing areas of laziness and nepotism head-
on. Without such a merit-based approach, 
indiscriminate cuts by Silvio Berlusconi’s 
government will penalize the active and 
vital components of Italy’s universities and 
research centres, whose scientists desperately 

strive to keep doing research and producing 
results. 
e-mail: patrizio.dimitri@uniroma1.it

Michael Shore said: 
In this complex situation, there are no heroes, 
just villains. Italy’s continuous drastic budget 
cuts threaten to destroy its public university 
teaching and research. But before pointing 
fingers, the Italian university system should 
point a few thumbs — at itself. It is an institution 
plagued by phenomenal inbreeding (how many 
faculty members have a cradle-to-grave career, 
from undergraduate to retirement, in the same 
university?), little or no meritocracy (how 
convenient to get automatic raises every two 
years, regardless of productivity) and no real 
desire for improvement (rhetoric aside, most 
counter-proposals aim only to preserve the 
status quo).
e-mail: michael.shore@verizon.net
Readers can comment online on anything 
published in Nature. To join this debate, go to 
http://go.nature.com/Eumhhm.

Nature’s readers comment online
A selection of responses posted on Nature’s website to the News article ‘Strikes could 
“break” Italy’s universities’ (Nature 466, 16–17; 2010).

European Commission 
clarifies the rules for 
research audits
As the member of the European 
Commission responsible for 
research, innovation and science, 
I would like to correct inaccurate 
claims in your Editorial on the 
Sixth Framework Programme 
(FP6) (Nature 465, 666; 2010). 

Your discussion is based on 
several misunderstandings of the 
rules governing research funding 
in the European Union (EU) and 
of the way they are operating 
with respect to recent FP6 
audits. You claim that “several 
national research agencies have 
been accused of cheating by 
the European Commission”, 
which is untrue and damaging 
for both the commission and the 
agencies.

The commission’s auditing is 
done to ensure that public money 
is properly managed and that 
errors are corrected. Making errors 

is not the same as cheating. In 
rare instances in which cheating is 
suspected, we refer cases to OLAF, 
the EU’s fraud-investigation arm.

The programme did not close 
in 2006, as you say: some FP6 
projects launched in 2006 will 
run until 2011 and, according 
to the contracts signed by the 
participants, are auditable for five 
years after their conclusion. 

Your repeated references to 
‘re-auditing’ and ‘reinterpretation’ 
of FP6 projects is misleading. 
Funds are only ever audited once 
by the commission and — to 
make life easier for beneficiaries 
— always after they have been 
claimed. Corrections can therefore 
only be proposed afterwards. At 
no stage under the FP6 or any 
other programme have ‘customary 
practices’ been approved and then 
refused. Neither is the commission 
‘reinterpreting’ the FP6 rules: it is 
applying the rules, as it is legally 
bound to do. 

I agree that we need to 
minimize line-by-line auditing of 

individual projects. That is why the 
rules stipulate that if a beneficiary 
is found to have made the same 
errors in a sample of projects, the 
commission assumes that those 
errors were also made regarding 
its participation in all comparable 
projects. But beneficiaries may 
contest this and ask for detailed 
audits.

As for the commission issuing 
a “proclamation that only errors 
in its own favour are subject to 
correction”, there was no such 
proclamation. Since 2005, more 
than 400 adjustments have been 
made in favour of participants 
who had made errors to their 
own disadvantage, amounting to 
about €23 million (US$29 million) 
in additional payments. Other 
adjustments are pending and 
are always made when funds are 
available.

I do not think it is necessary, in 
order to make the case for further 
simplifying the rules, to resort 
to distortion and exaggeration. 
But I do agree that more needs to 

be done. This is a top priority for 
me, and the new commission has 
already put forward important 
measures, including changes 
to the financial regulation and 
proposing that a “tolerable risk of 
error” of 2–5% should be applied 
to research projects. 

I have made my intention to 
deliver further simplification very 
clear, building on the work already 
done by my predecessor Janez 
Potočnik, with the support of the 
departing director-general of 
DG Research, José Manuel Silva 
Rodríguez. 

I take this opportunity to 
warmly thank Mr Silva Rodríguez 
for his major contribution to 
European research policy through 
his successful stewardship of DG 
Research over nearly five years.
Máire Geoghegan-Quinn European 
Commission, 1049 Brussels, Belgium 
e-mail: cab-geoghegan-quinn-
contact@ec.europa.eu

Editorial note: Nature stands by the 
opinions in its Editorial.
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Vacation reading
Recent reviewers suggest good books to refresh your mind this summer — from a cultural 
history of piracy to a scientific tour of the boulevards of Paris. 

W. F. BYNUM
The Arsenic Century: 
How Victorian Britain 
was Poisoned at Home, 
Work, and Play 
by James C. Whorton
Oxford University Press: 
2010. 

James Whorton’s book 
is the latest of several 

paeans to arsenic. The 33rd element in the 
periodic table surrounded our forebears in 

the nineteenth century. Its compounds were 
used in making wall paper and paint; formed 
active ingredients in popular medical rem-
edies; were beloved by ladies wanting a pale 
complexion and men seeking potency; and 
had many industrial and agricultural uses, 
including sheep dipping. 

Arsenic trioxide — which the Victorians 
called arsenious acid or white arsenic — was 
also a cheap and readily available rat poison. 
Unsurprisingly, it was commonly used in 
suicide and murder. Whorton’s entertaining 
monograph recounts these and many other 
aspects of arsenic’s Victorian history. He has 
an eye for gory detail and describes many 
famous trials, looking at the rise of forensic 
toxicology and the expert scientific witness. 
Victorian concern with arsenic’s dangers 
resulted in legislation, which played a part 
in early environmental awareness. As well 
as opening up vistas of Victorian science, 
medicine and society, The Arsenic Century is 
a good read.
W. F. Bynum is emeritus professor of the history 
of medicine at University College London.
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STEVEN SHAPIN
Piracy: The Intellectual 
Property Wars from 
Gutenberg to Gates
by Adrian Johns
University of Chicago 
Press: 2010.
Scientific and technolog-
ical pirates are villains. 
They steal  property 

rights from legitimate authors or inventors, 
drain the forces of innovation from society 
and prevent people from benefitting from 
new ideas and products. Yet from another 
point of view, pirates are heroes — freeing 
ideas and artefacts from the strangleholds of 
monopolies and restrictive regimes, ensur-
ing their spread and nourishing creativity. If 
we want innovation, we should have more 
piracy, not less.

Adrian Johns’s learned and witty book 
Piracy is much more valuable than yet another 
polemic about modern property rights in 
science and technology. It is a compelling 
cultural history of the paired ideas of piracy 

and property from the seventeenth century to 
the present, showing how the notion of piracy 
lies right at the heart of what we think science 
and technology are. The best history takes 
readers from a familiar present to a strange 
past, and delivers them back to a present that 
can be seen in new ways. Piracy is that sort 
of history.
Steven Shapin is professor of the history of 
science at Harvard University, Cambridge, 
Massachusetts. 
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MICHAEL SHERMER
The Rational Optimist: 
How Prosperity Evolves
by Matt Ridley
HarperCollins: 2010.
Take a break from eco-
nomic woes by reading 
The Rational Optimist. 
We’ve never had it so 
good, according to Matt 

Ridley, who sees the current financial crisis 
as just a blip in human evolutionary history. 
In the long run, he argues, trade has ensured 
that our lives keep getting better. And there 
is no inevitable end to those improvements. 
“Exchange is to cultural evolution as sex is to 
biological evolution,” he writes. 

The more we have diversified as consum-
ers and specialized as producers, the better 
off we’ve become; and the more people who 
are engaged in trading, the wealthier we will 
all be. In the teeth of the recession and with 
millions of impoverished people in develop-
ing countries today, his thesis sounds ripe 
for scepticism. But Ridley builds a solid case 
through copious data. He shows that most of us 
are better fed, sheltered, entertained, protected 
against disease and more likely to live to old 
age than our ancestors. We have greater access 
to “calories, watts, lumen-hours, square feet, 
gigabytes … and of course dollars” than any 
that went before. 
Michael Shermer is editor of Skeptic magazine. 

that the errors that we make are surprisingly 
systematic. We don’t plan how to be happy; 
we stumble on it, thanks to a bit of enthusi-
astic serendipity.
Nicky Clayton is professor of comparative 
cognition at the University of Cambridge, UK. 

SERGE DAAN
Elegance in Science: The 
Beauty of Simplicity
by Ian Glynn
Oxford University Press: 
2010. 

Elegance in Science is an 
erudite book. Physiolo-
gist Ian Glynn — who has 
charmed us before with 

his lucid writing in An Anatomy of Thought 
(Oxford University Press, 2000) — steps 
beyond his field to share his interest in the 
broad enterprise of science. He describes 
elegant theories, proofs, explanations and 
experiments that have marked important 
breakthroughs, from Pythagoras’s theorem 
through Faraday’s demonstration of electro-
magnetic induction to the unravelling of the 
genetic code. Elegance, he argues, is easily 
recognized but it is no guide to truth. Well 
illustrated and full of historical anecdote 
and background, this is an elegant volume 
indeed.
Serge Daan is professor of behavioural biology at 
the University of Groningen, the Netherlands. 

LI GONG
The Curse of the Mogul: What’s Wrong 

with the World’s Leading Media 
Companies
by Jonathan A. Knee, Bruce C. 
Greenwald and Ava Seave

Portfolio: 2009.

Content is king, growth is 
good and celebrity-based 
hits are what the share-
holders want. We repeat-

edly hear these mantras 
from media leaders, but 
The Curse of the Mogul 

shows that they are 
wrong. Providers 
of glamorous material — such as film 
studios and magazines — are consist-
ently outperformed by more staid 
businesses such as printers and 
distributors. That is the conclusion 
of this startling analysis of media 
practices by these economists 

NICKY CLAYTON
Stumbling on Happiness
by Daniel Gilbert
Harper Perennial: 2007.

It is often argued that 
the human ability to 
imagine our personal 
future is what 
distinguishes 
us from other 

animals. We also spend a lot of time 
agonizing over our plans, as conveyed 
by Mark Twain: “I have been through 
some terrible things in my life, some of 
which actually happened.” Yet humans 
are remarkably bad at looking forward. In 
Stumbling on Happiness, psychologist Daniel 
Gilbert explains why this is so, drawing 
on a range of disciplines from cogni-
tive neuroscience and psychology to 
philosophy and behavioural econom-
ics. He describes how our brain imagines 
its future, how its predictions of which 
scenarios we shall enjoy are poor, and 
thus why we are so unreliable at fore-
casting our future selves. He also reveals 

HANS VON STORCH
The Lysenko Effect: The 
Politics of Science 
by Nils Roll-Hansen
Humanity Books: 2004.
The story of Soviet agro-
biologist Trofim Lysenko 
(1898–1976) is still rele-
vant today. A leading 
scientist during Josef 

Stalin’s dictatorship, Lysenko has attracted much 
criticism, from being accused of hindering the 
progress of Soviet biology to being involved in 
the deaths of scientists under the regime. It is 
said that he rose to the top largely because of 
political support: his biological ideas of genetic 
inheritance fitted with the Stalinist social ideol-
ogy of the day. But it is not so simple, according 
to Nils Roll-Hansen, a historian of science of the 
Norwegian Academy of Science and Letters. 

In The Lysenko Effect, he argues that Lysenko’s 
rise was warranted on the basis of his scientific 
research, which was backed by others both 
within the state and overseas. Only later did the 
political utility of those ideas come to dominate. 
Roll-Hansen’s account provides a good example 
of how the dynamics of science can become cor-
rupted when stakes are high and knowledge is 
uncertain. Now, when a dispassionate discussion 
is possible, Lysenko’s story holds lessons for the 
configurations of socially important sciences. 
These include the need to maintain politically 
neutral and impartial review processes. 
Hans von Storch is director of the Institute 
of Coastal Research, GKSS Research Center 
Geesthacht, Germany.
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DANIEL LEVITIN
Composed: A Memoir
by Rosanne Cash
Viking: 2010.

Whether in Nobel prize-
winners or top musi-
cians, the origin and 
development of exper-
tise fascinates scientists 

and the public alike. Writing with an eye for 
detail and an open heart, singer-songwriter 

RODRIGO QUIAN 
QUIROGA
The Mind of a 
Mnemonist: A Little Book 
About a Vast Memory
by Alexander 
Romanovich Luria
Basic Books: 1968.

By effortlessly remem-
bering long sequences of 

numbers and letters, Solomon Shereshevsky 
immediately made a deep impression on the 
young psychologist Alexander Luria. The Mind 
of a Mnemonist is a beautiful testimony to the 
relationship that built up between them, starting 
in the 1920s and stretching over three decades. 
As captivating as a novel, the book gives pro-
found insight into the realms of memory. 

DAVID ORR
Merchants of Doubt: 
How a Handful of 
Scientists Obscured the 
Truth on Issues from 
Tobacco Smoke to Global 
Warming
by Naomi Oreskes and 
Erik M. Conway
Bloomsbury Press: 2010.

Worse than yelling “Fire!” in a crowded theatre 
that is not ablaze is suppressing warnings if the 
theatre is indeed burning. Naomi Oreskes and 
Erik Conway’s outstanding book, Merchants 
of Doubt, is the sorry history of manufactured 
denial, from defence of the tobacco industry to 
shrugging off the tsunami of climate destabili-
zation that is about to break over our heads. It is 
a story of a group of once-capable scientists who 
were fuelled by corporate money, resentment 
and ideology to serve the fossil-fuel, chemical 
and tobacco industries. For decades, these play-
ers sowed public doubt and confusion to delay 
action on important issues facing humankind. 
In the case of climate change, their interventions 
have meant that we have squandered whatever 
margin for error we may once have had. We 
don’t know whether this story will end in trag-
edy. But it is no longer just about science. 
David Orr is professor of environmental studies 
and politics at Oberlin College, Ohio. 

CANDIS CALLISON
Galileo’s Dream 
by Kim Stanley Robinson
Harper Voyager: 2009.

In the novel Galileo’s 
Dream ,  Kim Stanley 
Robinson weaves into 
the framework of Gali-
leo Galilei’s life story 
the craftsmanship of 
early tele scope-making, the halls of Italian 
patronage in the seventeenth century and the 
moons of Jupiter in the year 3020. Robinson, 
whose intricate characterizations have been 
admired in his science-fiction Mars trilogy, 
makes the many paradoxes of Galileo come 
alive — as an artisan, tinkerer, political animal, 
Catholic, father, master and scientist. In open-
ing up the genius and flaws of this famous 
character, the writer ruminates on the concepts 
of time, space and consciousness. He prompts 
us to reflect on broad topics from science and 
the state of the planet to the choices we make 
about our work and personal relationships.
Candis Callison is an assistant professor in the 
Graduate School of Journalism at the University 
of British Columbia, Vancouver, Canada. 

at Columbia Business School in 
New York. Backed by extensive data, 
the authors demonstrate that many 
content-producing companies seek 
glamour at the expense of shareholder 
value and maintain growth only through 
paying unjustifiably high prices for smaller 
rivals, and that the lion’s share of their profits 
are accrued mainly by artists, agents and media 
executives. In the past decade, the book reveals, 
leading media companies have written off more 
than US$200 billion in assets in this way. The 
Curse of the Mogul is sober reading for anyone 
interested in communications and business.
Li Gong is chief executive of Mozilla China.

Rosanne Cash offers insights into success 
in her eloquent memoir, Composed. After 
describing her childhood and lifelong quest 
to know her famous father Johnny Cash 
better, Rosanne reveals her struggles to create 
original songs and navigate the collisions of art 
and commerce that culminated in her gaining 
11 number-one hits and a Grammy award. 

Avoiding the constraints of her famous name, 
Rosanne has emerged as an authentic and dis-
tinct artist, her career representing the achieve-
ment of willpower and intellect over an industry 
fuelled by superficialities. Composed is an inspir-
ing literary journey, a testimony to the power 
of song, love and human resilience. Although 
her sufferings and triumphs are her own, her 
insights into life’s challenges are universal.
Daniel Levitin is a professor in the Department of 
Psychology, McGill University, Montreal, Quebec, 
Canada.

JENNIFER ROHN
Two on a Tower
by Thomas Hardy
Penguin Classics: 2006. 
First published by 
Sampson Low: 1882. 

Like many scientists, I 
vividly recall the first time 
I saw that my research 
had been scooped: open-

ing a journal to find my unfinished work 
published by another group. A similar event 

Rather than focusing on measures of 
Shereshevsky’s capacity for remember-

ing, Luria asks what it is like to live with a 
boundless memory, giving a fascinating 
insight into the mechanisms of reten-
tion and importance of forgetting. The 
US psychologist William James argued 
in the nineteenth century that if we 
were able to remember every thing, we 
would be as ill as if we remembered 
nothing. Shereshevsky too made des-
perate attempts to forget irrelevant 
information. Luria also writes of how 
great memory capacity leads to deficits 
in abstract thinking. More than 40 years 

later, his book remains a classic.
Rodrigo Quian Quiroga is a professor in bio-

engineering at the University of Leicester, UK. 
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PAT SHIPMAN
Tigers in Red Weather: A 
Journey Through Asia
by Ruth Padel
Little, Brown and 
Company: 2005.

A good book takes you on 
an adventure and teaches 
you something too. In 

VACLAV SMIL
Ils on fait Paris: Une 
balade en 1000 lieux de 
mémoire 
by Denis Lemarié 
Castor & Pollux: 2004 
(in French).

Ils on fait Paris celebrates 
the French capital as one of 
the world’s great centres of 

intellectual accomplishment. The guide points 
out 1,000 memorable sites — streets, houses, 
statues, plaques and museums — connected 
with inventors, entrepreneurs, writers, com-
posers and painters. The big scientific names 
are included, from Louis Pasteur’s laboratory 
in the rue d’Ulm to Marie and Pierre Curie and 
their discovery of radium in rue Vauquelin. 

But there are also traces of those who are 
now mostly forgotten. In 1817, chemists 
Pierre-Joseph Pelletier and Joseph Bienaimé 
Caventou discovered chlorophyll, and later 
quinine, in a house on the boulevard Saint-
Michel. In 1890, in another house on the same 
boulevard, physicist Edouard Branly made 
his coherer, a better detector of electromag-
netic waves than Heinrich Hertz’s spark-gap 
transmitter. In 1908, the pioneer aviator Henri 
Farman, whose eponymous rue is in the 15th 
arrondissement, flew Gabriel Voisin’s biplane 
around the first one- and two-kilometre 
circuits. Paris: so many memories, so many 
accomplishments. 
Vaclav Smil is a professor in the Faculty of 
Environment at the University of Manitoba, 
Winnipeg, Canada.

ABDALLAH DAAR
The Girl with the Dragon 
Tattoo
by Stieg Larsson
macLehose Press: 2008. 
The Girl with the Dragon 
Tattoo  i s  a  modern 
detective mystery that is 
solved partly by computer 
hacking. Stieg Larsson’s 

post humous international best-seller centres 
on the search for a girl who has disappeared. 
Her wealthy great-uncle recruits a journalist 
to find her, with the help of the girl with the 
dragon tattoo — a withdrawn character who 
is a genius at computer hacking and a natural 
mathematician. The events surrounding the 
great-niece’s disappearance are meticulously 
and ingeniously pieced together, with plenty 
of scientific insight. 
Abdallah Daar is a professor of public-health 
sciences and of surgery at the University of 
Toronto, Ontario, Canada. 

JESSICA HELLMANN
The Lion and the Mouse 
by Jerry Pinkney
Little, Brown and 
Company: 2009

Most of the biologists I know were inspired at 
a young age by the mysteries of nature. I hope 
that my 3-year-old daughter, too, will dream 
of fireflies, of walks through fields of wild-
flowers or of saving the last great places on 
Earth. Of the children’s books that capture the 
wonders of untamed places, Jerry Pinkney’s 
rendition of the classic Aesop fable, The Lion 
and the Mouse, is special. Set in the African 
savannah, Pinkney explores the beauty of 
creatures great and small, and the way that 
each contributes to the fabric of life. When 
the meek mouse saves the powerful lion 
from capture by hunters, every reader cheers 
the victory of nature over humanity. Even a 
seasoned scientist will remember the inspira-
tions of childhood.
Jessica Hellmann is associate professor in 
conservation biology at the University of Notre 
Dame, Indiana. 

befalls the protagonist of Thomas Hardy’s 
1882 novel Two on a Tower. Rather than sim-
ply retire to the pub after such a setback, as 
many of us would do, Hardy’s romantic hero 
hurls himself into the damp heather and 
contracts pneumonia. Given that scientists 
as sympathetic central characters are rare in 
classic novels, it is a pleasure to follow Hardy’s 
amateur astronomer as he tries to compete 
with scholarly teams on a pauper’s salary. 
When the patronage of a rich woman provides 
him with a tower for observational vantage 
and cash for proper equipment — as well as a 
torrid affair — his career takes off. 

Although later plot developments resemble 
the twists and turns of a beach-read romance, 
Hardy can be forgiven because his portray-
als of the scientist are realistic. The tale is 
especially interesting because it is set in the 
period when science was transforming from 
armchair pastime to professional endeavour. 
Jennifer Rohn is a cell biologist at University 
College London and editor of LabLit.com. 

Tigers in Red Weather, poet Ruth Padel shares 
with us a journey of the mind, the heart and 
the soul. Visiting the Malabar coast of India 
on impulse, while devastated by the end of 
a love affair, Padel becomes obsessed with 
seeing a tiger. A Buddhist friend explains 
her quest in an unexpected way: “Tiger is 

the ground you start from,” he 
says. “The tiger is the broken 

heart … the beginning of 
change … the beginning 

of the journey.”
Padel  travels  to 

Bangladesh, Bhutan, 
China, India, Laos, 
Nepal, Russia, Sumatra 
and Thailand, rarely 
glimpsing her quarry 
but learning about the 

conservation, politics 
and biology of tigers and 

exploring their impact on 
the cultures with which 

they live. She plods through 
sweltering jungles, climbs 

mountains, rides elephants, 
endures stiflingly decorous 

banquets, and sleeps in trains, rangers’ huts 
and cheap hotels. Padel reveals the conflicts 
that make tiger preservation so difficult and 
the efforts of those who try so heroic. 
Pat Shipman is a professor of biological 
anthropology at Penn State University, University 
Park, Pennsylvania. 
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REGENERATIVE MEDICINE

An eye to treating blindness
Elena Ezhkova and Elaine Fuchs

Work on stem cells is one of the hottest research areas in biology. But are such studies of any therapeutic 
value? Fortunately, yes, as is evident from successes in treating blindness.

Few people today dispute the enormous 
potential of stem cells for regenerative medi-
cine. But, despite ever-increasing reports on 
the Internet of stem cells being used to treat 
various disorders — from Alzheimer’s disease 
to spinal-cord injuries to severe heart condi-
tions — proven stem-cell therapies remain 
few and far between. A paper published in the 
New England Journal of Medicine by Pellegrini, 
De Luca and colleagues1 stands as a refresh-
ing example of a scientifically documented 
advance in stem-cell therapies, in this case to 
treat certain types of blindness. 

The eyeball is covered by the cornea — the 
eye’s most important light-refracting struc-
ture (Fig. 1a). The cornea produces the initial 
image and casts this onto the lens behind it. 
The clearness of the cornea is essential to visual 
acuity and depends on both the integrity of the 
corneal epithelium covering the eye’s surface 
and a lack of blood vessels in the underlying 
support tissue (the stroma)2. At its margins, the 
corneal epithelium is attached to the delicate 
mucous (conjunctival) epithelium that covers 
the whites of the eye (sclera) and the internal 
part of the eyelids. The narrow zone between 
the cornea and the conjunctiva is known as the 
limbus. Experimental and clinical evidence 
indicates that the limbus is the source of cor-
neal epithelial stem cells in humans2.

The limbus can be destroyed by ocular 
burns or infection, causing corneal stem-cell 
deficiency3. But, in one of nature’s remarkable 
efforts to repair tissues at all costs, abnormal 
invasion by conjunctival cells provides the 
damaged cornea with a protective surface layer 
(Fig. 1b). The consequences are dire, result-
ing in vascularization of the cornea, chronic 
inflammation, stromal scarring and, ultimately, 
corneal opacity and loss of sight2. 

Allogeneic corneal transplantations, which 
involve transplanting cornea from a geneti-
cally non-identical donor, have to some extent 
been successful in restoring patients’ vision. 
Eventually, however, conjunctival cells invade 
and replace the transplanted cornea2. What’s 
more, two other factors make treating patients 
with ocular burns by corneal transplanta-
tion problematic: the number of available 
donors is insufficient to meet demand, and 

the increasingly popular corrective laser eye 
surgery often makes the cornea unsuitable 
for transplantation. Pellegrini, De Luca and 
colleagues1 now report that limbal stem cells 
maintained in culture can be a viable alterna-
tive source of cells for transplantation to treat 
burned human corneas.

Stem-cell transplantation is not a new con-
cept. More than half a century ago, E. Donnall 
Thomas showed that intravenous infusion of 
donor bone-marrow cells can repopulate the 
bone marrow and produce new blood cells4; 
he later won a Nobel prize for this first demon-
stration of the use of stem cells for regeneration 
of damaged or diseased tissues and organs. By 
the 1970s, physicians were successfully per-
forming bone-marrow transplants, which are 
now used to treat blood disorders ranging from 
severe combined immunodeficiency to sickle-
cell anaemia to leukaemias, as well as other 
cancers of the human immune system. By the 
early 1980s, human skin stem cells were being 
cultured to make epidermal sheets to repair the 

skin of badly burned patients. 
Pellegrini, De Luca and colleagues have been 

culturing corneal stem cells from small biop-
sies of human limbal tissue for the past decade. 
The appreciable similarities between limbal 
and epidermal cells allowed the researchers 
to adapt methods5,6 developed for human epi-
dermal stem-cell cultures. Cultured epidermal-
cell colonies can be classified according to cell 
number and capacity for growth. The smaller-
sized colonies generate epidermal cells that 
stop growing over time. By contrast, the larger-
sized colonies — referred to as holoclones — 
display quintessential features of stem cells, 
namely long-term self-renewal and the ability 
to regenerate tissue. This makes them suitable 
for burn therapy. 

Pellegrini, De Luca and co-workers7 discov-
ered that human limbal cells cultured using a 
similar protocol also form small and large colo-
nies. Interestingly, only the limbal holoclones 
and not the smaller colonies expressed p63, 
a transcription factor that is essential for the 

Figure 1 | Help from one eye to its neighbouring eye. a, The human ocular system. b, When the limbus 
is permanently damaged, as in the example of a patient shown, conjunctival cells invade the cornea 
to form a protective epithelial layer. This abnormal ‘rescue’ attempt leads to the formation of new 
blood vessels, chronic inflammation, stromal scarring and, finally, corneal opacity and loss of vision. 
c, Pellegrini, De Luca and colleagues1 find that transplantation of corneal stem cells obtained by 
culturing cells taken from the limbus of the healthy eye regenerates a healthy cornea and permanently 
restores a patient’s normal vision, as shown.
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proliferative potential of epidermal stem cells8. 
In the impressive accompanying clinical stud-
ies9, the researchers obtained limbal stem cells 
from the healthy eye of 112 patients with ocular 
burns, cultivated them and then transplanted 
the cultured cells onto the patients’ damaged 
eye. After an extensive 10-year monitoring 
period, the authors now report1 permanent 
restoration of a transparent, self-renewing 
corneal epithelium in three-quarters of the 
study patients (Fig. 1c). Notably, 78% of the 
successful transplantations involved cultures 
in which p63-expressing cells constituted more 
than 3% of the cells capable of forming colo-
nies. These observations unveil a direct corre-
lation between the percentage of p63-positive 
corneal stem cells in a culture and their trans-
plantability. The correlation presents a power-
ful diagnostic tool for predicting whether any 
given limbal culture is likely to be suitable for 
long-term transplantation. 

This work1 also offers hope for exploring 
alternative sources of limbal stem cells to treat 
patients who have suffered severe injuries to 

both eyes, and who therefore lack limbal stem 
cells. Indeed, in the future it might be possible 
to create corneal stem cells by culturing other 
cells from the patient — for instance, skin stem 
cells — and then either directly inducing their 
transdifferentiation to limbal cells, or trans-
forming them first to an embryonic-stem-
cell-like state (induced pluripotent stem cells, 
or iPS cells) before inducing their differentia-
tion along the limbal lineage. To achieve such 
stem-cell therapies and improve on the existing 
ones, researchers will need to learn more about 
how corneal stem cells differ from their skin 
counterparts. Better protocols must be devised 
for purifying stem cells and for preserving and 
enhancing their self-renewal in vitro. And 
protocols for transdifferentiation and/or iPS-
lineage differentiation will need to be estab-
lished for the generation of limbal stem cells. 

Pellegrini, De Luca and colleagues’ work1 
elegantly demonstrates how the knowledge of 
one type of stem cell — in this case, the human 
epidermal stem cell — can be used to advance 
a clinical treatment for another, the limbal stem 

cell. Their paper sets the gold standard for the 
level of scientific proof that is needed for each 
new stem-cell therapy, and provides a blueprint 
that can be applied to the development of other 
adult stem cells for clinical therapies. Stem-
cell therapy still has a long journey ahead, but 
the light is beginning to shine brightly on its  
path.  ■

Elena Ezhkova and Elaine Fuchs are at the Howard 
Hughes Medical Institute, Rockefeller University, 
New York, New York 10065, USA.  
e-mail: fuchslb@rockefeller.edu
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EARTHQUAKES 

Climate and intraplate shocks
Mark D. Zoback

The heartland of the United States lies within a tectonic plate, certain 
regions of which have experienced large and geologically recent 
earthquakes. Explanations for those events are still being sought. 

Over the past several decades, the earthquake 
cycle along tectonic-plate boundaries has 
become increasingly well understood. There 
is a consensus that geological, geodetic and 
palaeoseismic data can be combined to estab-
lish long-term earthquake probabilities, with a 
degree of certainty that improves as more and 
better data become available.

There is no such consensus when it comes to 
intraplate earthquakes. The reason is that there 
are no well accepted principles that account for 
why large earthquakes have occurred where 
they did in the recent past, where they are 
likely to occur in the future, or how large they 
might be. In this context, Calais et al.1 (page 
608 of this issue) provide a valuable contri-
bution. Their study region lies in the central 
United States, around New Madrid, Missouri, 
which in 1811–12 experienced a sequence of 
three earth quakes estimated to be of magni-
tude 7 or larger. 

Much still needs to be done to reduce earth-
quake hazards for those living along active plate 
boundaries. To recognize that, one needs only to 
look at the devastating consequences of the 2004 
earthquake and tsunami in Sumatra (230,000 
dead in 14 countries), or the earthquake in Haiti 
earlier this year (approximately 200,000 dead 
and 2 million left homeless). But the situation 

is even worse in intraplate regions, especially in 
the developing world. In the past decade alone, 
tens of thousands of people have died in each of 
the earthquakes that hit Bhuj, India (2001), and 
Bam, Iran (2003), as well as in the magnitude 7.9 
Wenchuan event that occurred in China in 2008 
(Fig. 1). We know that intraplate earthquakes 
result from plate-driving forces transmitted 
through plate interiors2,3. But without a better 
understanding of why intraplate earthquakes 
occur where they do, the potential for future 
damaging earthquakes must be considered ‘high 
impact but low probability’. In the developing 
world, it is unlikely that much will be done to 
prepare for such events.

The New Madrid seismic zone is the best 
studied of locations that have been affected by 
intraplate earthquakes. One of the enigmatic 
features of this zone is the rate at which large 
earthquakes occur. Palaeoseismic data4 indi-
cate the occurrence of at least three, and pos-
sibly five, large earthquakes (or sequences of 
such earthquakes) in just the past few thousand 
years. However, faults seen on seismic reflec-
tion profiles show little cumulative deforma-
tion over the past few million years5, during 
which time the regional geological processes 
have been essentially identical. Hence, the long-
term earthquake rate seems to be much lower 

than that of the past few thousand years. 
Moreover, unlike at plate boundaries, where 

over time the average rate of seismic-strain 
release in big earthquakes matches the rate at 
which strain energy accumulates as a result of 
relative plate motion, analysis of data from the 
Global Positioning System (GPS) has shown 
that the rate of strain accumulation in the New 
Madrid region is quite low6. The occurrence 
of multiple large events in a relatively short 
period of time seems to be due to the release 
of strain energy that accumulated over a very 
long period of time.

In turning to the new paper by Calais et al.1, 
I should declare an interest in that the model 
used is conceptually similar to one proposed 
by Grollimund and myself a few years ago7. 
Both studies invoke the consequences of the 
retreat of glaciers from much of continental 
North America at the end of the last ice age. 
And both assume that the brittle crust is in a 
state of frictional failure equilibrium — that is, 
even in relatively stable plate interiors, stress 
levels are close to that at which slip could occur 
on faults that are appropriately oriented to the 
current stress field. This allows even a relatively 
small perturbation of stresses in the lithosphere 
to induce brittle faulting in the upper crust, and 
time-dependent flow in the viscous lower crust 
and upper mantle. 

In Calais and colleagues’ model1, the per-
turbation is caused by localized erosion of 
approximately 12 metres in the past 16,000 
years, produced by river incision. This induces 
upward flexure of the lithosphere in the New 
Madrid area, ‘unclamping’ some of the criti-
cally stressed faults in the region. In our paper7 
we argued that, consequent on the removal of 
ice-sheet load, seismicity is localized around 
New Madrid because of anomalously low 

568

NATURE|Vol 466|29 July 2010NEWS & VIEWS

© 20  Macmillan Publishers Limited. All rights reserved10



viscosity in the upper mantle, the result of an 
ancient, failed rift in the region. 

Importantly, both models produce crustal 
deformation rates that are consistent with the 
rates observed by GPS measurements in the 
region; and both predict that the rate of large 
earthquakes seen over the past few thousand 
years is likely to continue for thousands of years 
into the future, because of the long time it takes 
for the triggered viscous flow in the lower crust 
and upper mantle to diminish. In other words, 
seismic hazard in the region remains high. The 
paper by Calais et al. is valuable both in rein-
forcing that point and in providing a plausible 
mechanism that merits further investigation.

It has been argued8 that, as in the New 
Madrid region, several intraplate fault zones in 
Australia have exhibited episodes of relatively 
frequent earthquakes separated by long periods 
of quiescence. Similar behaviour may charac-
terize earthquakes in the southeastern United 
States near Charleston, South Carolina9. These 

regions, as well as others that have been struck 
by intraplate earthquakes, deserve detailed 
study, with the aim of revealing what might have 
triggered the release of strain energy stored in 
Earth’s crust for millions of years. ■

Mark D. Zoback is in the Department of 
Geophysics, Stanford University, Stanford, 
California 94305, USA.
e-mail: zoback@stanford.edu
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Figure 1 | Consequences of an intraplate earthquake. Yingxiu town, Wenchuan county, seen in the 
wake of the seismic events of 2008.

OCEANOGRAPHY

Century of phytoplankton change
David A. Siegel and Bryan A. Franz

Phytoplankton biomass is a crucial measure of the health of ocean 
ecosystems. An impressive synthesis of the relevant data, stretching back 
to more than 100 years ago, provides a connection with climate change. 

In 1865, Father Pietro Angelo Secchi was 
asked to map the clarity of the Mediter-
ranean Sea for the Papal navy. He invented 
the simplest of oceanographic instruments: 
a 20-centimetre-wide white disk that is low-
ered until the observer loses sight of it, and 
for nearly 100 years determinations of Secchi 
depth were a routine part of oceanographic 

observations1,2 (Fig. 1, overleaf). Secchi-depth 
determinations assess light penetration in 
the upper ocean, and can be related to phy-
toplankton abundance. Along with measure-
ments of the upper-ocean concentration of 
chlorophyll, which is found in all phytoplank-
ton, Secchi-disk depths provide the only data 
available for assessing changes in the global 

ocean biosphere over the past century. 
Boyce et al.3 (page 591 of this issue) have 

revisited those data, and have synthesized all 
available information to assess changes in phy-
toplankton biomass on decadal to centennial 
timescales, and over regional to global spatial 
scales. Taking great care, they created time 
series of phytoplankton biomass in the pelagic 
ocean, quantified as surface chlorophyll con-
centrations. They find a strong correspondence 
between this chlorophyll record and changes in 
both leading climate indices and ocean thermal 
conditions. They also show statistically signifi-
cant long-term decreases in chlorophyll con-
centrations for eight of the ten ocean basins, 
and for the global aggregate. 

Boyce and colleagues’ findings are consist-
ent with analyses of satellite observations of 
ocean colour, in which decreases in indices of 
phytoplankton productivity are mirrored by 
increases in ocean warming4–6. Satellite ocean-
colour observations sample the entire globe 
within two days. In fact, in less than 30 sec-
onds, the Sea-viewing Wide Field-of-view 
Sensor (SeaWiFS) makes nearly half a million 
independent observations — equivalent to the 
entire historical record synthesized by Boyce 
and colleagues. But high-quality, global satel-
lite observations of the ocean biosphere have 
been available for little more than a decade — 
too short a time to quantify and understand the 
causes of long-term trends7. 

The analyses of Boyce et al. document the 
historical record. Looking into the future, 
however, satellite measurements will be the 
main source of data for assessing change in 
pelagic ecosystems. The principle is simple 
— the colour of the ‘water-leaving’ sunlight 
is used to determine chlorophyll concentra-
tions. Turning that principle into practice is 
not simple.

First, satellites measure the reflected sun-
light at the top of the atmosphere, and, typi-
cally, fewer than 10% of the photons detected 
relate to the oceans’ water-leaving signal. 
Hence an atmospheric correction is required 
to quantify a much smaller ocean-colour  
signal8. Furthermore, the measurements must 
be accurate and stable enough to assess change 
over inter-annual timescales9. This requires 
both the on-orbit assessment of alterations in 
sensor characteristics over time, and a proce-
dure to provide absolute sensor calibration8–10. 
Finally, a bio-optical model is needed to con-
vert the remote assessments of ocean colour 
to oceanographically relevant quantities11, 
along with field observations to validate the 
satellite results. Thus, many interdependent 
components are required to create satellite  
observations of ocean colour that will be useful 
in assessing the response of ocean ecosystems 
to climate change. 

Another consideration is that satellite mis-
sions planned at present have lifespans of only 
about five years, so establishing a multi-dec-
adal time series of observations requires data 
from several missions. Unlike the Secchi disk, 
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the performance of spaceborne radiometers 
degrades with time, and the sensors often dif-
fer in design and performance from mission 
to mission. To ensure that geophysical changes 
are not confounded by instrumental changes 
and/or mission transitions, ocean-colour time 
series must be continuously monitored and 
periodically updated through reprocessing of 
the entire data record. 

A prime example is the most recent reproc-
essing of the ocean-colour data sets provided 
by SeaWiFS and by the Moderate Resolution 
Imaging Spectroradiometer on Aqua (MODIS-
Aqua). Advances in instrument calibration 
and improved atmospheric correction and 
bio-optical models, coupled with an unprec-
edented attention to processing consistency, 
reduced the discrepancy between the two mis-
sions for deep-water, global mean chlorophyll 
concentrations from 12% to less than 2% over 
their common mission times12.  

Characterization of the changes and func-
tions of pelagic ecosystems, however, requires 
more than just a measurement of changes in 
the chlorophyll concentration. An advan-
tage of multispectral satellite ocean-colour 
measurements is that distributions of other 
optically active constituents can all be deter-
mined9,13–16. Examples are the concentrations 
of coloured dissolved and particulate organic 
matter, particle-size spectra, and phytoplank-
ton physiological status based on remote sens-
ing of ocean-fluorescence properties. A better 
understanding of the nature of climate-change 
impacts on the ocean biosphere will result from 
an assessment based on this broader suite of 
parameters.  

Boyce et al.3 make a sorely needed contribu-
tion to our knowledge of historical changes in 
the ocean biosphere. Their identification of a 

Figure 1 | The simplest of all oceanographic 
instruments. In this photograph, from 1949, 
a Secchi disk is being lowered into the sea to 
measure water transparency.

future ability to assess these changes is also 
in jeopardy. In the United States, a National 
Research Council study is under way to assess 
issues concerning sustained satellite ocean-col-
our observations17. Improving the long-term 
understanding of changes in pelagic ecosys-
tems, initiated by Boyce et al.3, will depend on 
the resolution of these issues.   ■
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connection between long-term global declines 
in phytoplankton biomass and increasing 
ocean temperatures does not portend well for 
pelagic ecosystems in a world that is likely to 
be warmer — phytoplankton productivity is 
the base of the food web, and all life in the sea 
depends on it.  

Unfortunately, owing to the costs and com-
plexity of satellite ocean-colour systems and 
competing priorities for science funding, our 

METABOLISM 

Tick, tock, a β-cell clock
Katja A. Lamia and Ronald M. Evans

The daily light–dark cycle affects many aspects of normal physiology 
through the activity of circadian clocks. It emerges that the pancreas has a 
clock of its own, which responds to energy fluctuations.

The pancreas is a mosaic organ: its different 
cell types regulate sugar and fat metabolism 
through controlled production of digestive 
enzymes and hormones in response to food 
and physiological demand. To maintain 
normal blood glucose levels after a meal, 
for instance, β-cells in pancreatic islets pro-
duce insulin, which then stimulates glucose 
uptake and storage by the muscle and fat cells, 
and stops glucose production and secretion 
by the liver. It is increasingly being appreci-
ated that circadian clocks — sets of genes 
through which organisms keep track of time 

— regulate these processes. But exactly how 
they function is not known. On page 627 of 
this issue, Marcheva et al.1 report that pancre-
atic islets have a circadian clock that regulates 
insulin secretion, and that disruption of this 
clock causes greatly increased blood glucose 
due to impaired insulin secretion, a hallmark 
of diabetes. 

Circadian biological phenomena — from 
the daily movements of plant leaves to human 
sleep–wake cycles — have been recognized 
for centuries, but their underlying physical 
and biochemical mechanisms have remained 

mysterious. In 1972, a study2 demonstrated 
that a brain region in the hypothalamus called 
the suprachiasmatic nucleus, which sits just 
above the optic nerves, is required for daily 
rhythms in animal behaviour. This established 
a physical location for the generation of rhyth-
mic behaviour in mammals. The suprachias-
matic nucleus receives light signals through the 
optic nerves, and so uses daylight cues to set 
the clock time and to couple light–dark transi-
tions to behavioural outputs. 

Subsequent genetic studies identified sev-
eral genes that mediate rhythmic behaviour. 
Biochemical investigation of the proteins 
expressed by these genes led to the current 
model of the mammalian circadian clock. This 
clock is a molecular oscillator based on a nega-
tive-feedback loop in which the transcription 
factors CLOCK (or the related protein NPAS2) 
and BMAL1 work together to drive the expres-
sion of many genes, including those encoding 
their own inhibitors — the period (PER1, PER2 
and PER3) and the cryptochrome (CRY1 and 
CRY2) proteins3.
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Bringing the noise
Chetan Nayak

Noise is usually viewed as the bane of measurements. But a neat experiment 
has confirmed a long-standing prediction for an exotic electronic state of 
matter through the increase of noise in charge transmission.

On page 585 of this issue, Bid et al.1 report the 
observation of neutral particles propagating 
upstream along the edge of certain fractional 
quantum Hall systems — exotic electronic 
phases of matter that belong to the larger fam-
ily of topologically ordered systems. The result 
confirms a never-before-verified theoretical 
prediction and has possible implications for 
quantum computation.

In a topologically ordered system2, or 

topological phase of matter, the long-dis-
tance, low-frequency properties of the system 
are immune to local perturbations. A subset 
of these exotic systems, termed non-Abelian 
topological phases, are those in which a col-
lection of the system’s particle-like excitations, 
called quasiparticles, has many states with the 
same energy. (If there is a unique state, the top-
ological order is said to be Abelian.) Braiding 
these quasiparticles — that is, winding their 

Surprisingly, it emerged later that fruitflies 
have circadian clocks not only in the brain, 
but also in every cell4. Moreover, studies in 
mice showed that many mammalian organs 
harbour circadian clocks5. The question was: 
do clocks outside the suprachiasmatic nucleus 
have physiological roles?

Two sets of findings suggested that mam-
malian clocks outside the brain participate 
in metabolic regulation. First, expression of 
enzymes, transporters and receptors that regu-
late metabolism fluctuate robustly throughout 
the day6. Second — and unexpectedly — cir-
cadian clocks outside the suprachiasmatic 
nucleus are adjusted on the basis of feeding 
time rather than the light–dark schedule7,8. 
For example, the cellular energy sensor AMPK 
controls the stability of cryptochromes and 
may contribute to nutrient entrainment of the 
clock in the liver9.

General disruption of clock genes pro-
foundly affects both locomotor activity and 
feeding behaviour, and so may indirectly alter 
metabolism. This problem can be overcome 
by organ-specific inactivation of genes such as 
Bmal1, which leaves general behavioural pat-
terns intact. ‘Conditional’ ablation of Bmal1 
in this way demonstrated a role for retinal 
circadian clocks in visual perception10 and 
for liver circadian clocks in glucose regula-
tion11. Notably, liver-specific ablation of Bmal1 
caused lowered blood glucose levels only dur-
ing the times of day when mice naturally fast. 
This observation supports a role for mamma-
lian circadian clocks outside the brain in pre-
dicting recurrent daily changes in metabolic 
demand — in this case11 leading to increased 
glucose production by the liver during times 
of expected fasting. 

Despite these advances, many questions 
remain about the function of various circa-
dian clocks. For instance, although disruption 
of Bmal1 — either in all cells or specifically in 
the liver — alters metabolism, the effects are 
mild and, depending on the nature of disrup-
tion, metabolic outcomes differ. Do clocks in 
other organs counteract some of the effects of 
the liver clock?

Marcheva et al.1 show that the mouse pan-
creas also harbours a functional circadian 
clock, with individual pancreatic islets having 
robust clock function even when outside their 
normal tissue environment. The islet clock 
seems to consist of the same components as 
other mammalian circadian clocks, and drives 
rhythmic expression of genes involved in insu-
lin sensing, glucose sensing, and islet growth 
and development. These clocks are therefore 
crucial for the specific metabolic needs and 
functions of islet cells (Fig. 1). 

The authors1 find that, compared with nor-
mal mice, mice in which circadian-clock func-
tion is generally disrupted produce less insulin, 
both under resting conditions and after a shot 
of glucose. Moreover, these animals’ pancreatic 
islets are smaller and less adept at insulin pro-
duction than are those of normal mice. These 

results indicate that the islet clock directly 
regulates insulin production. But is reduced 
insulin secretion due to a loss of the islet clock 
specifically, or to indirect mechanisms associ-
ated with the loss of other circadian clocks? To 
answer this question, Marcheva et al. specifi-
cally disrupted the circadian clock in the pan-
creas by ablating Bmal1 there. They note that 
the resulting mice have profoundly elevated 
levels of blood glucose under resting condi-
tions, as well as impaired insulin secretion in 
response to a dose of glucose. 

Marcheva and co-workers’ observations 
should put to rest any doubts as to whether 

Figure 1 | Going by the local clock. In response 
to the daily light–dark cycle, the clock in the 
suprachiasmatic nucleus of the brain regulates 
metabolism by affecting rhythmic behaviour 
such as feeding. Marcheva et al.1 show that the 
pancreas also has a local clock, which directly 
affects insulin secretion in response to high 
blood glucose levels.  

CLOCK and BMAL1 have crucial roles in 
the regulation of metabolism, independently 
of their roles in controlling behaviour. They 
also provide further evidence for the idea that 
mammalian circadian clocks outside the brain 
enable animals to synchronize physiological 
processes with recurring, and therefore pre-
dictable, changes in metabolic demand.

One enduring difficulty in the study of cir-
cadian clocks’ role in metabolism is whether 
disruption of CLOCK and BMAL1 leads 
to metabolic defects by affecting circadian 
rhythms or through activities unrelated to 
their clock function. Answering this question 
will require a technical breakthrough — for 
example, a small-molecule clock inhibitor — 
enabling selective disruption of clock function 
without ablating CLOCK or BMAL1 proteins 
entirely. Regardless of these semantic details, 
by linking CLOCK and BMAL1 activity to 
insulin production, Marcheva and co-workers’ 
data hint at a potential alternative strategy for 
the treatment of diabetes, through enhancing 
the activity of these proteins. ■
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trajectories around one another to form a 
braid — causes these states to be rotated into 
each other in a way that depends only on the 
topological class of the braid and the particular 
form of topological order that is manifested in 
the phase. Thus, quantum information that is 
stored in these states is automatically protected 
from local perturbations. This property is the 
basis for proposed architectures for topologi-
cal quantum computing3,4. But it also makes 
it very difficult to experimentally determine 
when a system is in a topological phase of 
matter and, if it is, which type of topological 
phase.

Fortunately, many topologically ordered 
systems have low-energy excited states that 
are confined to their boundaries5. These edge 
excitations can, in some topological phases, 
be particle-like in nature and are thus often 
called quasiparticles. They carry energy and 
may carry electrical charge. The topological 
properties of the bulk are imprinted on the 
dynamics of the edge excitations — an exam-
ple of a ‘holographic’ correspondence. Thus, 
experiments that probe electrical charge trans-
port along the edge can also shed some light 
on the braiding properties of quasiparticles 
in the bulk. However, the correspondence 
between bulk and edge is not one-to-one. The 
structure of the edge excitations depends not 
only on bulk properties but also on precisely 
how the edge of the system is engineered. As 
a general rule, the more sharply defined the 
edge of the system, the simpler the relation-
ship to the bulk6. But even in the case of wider 
edges, experiments probing the edge can help 
identify a bulk topological phase.

Many topological phases have been found 
in the fractional quantum Hall regime, in 
which electrons are trapped at a planar inter-
face or ‘quantum well’ in a semiconductor 
device and subjected to low temperatures 
and a strong magnetic field. They have been 
identified primarily by their Hall conduct-
ance, σ = ν e2/h, where e and h are the electrical 
charge of an electron and Planck’s constant, 
respectively, and ν is a fraction (hence, the 
name fractional quantum Hall effect). The 
Hall conductance, a topological property of 
the bulk and also a dynamical property of the 
edge, is the ratio between the electric current 
and the voltage drop at right angles to the cur-
rent; in a quantum Hall state in a large device 
there is no current parallel to the voltage drop, 
so the longitudinal conductance vanishes. 
When it has a constriction, or quantum point 
contact, the quantum Hall device is small at its 
narrowest point, and the electric current per-
pendicular to the voltage drop is suppressed 
from the quantized value that it assumes in 
a large device, whereas the current parallel 
to the voltage drop becomes non-zero. The 
dependence of the longitudinal electric cur-
rent on the temperature and applied voltage 
is an important probe of the edge excitations 
of a quantum Hall state5.

Even at fixed temperature and applied 

voltage, the electric current through a point 
contact fluctuates in time because it is due 
to a series of discrete events at which elec-
trical charge passes through the point con-
tact. Remarkably, the fluctuations, or noise, 
in the current are another probe of the edge 
excitations of a quantum Hall state7. In some 
temperature and voltage regimes, the noise is 
proportional to the average current through 
the point contact, and the ratio between the 
two gives a measure of the electrical charge 
of the quasiparticles responsible for carrying 
current. The fractional charge of quasipar-
ticles in the ν = 1/3 state was measured8,9 in 
this way.

There is broad agreement between experi-
mental observations and the theoretically pre-
dicted properties of edge excitations, although 
a few puzzles and discrepancies remain. In 
my opinion, these are due to overly simplis-
tic modelling of quantum point contacts and 
uncertainty about the sharpness of the edge, 
and they will disappear as we learn more about 
these devices. However, there is one crucial 
aspect of the theory of edge excitations that 
has not been experimentally confirmed. All 
fractional quantum Hall states must have at 
least one branch of edge excitations that prop-
agate in the direction prescribed by the mag-
netic field — ‘downstream’. But some states are 
also predicted to have one or more branches 
that propagate in the opposite direction — 
‘upstream’10. However, it has not, until now, 
been possible to directly observe the upstream 
excitations11.

In their study, Bid and colleagues1 have 
developed a novel method by which they could 
observe these upstream excitations through 
their effect on noise at a quantum point con-
tact. The authors excite neutral quasiparticles 
downstream from the point contact by run-
ning current from an external source down-
stream from the point contact to an external 
drain even further downstream. Because none 
of the injected current makes it to the point 
contact, this cannot affect the total average 
current through it. However, the electric cur-
rent creates neutral quasiparticles at the cur-
rent source and along the edge. If the neutral 
quasiparticles are counter-propagating, they 
will then move upstream to the point contact, 
where they will increase the current noise. Bid 
et al. find such an effect at those fractional 
quantum Hall states at which theory predicts 
neutral quasiparticles with an upstream mode 
of propagation, namely ν = 2/3, 3/5 and 5/2. 
They do not see such an effect at those values 
of ν at which theory predicts that all modes 
propagate downstream, such as ν = 2/5.

The authors’ observation of a counter-prop-
agating neutral mode for the ν = 5/2 state is 
particularly intriguing. Theoretical work12–14 
suggests that this state is non-Abelian in nature 
and, therefore, might provide a platform for 
topological quantum computation15. There 
is some indirect experimental evidence that 
the state is non-Abelian16. There is also one 

experiment17 that may, at ν = 5/2, have directly 
observed the effects of the peculiar statistics 
that non-Abelian quasiparticles obey, but 
more data are needed to unambiguously estab-
lish this result. There are two primary non-
Abelian candidate theories: the Moore–Read 
(MR) Pfaffian state12 and the anti-Pfaffian 
state18,19. Although they are very similar, they 
differ in several ways, including the nature of 
their edge quasiparticles. The anti-Pfaffian 
state will always have upstream neutral edge 
quasiparticles. The MR Pfaffian state can have 
upstream neutral edge quasiparticles in a wide 
edge but not in a sharply defined one20; it is 
not known whether the edge in Bid and col-
leagues’ experiments is wide enough to be in 
the former situation. The most plausible Abe-
lian candidate state does not have upstream 
modes. Thus, the observation of upstream 
modes at ν = 5/2 is indirect evidence that this 
state is non-Abelian.

It would be premature to conclude at this 
stage that the ν = 5/2 state is the anti-Pfaffian 
state. But if the sharpness of the edge can be 
more fully understood, and if the increase in 
noise can be made more quantitative, then an 
experiment of this type could even distinguish 
between these two non-Abelian candidates. 
Even without making this finer distinction, 
however, Bid and colleagues’ technique has 
already confirmed a key aspect of the theory 
of edge excitations of fractional quantum Hall 
states. It has also produced further independ-
ent evidence that the ν = 5/2 state is non-Abe-
lian, which would make it a candidate platform 
for fault-tolerant quantum computation. ■
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The four hundred years of planetary science
since Galileo and Kepler
Joseph A. Burns1

For 350 years after Galileo’s discoveries, ground-based telescopes and theoretical modelling furnished everything we knew
about the Sun’s planetary retinue. Over the past five decades, however, spacecraft visits to many targets transformed these
early notions, revealing the diversity of Solar System bodies and displaying active planetary processes at work. Violent
events have punctuated the histories of many planets and satellites, changing them substantially since their birth.
Contemporary knowledge has finally allowed testable models of the Solar System’s origin to be developed and potential
abodes for extraterrestrial life to be explored. Future planetary research should involve focused studies of selected targets,
including exoplanets.

O
ur ancestors’ first organized attempts to make sense of their
surroundings were observations of the night sky. Astronomy
is therefore considered to be the most ancient of all the
sciences. For the first nine-tenths of recorded history, and

long before, astronomy was concerned solely with positional measure-
ments of the planets—but for the occasional threatening omen, whether
eclipse, nova, comet or meteor shower. All else appeared static except for
those ‘wanderers’ that we now know to be the Earth’s siblings.

A quick start for planetary science

In the winter of 1609–1610, planets became much more than the few
luminous specks that drifted before the celestial backdrop. During
the preceding summer, and just weeks after learning about the Dutch
invention of a ‘spyglass’, Galileo Galilei constructed his own by
attaching concave and convex lenses at opposite ends of a metre-long
cardboard tube. On lifting an improved, but still primitive, telescope
heavenward, he beheld ‘‘the most beautiful and delightful sights…
matters of great interest for all observers of natural phenomena…
first, from their natural excellence; secondly, from their absolute
novelty...’’ as he excitedly exclaimed that March in Sidereus
Nuncius. This 24-sheet pamphlet announced several revolutionary
findings, such as the Earth-like nature of the Moon’s surface (Fig. 1a);
others came later in the same year. Galileo’s startling discoveries
provided pivotal support for Nicolaus Copernicus’s heliocentric
model (in 1543) of the Solar System1,2.

Throughout scientific history, observational findings and theoretical
advances have often marched hand-in-hand. It is thus most fitting that
astrophysics also began four centuries ago with Johannes Kepler’s
Astronomia Nova (1609; see Fig. 2a). Curiously, this anniversary
received considerably less attention than Galileo’s achievements during
the just-ended International Year of Astronomy. Perhaps observational
facts are favoured over theoretical constructs, or perhaps Galileo’s story,
culminating with his often-chronicled confrontation with the Church,
provides better copy.

Today, four centuries after these revolutionary masterworks, and
just fifty years after rockets were first launched towards a Solar
System neighbour, the Earth’s emissaries have explored every planet
designated by the International Astronomical Union. Of those clas-
sically known, all but Jupiter have been under recent surveillance by
our space probes. Meanwhile spacecraft swarm about the Earth

routinely taking the scientific pulse of our home planet’s surface,
atmosphere and magnetosphere. And the indefatigable Voyager
spacecraft, having reached the distant fringes of our Solar System,
are now slipping into interstellar space.

The time of telescopes

Galileo’s initial ‘observing runs’ recast essentially everything
previously believed about our cosmic neighbourhood. By that high
standard, subsequent progress in astronomy over the next three-and-
a-half centuries proceeded sluggishly indeed. Advances usually arose
as a direct consequence of improved telescopes or their attached
instruments1. During this period, various Solar System bodies were
identified at an accelerating rate, and their mechanical properties (for
example, orbits, sizes and rotations) and photometric (brightness)
characteristics were refined3. But their chemical and physical attri-
butes (for example, composition and atmospheric conditions)
remained obscure until the last third of the twentieth century.

Increasingly precise positional measurements of Solar System
bodies—which, until 1717, were the only celestial targets noted to
move—stimulated mathematicians throughout the seventeenth,
eighteenth and early nineteenth centuries, culminating in the elegant
dynamical theories of Lagrange and Laplace2. This work was primarily
motivated by its usefulness in determining longitudes for maritime
navigation. As remarkable as this may seem today, astronomy has
across much of history been the most practical and financially reward-
ing of all the physical sciences2. Moreover, if astronomy were once again
to include astrology (ever-lucrative), this would still be true today.

Solar System discoveries steadily accumulated in the seventeenth
and eighteenth centuries, with five Saturnian moons found between
1655 and 1684. Well before this time, Tycho Brahe established
(through visual observations) that comets were celestial bodies and
not atmospheric phenomena. Edmond Halley’s orbital calculations
(in 1682) of his eponymous comet demonstrated that one of these
previously mysterious interlopers periodically visited the Earth’s
neighbourhood on its 75-year stroll about the Sun. More signifi-
cantly, this analysis dramatically demonstrated the predictive power
of the Newtonian world view.

In the late eighteenth century William Herschel sighted four addi-
tional satellites. Of much greater consequence, in 1781 this amateur
chanced upon Uranus while systematically scrutinizing the sky visible

1Department of Astronomy and College of Engineering, 328 Space Sciences Building, Cornell University, Ithaca, New York 14853-6801, USA.
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Figure 2 | Dynamical studies complement the Solar System’s exploration
by spacecraft. a, With this diagram from Astronomia Nova (1609),
Johannes Kepler demonstrated how Mars’ position, as observed from the
Earth, changes when both planets trace elliptical orbits. Published just before
Galileo’s landmark observations, Kepler’s book announced equally
revolutionary findings, namely two laws governing planetary motion:
planets move along ellipses about the Sun, and their paths sweep out equal
areas in equal times. b, This smoothed-particle-hydrodynamics simulation
(reprinted from figure 9 in ref. 63 with permission from Elsevier) shows four
time-steps in the emplacement of a disk after a Mars-mass impactor strikes
the proto-Earth at slightly above mutual escape speed. This generates a disk
of about 1.3 lunar masses that is almost devoid of iron and baked free of
volatiles, and that has the angular momentum of the present Earth–Moon

system. The colour scale indicates temperatures in degrees kelvin. By
permitting celestial simulations that test how various complex scenarios
evolve, enormous enhancements in computer speed and memory have been
midwives to the current renaissance in celestial mechanics71–73, which began
as the Space Age opened. Through such numerical ‘experiments’, computers
have become astronomy’s primary ‘laboratory’, enabling theoreticians to
explore better how the Solar System’s extant structure came to be.
Consequently we currently understand how orbits and spins tidally evolve,
how meteorites are delivered to the Earth, where comets originate, what
imprints the intricate morphologies of planetary rings, and so on. The
influence of theoretical studies on present understanding of the Solar
System’s formation and operation matches that of spacecraft exploration
and telescopic surveys.

a b

Figure 1 | The ‘magnificent desolation’ of the Earth’s Moon. a, Galileo’s
wash drawings (of 1610) portray our Moon as possessing a ‘‘rough and
uneven’’ surface that, ‘‘just like the face of the Earth itself, is everywhere full
of vast protuberances, deep chasms, and sinuosities’’. b, Harrison Schmitt,
the only scientifically trained astronaut, works alongside the Lunar Rover
with Family Mountain behind and Shorty Crater to the right (NASA image
AS17-137-21011). When Apollo 17 lifted off the Moon 38 years ago, manned
lunar exploration abruptly ceased. Lunar exploration in the 1960s provided
major scientific findings70, including a wealth of geology41 and laboratory
cosmochemistry40; the latter prompted new models of the Moon’s origin62

(see Fig. 2 and ref. 63) and still underpin our understanding of truly giant

impacts, which can destroy some planets but also create others61. Equally
importantly, the lunar programme developed and refined the crucial
infrastructure of launch, guidance, telemetry and navigation. The
technologies that took astronauts to the Moon became our stepping-stones
into deep space, where innovative mission designs (such as gravity-assists,
orbital manoeuvres and sensitive communication protocols) were devised to
ensure that spacecraft could operate for decades in hostile environments.
More vigorous lunar studies since 2007 have found the Moon to be less dry
than once believed, making human colonization more plausible. This has re-
ignited heated political and scientific debate about the pace and value of
human exploration of the Solar System.
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from his backyard for close stellar pairs. This unexpected detection of
a planet not visible to the naked eye effectively doubled the Solar
System’s size and toppled the belief that the nearby Universe (at least)
was charted territory.

Astronomy changed profoundly in the nineteenth century. The first
invisible (infrared and ultraviolet) radiations were sensed in 1800 and
1801. In the same period Ceres, the first-discovered asteroid, was spied
and turned out to be located precisely where the empirical Titius–Bode
law (of 1772) predicted that the missing fifth planet should reside.
Once meteorites were demonstrated to have a cosmic origin, chemists
began to analyse extraterrestrial materials2. By correctly inferring the
cause of Uranus’s orbital irregularities, celestial mechanicians guided
observers to Neptune (in 1846), now classified as our Sun’s eighth and
final planet (Pluto is categorized as a ‘dwarf’ planet).

Several mid-nineteenth-century developments—the long-sought
detection of stellar parallax, and the inventions of spectroscopy and
photography—transformed the practice of, and the results derivable
from, telescopic observations. These redirected astronomical attention
from the planets to the much more distant stars. This trend accelerated
during the early twentieth century, when modern advances trans-
formed astronomy into astrophysics, the physics of heavenly bodies.
With stellar and galactic studies so attractive, the investigation of
planets and moons slipped into relative obscurity. According to con-
ventional wisdom2, the professional status of planetary research
plummeted primarily in reaction to Percival Lowell’s aggressive pro-
motion of possible intelligent life on Mars, but recent scholarship
questions this historical interpretation4. Planetary science’s stature
improved when two influential texts5,6 appeared in mid-century.

Ground-based astronomical studies dominated our understand-
ing of the planets until the mid-1960s. Even twenty years later, ter-
restrial telescopes remained the principal tool for investigating many
Solar System targets. And today, observational surveys of comets and
asteroids have arguably contributed as much to our understanding of
these classes as do infrequent spacecraft fly-bys.

Planetary observations redefined
Planetary exploration is quite unusual in the history of science: a
subject that was born almost instantaneously when an esoteric
research speciality was abruptly elevated to prominence by events
far beyond its control (Box 1). During the Space Race, the American
and Soviet governments funded planetary science to demonstrate
military prowess and to enhance national prestige7–9. Many citizens,
including scientists, were simply captivated by ‘‘the irreducible wonder
and allure of exploring other worlds’’7. Meanwhile, the industrial
sector was motivated instead by profit and technological challenge.

The Earth’s atmosphere absorbs many forms of electromagnetic
radiation, and its turbulence blurs resolution across wide swathes of
the spectrum. Accordingly, simply moving instruments into space
permits sharper images across all wavelengths. Moreover, the Solar
System differs from more remote astronomical targets in actually
being reachable by interplanetary vehicles, whose small telescopes
can enlarge what had been pinpoints of light into marvellous worlds
worthy of exploration in their own right. For typical orbiting instru-
ments at Mars and Saturn, resolution improves by ,105 and 106,
respectively, so that the number of pixels on a scene is ,1010 and 1012

greater. ‘Being there’ additionally opens up the possibility of landing
on a surface, chipping away at selected rocks, sniffing the atmosphere,
and—especially—finding the unexpected. Physical samples of extra-
terrestrial materials can then be delivered to well-equipped terrestrial
laboratories, where mineralogy and isotopic composition can be
analysed in detail. The advantages of space missions for planetary
exploration are aptly illustrated by how the Cassini spacecraft’s
observations have improved our knowledge of Titan (see Fig. 3).

Steps into space
Few citizens today realize how poorly known the Solar System’s
members, including the Earth, were before the space era. Simply

put, astonishingly few facts were available. Consider the following
evidence: as late as 1966, reputable scientists argued over whether
vegetation might cover Mars10. Ten years before, scientific opinion
was split on whether Venus was covered by a desert, a swamp or an
ocean10. Lunar craters, the only such structures observed in the Solar
System but for a handful of terrestrial examples, were believed to be
volcanoes until 1950 (ref. 2). Natural satellites were considered to be
dead chunks of rock or ice…dull, dull, dull. Findings from space
missions have radically altered the Solar System that our children
know: ‘‘it isn’t Kansas anymore,’’ to paraphrase Dorothy in The
Wizard of Oz.

The exploration of the Earth’s neighbours proceeded at a blitzkrieg
pace shortly after Sputnik’s 1957 launch. Within six months, the
Earth’s radiation belts—the first space-age surprise—were identified.
In January 1959, Luna 1 escaped the Earth’s gravity altogether and
skimmed past the Moon, discovering the solar wind along the way.
By mid-September Luna 2 had crashed into the Moon. Only three
weeks afterwards Luna 3 transmitted grainy photographs of the
heavily cratered lunar far side. In 1962, Mariner 2’s fly-by of
Venus, the first successful planetary encounter, measured that
planet’s searing heat. Thirty months later Mariner 4 viewed a
bombarded, uncharacteristically bland region of Mars.

During the late 1960s and 1970s, when my career was beginning11,
a new expedition to inner Solar System destinations seemed to depart
every few months (Box 2). The Earth’s Moon was a primary target
(Fig. 1). I became addicted to space exploration by the gradual and
seductive disrobing of all the inner planets—Mercury (the three
Mariner-10 fly-bys in 1974–75); Venus (Mariners 5 and 10,
Pioneer Venus in 1978, the productive Venera and Vega series, and
the radar-revealing Magellan); and Mars (Mariners 6 and 7, the
revolutionary Mariner 9 in 1971, and finally the Viking landers that
sought life during the mid-1970s)2.

Box 1 jSociology

In 1958, shortly after deciding to embark on the sustained scientific
exploration of the Solar System, NASA ‘‘looked around for … people to
do the science and found nobody.’’77. Thus NASA had to ‘‘cajole … and
provide enormous incentives for people to… work on planetary
science.’’77. This strategy succeeded: many students and young
researchers, including me11, were lured to Solar System exploration in
the 1960s. But it was scientific excitement and the ‘future’ that
attracted us, not money. Concurrently NASA enticed universities to
establish planetary science departments by constructing buildings and
funding faculty, ‘soft-money’ scholars (researchers supported solely
by government funding) and students. As a planetary historian
observed2, the American space programme galvanized the field of
planetary astronomy, revitalized it and reformed it. Other Western-
bloc nations soon joined the parade.

Because planetary science amalgamated bits of knowledge from
several traditional disciplines, it started without professional homes in
scientific organizations, academic departments or journals. In the USA,
both the American Astronomical Society and the American
Geophysical Union vied to represent the discipline. Responding to a
persuasive group of planetary leaders, in 1969 the American
Astronomical Society spun off its first sub-speciality79 in part to
accommodate this ‘‘young community of irreverent and promiscuously
interdisciplinary scientists.’’79. Nowadays, the Division for Planetary
Sciences with fifteen hundred members is by far the American
Astronomical Society’s largest, most active and most independent
section.

Once planetary measurements had been obtained close-up from
space platforms, in addition to ground-based observatories, Solar
System science expanded from traditional astronomical techniques,
such as photometry and spectroscopy, into descriptive and messy
scientific specialties like meteorology, geology and occasionally even
biology. This transformation demanded new publication outlets, and
several journals (for example, Icarus) emerged to serve this
burgeoning, multi-disciplinary field.
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But, by thirty-five years ago, humankind’s heady rush into space
had slowed. The USA abandoned the Moon in the early seventies
(Fig. 1), and few American planetary missions were being approved.
In this same period, the Soviet exploration programme experienced a
string of mishaps, and thus lost funds and influence. Fortunately,
with their launches in 1977, the American Voyager spacecraft were
already speeding along their ambitious ‘Grand Tour’: first, both
spacecraft visited Jupiter in 1979 (Fig. 4), then Saturn in 1980 and

1981; Voyager 2 ventured past Uranus in 1986 and met its Neptune
appointment (Fig. 5) three years later. During an otherwise unexcit-
ing period, humanity’s space programme was sustained by these
inspirational flights, and many of today’s leaders in Solar System
exploration matured as scientists involved in these missions.

Throughout the 1980s, but for Voyager’s triumphs, the US explora-
tion programme languished: the Reagan administration considered
eliminating all planetary research, missions failed or were cancelled,
and the Challenger disaster reduced launch capability and repro-
grammed funding. In the mid-1990s, the Discovery programme—a
continuing line of smaller, more focused missions—partially resusci-
tated planetary science. These flights have performed diverse investi-
gations of the inner Solar System, emphasizing small bodies and the
Moon, and also sought exoplanets12. However, missions under
NASA’s mantra of ‘faster, better, cheaper’ unfortunately rarely ful-
filled all three adjectives simultaneously.

Flagship missions (Galileo to Jupiter in 1989 and Cassini-Huygens
to Saturn in 1997) were dispatched to furnish extended follow-up
observations to Voyager’s reconnaissance of the gas giants and their
environs. In extraordinary engineering triumphs, the Galileo space-
craft dropped an atmospheric probe through about ten bars of Jovian
gases13, and the Huygens capsule parachuted safely to a soft landing
on Titan’s surface (Fig. 3) to return an hour’s scientific measure-
ments14. Despite a jammed antenna that stanched data transmissions,
the Galileo spacecraft returned astonishing images that concentrated
on Io’s volcanoes and Europa’s cracked ice shell13. Currently at the
start of its seventh year, Cassini is circling arguably the most beautiful
planet (Saturn) (see Fig. 6) and the most interesting system. Titan14

(see Fig. 3) has been disclosed as a remarkable world in many respects
and the rings as local dynamical archetypes of astrophysical disks15,16.

The mid-1990s also witnessed a major redirection of planetary
science, and much of NASA’s astronomy portfolio, towards the study
of origins. Several new findings fuelled this rebirth: the discovery17,18

of increasingly common exoplanets12,19, many in multiple systems;
the then-plausible (but now discredited) identification of fossil life
forms in the Martian meteorite ALH84001 (ref. 20); and the realiza-
tion that terrestrial life could survive, and perhaps even arise, in

a

b

Figure 3 | Titan: a new world is uncovered by space missions. a, Using his
newly built, state-of-the-art telescope, in 1655 Huygens drew Jupiter (right)
and Saturn (left) in order to contrast Jupiter’s satellite system with the
apparent absence of moons about Saturn; two nights later he sighted Titan.
b, Following this discovery, the next milestone was Kuiper’s 1944 identification
of a methane atmosphere2. But this now-most-intriguing satellite remained
basically a fuzzy orange ball to Earth-bound observers until the brief Voyager-1
fly-by25 indicated that Titan had a thick smog-filled atmosphere topped by rich
organic hazes, and that atmospheric conditions might prompt methane rain to
fall14,25,30. After Cassini’s more than seventy close overflights of this moon, a
complex and arresting world has been revealed14. Examinations of the
satellite’s surface with radar, and through infrared and visual windows, have

glimpsed a geologist’s delight: globe-girdling, hydrocarbon sand dunes,
apparent dendritic valley systems and regional-scale methane lakes. Subdued
surface relief and few craters, each markers of a youthful surface, signal active
land erosion. The European Space Agency’s Huygens probe, while parachuting
through the dense atmosphere to a landing on methane-rich plains sprinkled
with assorted ice boulders, snapped this image of river-valley networks
debouching into dark smooth basins (mosaic prepared by R. Pascal and
reproduced with permission). Meanwhile, plasma, gravity and magnetic field
observations14 suggest that Titan has an internal, liquid water–ammonia
ocean. None of these discoveries—which show the real satellite to be as
fantastic as those Titans imagined by science fiction authors—could have been
achieved from the ground or from Earth orbit.

Box 2 j Early missions

Planetary science rapidly developed into a socially cohesive discipline
with fiercely loyal practitioners. Among reasons, the nature of the
planetary missions that furnish the fundamental results was key.
Especially for the early space missions, the selected scientific teams
often lasted decades and required long hours together to determine
priorities, to devise observational strategies, then to retrieve the data
and, finally, to sort out interpretations. By demanding an individual’s
undivided devotion, missions created tightly knit, elite cadres.
Considering the long hours toiling in isolation towards ‘sacred’ goals
and the scarcity of female planetary scientists early on, team
membership somewhat resembled a monastic calling. Grand
celebrations accompanied the launches and encounters of space
missions, producing camaraderie not often matched elsewhere in the
sciences.

During these years, many of us were surely driven by the flood of
surprising findings as well as by ambition and competition. But, best of
all, we felt part of something bigger than ourselves: the exhilarating
exploration of our corner of the Universe11. This phalanx of dedicated
explorers, many of us in our twenties when the program started in
earnest, have reached their sixties and seventies, or are no longer alive.
After a glorious half-century during which the Solar System was
disclosed, the torch is passing to a new generation.

The dominance of large flagship teams in planetary science has,
however, changed. Nowadays, the typical ‘soft-money’ planetary
scientist is usually supported by numerous small grants, rather than a
single huge fund. This requires more ‘overhead’: writing proposals,
reviewing them, sitting on selection panels and choosing directions.
Surely this is more democratic, but sadly it is much less efficient.
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extreme environments. Questions of planetary origins, and life itself,
began to be addressed with vigour and funding. Astrobiology, helped
in part by finally having a name, became an accepted scientific dis-
cipline21. In short order, NASA’s planetary budget blossomed and
was divided roughly equally between Mars and other targets.

Nations other than the USA and the USSR have also ventured into
the cosmos. An international armada, including the inaugural mis-
sions from Europe (the European Space Agency) and Japan, greeted
Halley’s comet in 1986. During the last few years, the European Space
Agency, India, China and Japan joined America to drop in on the
Earth’s satellite, signalling a worldwide resurgence of interest in the
Moon (Fig. 1).

Ground-based and Earth-orbiting telescopes today supplement
space missions and are contributing relatively more to planetary science
than they had twenty years ago. Large telescopes combine adaptive
optics with sensitive detectors and powerful computers. These sighted
the first Kuiper belt object (besides Pluto) in 1992 (ref. 22), and have
continued the census of these intriguing bodies. Moreover, high-
quality, yet low-cost, systems permit amateurs and small academic
observatories to supply valuable data for comprehensive surveys and
the systematic monitoring of selected targets. Our improved inventory
of the Solar System’s inhabitants now includes additional classes of
celestial objects (for example, binary asteroids and trans-Neptunian
objects23 (including Kuiper belt objects, the scattered disk and Oort-
cloud comets24), comet/asteroid transition objects24, irregular satellites
and families within various groups).

Insights into planets and origins
Among the findings about our celestial neighbourhood during the
Space Age, I have five favourite areas: (1) our modern understanding
of the Solar System’s constituents; (2) the vigorous activity of many
planets and satellites; (3) astrobiology; (4) the Solar System’s origin;
and (5) other planetary worlds.
An informed census of the Solar System’s inhabitants. Figures 5, 6,
7 and 8 illustrate how several planets (Neptune, Saturn25,26, Venus27

and Mars28,29, respectively) are perceived today compared to when
Sputnik was launched. Now I mention some revised perspectives
about satellites and small bodies.

The exploration of natural satellites13,14,26,30 by space missions has
revealed them also to be distinctive worlds. The Earth’s Moon (Fig. 1)
was, of course, the first extraterrestrial destination to be scrutinized,
initially by the kamikaze Rangers and instrumented orbiters, then
with landers and eventually humans. Today unmanned sentries have
returned to improve human understanding of the Earth’s celestial
neighbour, perhaps as a prelude to a more intensive human explora-
tion programme. As captured in images that are emblematic of
space’s desolate beauty, the Moon—though undoubtedly alien—
was no surprise: a heavily cratered, inert world. Other satellites were
naturally expected to be similar, with smaller moons even less inter-
esting. However, Mars’ Phobos, the next satellite target, was truly
otherworldly, a 25-kilometre-long potato crisscrossed with grooves
and global-scale craters31. With more surface area per unit volume,
small bodies should cool faster than large ones and should accord-
ingly be dead and boring. But spacecraft visits have found many of the
supposedly cold bodies in the outer Solar System to be surprisingly
active (Figs 3 and 4).

Numerous, relatively diminutive Solar System bodies (asteroids,
comets, meteoroids, and so on) have been examined by telescope,
and a few visited by spacecraft. Asteroids—previously considered to
be inert chunks of rock that do little more than occasionally collide
with one another—are instead ephemeral rubble piles: the Yarkovsky
effect32,33 inexorably modifies the orbits and spins of the smaller
bodies, occasionally generating binaries through tidal and centrifugal
break-up. Comets are not dirty snowballs but icy dirtballs34, black-
ened by tarry organics24. Surprisingly, grains within these visitors
from the coldest reaches of space have experienced greatly elevated
temperatures at some time35.

The frigid fringe of our Solar System contains a fascinating
menagerie—small to large bodies; some primitive, others melted; and
tribes of different colours and orbital patterns—all tossed together as

ba

Figure 4 | Jupiter’s Galilean satellites and other moons of the giant
planets. a, Galileo’s graphical chronicle shows three configurations of his
‘‘Medicean planets’’ in January 1610. The Tuscan physicist reported ‘‘that
which will excite the greatest astonishment by far’’: four satellites ‘‘wander
around Jupiter as does the Moon around the Earth, while all together trace
out a grand revolution about the Sun in the space of twelve years’’; he thus
overturned the idea that the Earth was the centre of all celestial motion. b, Io,
Jupiter’s innermost Galilean satellite, floats in front of the planet’s
tumultuous atmosphere, to the right of the Great Red Spot and its own
shadow. (Cassini image PIA02860, resolution ,100 km, NASA/JPL/SSI).
During Voyager-1’s flight past Jupiter, most planetary experts were stunned
when Io displayed towering sulphuric volcanic plumes, with activity

dwarfing the Earth’s74. The other Galilean satellites of Jupiter, each roughly
Moon-sized, are dramatically distinctive13,25: Europa is neatly encased in a
thin, cracked ice shell overlying its global ocean; Ganymede exhibits
geological complexity and a magnetic field, indicating a liquid interior;
outermost and sombre Callisto is densely pocked with craters. Saturn’s
celebrities26 include two-faced Iapetus75, Titan14 (see Fig. 3), and Enceladus76;
improbably, the latter satellite, which should be inconsequential given its
tiny size, spews jets of water vapour into space. Neptune’s Triton somehow
fuels geysers that squirt from fissures in its frozen cantaloupe-like skin. A
planetary geologist has claimed that Uranus’ Miranda, with its patched-quilt
surface, is ‘‘all the strange places rolled into one’’77. In sum, satellites are
astonishingly active and as fascinating as are the planets.
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the Solar System assembled aeons ago. Kuiper belt objects23, excluding
Pluto, were unknown two decades ago but today more than a thousand
of these distant, large, icy bodies are being tracked. They present a local
population the radial span and orbital architecture of which resemble
the debris disks exterior to recently born stars36. This region houses at
least three dwarf planets (Haumea, Eris and Makemake) besides the
demoted dwarf planet Pluto, which is currently recognized as being
even less distinguished among the trans-Neptunian objects than
Ceres is among asteroids.

The final outcome of humankind’s exploration of the Solar System
has been to recognize our Earth as a planet. The iconic Apollo image
of Earthrise over the Moon changed everyone’s view of our watery

blue marble, sparking the global ecological movement of the 1970s.
Our habitat is not isolated from space. Instead, our cosmic surround-
ings profoundly affect us. Violent collisions by asteroids and comets
have demonstrably punctuated life aboard our planet over and over,
and will yet again.
A changing and often violent Solar System. As the space era opened,
heavenly motions were thought to be entirely predictable. However,
it is a clock-like Universe no more: many of today’s archetypes of
chaos involve celestial dynamics: Hyperion’s spin37, Mars’ obliquity38

and planetary orbits over millions of years39.
When particles are nudged onto chaotic orbits, their paths can vary

significantly, delivering them into regions where collisions may elimi-
nate them, thus clearing swathes through orbital space. Accordingly
chaos had a determining role in the Solar System’s accumulation
and evolution, sculpting much of its architecture visible today. A
corollary to chaos is that the contemporary Solar System is continually
changing. Orbits can be destabilized when—owing to perturbations,
such as the Yarkovsky effect32,33—they drift into resonances (places
where a mass’s relative position repeats over simple fractions of for-
cing periods).

Even as the stochastic nature of our celestial backyard has been dis-
closed, regularities have been simultaneously identified. Sometimes
bodies are preferentially eliminated from the ubiquitous resonant
locales: indeed, vacant gaps are prominent in ring systems (see Fig. 6),
as well as permeating the asteroid and Kuiper belts. In other circum-
stances, masses may be driven onto resonant paths: some asteroids share
such arrangements with Jupiter, and satellites commonly reside in res-
onant pairs. These configurations signify evolution, and are not relics of
birth.

Once the episodic events (visiting comets, eclipses, and so on) in
the Earth’s neighbourhood were recognized as natural phenomena,
but before chaos became common knowledge, the Sun’s realm was
believed to be serene and unchanging. That viewpoint adjusted
gradually as craters—the dominant geological form on most solid
Solar System surfaces—came to be understood as resulting from
impacts4; such collisions naturally ensued from the orbital chaos that
induces trajectories to cross. Many believe that the Late Heavy
Bombardment40,41, an intense pulse of cratering events, pummelled
the inner Solar System about 3.9 billion years ago. Impacts became
terrestrially relevant once the Cretaceous–Tertiary period extinction
was interpreted42 as a consequence of a climatic cataclysm following
the crash of a 10-kilometre-across extraterrestrial visitor into the
Earth. In 1994 humanity witnessed a variant of this devastating event
when twenty-plus remnants of the tidally ruptured comet
Shoemaker-Levy 9 bombarded Jupiter43.

The bicentenary of Darwin’s birth emphasized the idea that slow
modifications can also produce life-altering consequences. The Solar
System’s exploration began just as the 1960s plate-tectonics revolu-
tion44 was establishing quantifiable global processes that concomi-
tantly explained various regional and local geophysical features.
Because many early planetary researchers trained as geologists, modern
geophysics immediately informed their interpretations of features
visible on the other terrestrial planets.

Although planetary scientists were receptive to indications of global
planetary transformations, evidence for change was scant at first. The
early images of Mars misled our community into expecting that every
solid celestial body would appear like the Earth’s scarred Moon. But in
1971 Mariner 9, the initial spacecraft to orbit another planet, instead
revealed a Martian landscape that in places was familiar to Earthlings:
having ancient river valleys, volcanoes, deep canyons and weather31.
Obviously the Red Planet had changed at least twice from its original
heavily cratered appearance: once to a more benign, terrestrial-like
environment and then to today’s dry, cold state. Moreover, contem-
porary surveillance of Mars has documented a rich, extended sedi-
mentation history45, and also witnessed fresh craters, cascading
landslides and erupting rivulets46, all happening over the missions’
lifetimes. Similarly, once Magellan’s radar could peer through

b
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Figure 5 | The allure of the outer Solar System. a, In 1612–13, while
observing Jupiter, Galileo noticed the motion of a nearby object, now
recognized to be Neptune. Indeed, some historians suspect that the Italian
observer realized that he had spied a new planet. b, A Voyager-2 false-colour
image (PIA01492, resolution a few hundred kilometres, NASA/JPL) displays
Neptune, an ice-giant planet, including its Great Dark Spot with some
attendant white cirrus clouds, as well as other atmospheric storms. The outer
Solar System, so unlike our rocky terrestrial neighbourhood in composition
and setting, challenged our models when the Voyager spacecraft transmitted
their first data. Consisting principally of hydrogen and helium, the gas giants
Jupiter and Saturn dwarf the Earth. Their elaborate rings and satellites are
diverse and often active despite limited thermal sources (Figs 4 and 6). A
Science reporter captured the excitement of the Voyager flights: ‘‘for sheer
intellectual fun, there has never been anything quite like the Voyager
encounters. Volcanoes on Io, ringlets around Saturn, braided rings—the
observations are outrageous’’. In addition to these features, the planets
themselves are spectacular, with turbulent atmospheres, powerful
thunderstorms and energetic aurorae. Neptune, the solar-system planet
farthest from the Sun, has the strongest zonal winds, despite its meagre
supply of solar energy; the massive moon Triton and three shimmering ring
arcs orbit it. Uranus, the other ice giant, features a system of interlaced rings
and moons, a highly distorted magnetic environment and the bizarre
satellite Miranda.
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Venus’s thick clouds, the Earth’s inward (towards the Sun) neighbour
was observed to have erased the record of its birth (Fig. 7). That
planet’s surface is blanketed by volcanic plains and is relatively youth-
ful, with few craters27. The giant planets also vary, not only as mani-
fested in their obvious churning atmospheres (for example, colourful
flows past Jupiter’s Great Red Spot; see Fig. 4), but also by their
continued cooling over the ages47.

Ongoing geological activity has been detected as well on several
outer-planet satellites (see above, and Figs 3 and 4). Selected features
in Saturn’s rings16,26 (Fig. 6) and in other ring systems have been
observed to materialize, evolve or vanish over days to decades.
Thus, the activity in some Solar System precincts rivals that of our
terrestrial surroundings.
Ruminations on life’s beginning. Conversations about the like-
lihood of extraterrestrial life stretch back millennia. Such debates
became spirited during the mid-1990s, driven partly by provocative
scientific findings (see above) but also in response to the creationists’
attack on life’s origin and subsequent evolution.

Astronomers have detected increasingly complex, but still rela-
tively simple, organic molecules throughout the interstellar medium
and circumstellar environments of our own galaxy and beyond.
Similar molecules have been uncovered in planetary (and satellite)
atmospheres, and on the surfaces of airless moons, comets and
Kuiper belt objects; more elaborate organics are found within car-
bonaceous chondrites. Thus, a common chemistry apparently links
the living entities on the Earth with the cosmos. Hence, the obser-
vational evidence prompts one to consider life in a framework far
vaster than Darwin envisioned.

Questions about extraterrestrial locales where life might develop
and then persist into the present have suddenly become approachable.
The prevailing opinion is that life requires energy, organic matter and
a solvent, probably water, motivating NASA’s present exobiology
strategy to ‘‘follow the water’’.

Potential exobiological habitats10,21 in the Sun’s realm that satisfy
these putative requirements include ancient Martian river basins and

that planet’s subsurface, cracks that penetrate Europa’s icy shell, and
the source regions for Enceladus’ warm plumes. Titan, with its rich
organic environment but numbing cold, remains of astrobiological
interest primarily to exhibit the complexity that organic molecules
might achieve before life’s emergence. The preceding list of potential
targets demonstrates a substantial broadening of biology’s ‘habitable
zone’48. If extraterrestrial life is found, probably it will not be where or
what scientists currently forecast.

The last decade’s focused campaign of Martian global mapping and
rover excursions28,29has furnished abundant evidence for scattered
ancient shallow lakes and for a currently active Mars. Hydrated salts,
sulphates and perhaps carbonates are preferentially located along
cracks through Europa’s surface21 but arguments rage about the
accessibility of the underlying ocean. Much of the material exiting
Enceladus is sodium-rich, suggesting that the deep interior is warm49;
however, the mechanisms to generate such heat and the moon’s jets
remain controversial. If, after comprehensive searches, biological
molecules are absent at all these destinations, we will have tightly
constrained how terrestrial life originated.
Considerations of the Solar System’s origin. Starting with the myths
of ancient civilizations, and extending through Immanuel Kant’s
nebular hypothesis to the tidal and encounter theories of a century
ago, considerations of the Solar System’s origin were historically
often just philosophical musings, suited to exploit the available
mathematics of the day6,50. Scientific facts that could constrain specu-
lations were simply unavailable. That is no longer true.

The ages of millimetre-sized and smaller specimens of meteorites51,52,
cometary dust35 and lunar samples40 have been determined to within
less than a million years, by comparing isotope ratios. Such age-dating
sharply restricts possible processes and orders the sequence of pivotal
events throughout the Solar System’s infancy (4.5–4.6) 3 109 years ago.

Insights from Solar System exploration and from the avalanche of
observations of protoplanetary disks36,53,54 and exoplanets12,19,55 have
advanced our understanding of how planets originate. The former con-
tributes enlightening details about nearby planets that have (obviously)
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Figure 6 | Saturn’s rings provide analogues to protoplanetary disks.
a, Galileo’s sketch of Saturn (late 1610, shown by Christiaan Huygens in
Systema Saturnium in 1659), led him to comment, ‘‘to my very great
amazement, Saturn was … not a single star but three together.’’ Instead, the
first astronomer had simply misinterpreted an out-of-focus view of the rings.
b, This image (PIA08388, NASA/JPL/SSI) shows Saturn’s rings as unusually
dark because the Sun lights them from below. Neutral-colour haze
enshrouds the planet’s northern hemisphere—cooler, with less direct
sunlight—while the ring’s shadow creates sharp dark central bands across
the planet’s mid-section. Uncountable centimetre-to-metre icy particles in
Saturn’s rings16,26 form a thin, almost opaque, disk that changes on
timescales ranging from days to aeons. Considerable radial structure is
induced through periodic forcing by exterior moons that circle just outside

the main rings. Elsewhere, two tiny, embedded moons have cleared gaps in
the outermost ring; numerous, even smaller, moonlets, invisible here,
disturb the ring. The dynamical behaviour of Saturn’s disk, with its
embedded masses, exhibits many similarities to (but some differences from)
protoplanetary disks16. c, Fomalhaut b, a Jupiter-size exoplanet (in white
box), carves a path along the inner edge of a debris ring that surrounds a
young A3 star at about 115 astronomical units in this false-colour image
from the Hubble Space Telescope68 (STScI image PRC 2008-39a). As with the
moons embedded in Saturn’s rings, the exoplanet’s existence was originally
inferred from the belt’s shape and the belt’s crisp inner boundary. Detailed
information from our Solar System’s exploration can inform our
understanding of extrasolar planets and their formation, and vice versa.
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successfully been born, whereas the latter furnishes broad information
about hundreds of this celestial species.

Because many formation processes are hidden deep within extra-
solar disks, and all contemporary observations have fairly coarse
resolution, events must often be inferred. Thus parallel theoretical
advances15,56,57 are essential to guide such observations. Nonetheless,
within the last decade, the Solar System’s origin—like cosmology—
has moved from speculation into a full-fledged science in which
hypotheses now face observational testing.

Our Solar System was born when a dense molecular cloud collapsed.
As our protostar accreted its mass over ,105 to 106 years, a flattened
and evolving protoplanetary nebula of gas and dust surrounded it.

Early on, dust coagulated to form pebbles that then, through an
as-yet obscure mechanism, swiftly agglomerated into kilometre-sized
planetesimals57,58. These bodies were probably loose rubble piles, as we

Planetary radius (km)
6,048 6,052 6,056 6,060
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Figure 7 | Radar observations unveil Venus’ hellish landscape. a, Galileo’s
sketches (late 1610) of the phases of Venus disclosed that the planet’s
apparent shape—like the Moon’s—varied with orbital phase, as did its size.
Remarkably, the Tuscan physicist concluded ‘‘with absolute necessity…that
Venus revolves about the Sun just as do all the other planets’’, thus
discrediting geocentric cosmologies. b, Magellan’s radar has penetrated the
Venusian clouds (image PIA00159, NASA/JPL) to furnish this 100-metre-
resolution, false-colour image that is centred at 180u east longitude. Once
considered the Earth’s twin because of its similar size and mass, Venus is now
known to be strikingly different27. A dense carbon dioxide atmosphere
caused a runaway greenhouse effect that today produces scorching
temperatures that induced nearly all of the planet’s water to escape. Venus’
clouds are made of sulphuric acid, not water droplets like ours. The planet’s
surface is surprisingly young and volcanoes are widespread. Lava flooding is
thought to have obliterated most surface features only 800 million years ago.
The Earth’s nearest sibling presents a sobering example of how a planet’s
surface conditions are sensitive to its atmospheric content. Some newly
discovered, mostly gaseous exoplanets have superheated atmospheres owing
to their close proximity to their central stars. The thermal structures of these
are surprising and presumably require additional heat sources such as tidal
warming55,74.

a

b

Figure 8 | The Earth’s sibling, Mars. a, Early telescopic observations
established that Mars’ polar caps varied with the seasons, and that the
planet’s features varied, even occasionally being obscured by global dust
storms; this Earth-like behaviour stimulated popular interest in Mars.
Lowell’s 1905 sketch of the north pole of Mars displays many roughly linear
features (‘‘canali’’) that he interpreted as evidence of intelligent habitation.
b, Dark ground tracks record the paths of numerous dust devils that criss-
cross light-coloured sand dunes in a crater west of Isidis Planitia; the comb-
like arrays are landslides from ridge crests. (Mars Reconnaissance Orbiter
HiRISE image ESP_014426_2070, ,0.8 km 3 1.2 km, NASA/JPL/University
of Arizona.) Much of Mars’ variability, including that highlighted by Lowell,
is caused when carbon-dioxide ice sublimes and when dust is transported
over global distances. Mars has been revealed as the richest planet, except for
the Earth, in the phenomena it displays28,29. It is, of course, the ultimate
target of the human exploration programme and is among the most likely to
harbour extraterrestrial life. Accordingly, the Red Planet has stayed the
centrepiece of the Soviet/Russian and American space programmes77.
Investigations of Mars compare its processes to the Earth’s, in the belief that
synergistic studies of both planets may unlock their secrets. For example,
layered deposits encircling Mars’ poles may record the effects of the
substantial orbital/rotational oscillations that Mars undergoes78; this could
substantiate the Milankovich model of terrestrial climate change. Our
understanding of Mars has fluctuated wildly on two questions: whether
freely flowing water was ever abundant and whether Mars ever sustained life.
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infer from the low densities measured for asteroids and comets59.
But the 500-metre-across near-Earth asteroid Itokawa60, a bifurcated
jumble of different-sized boulders, cautions that today’s models of
spherically symmetric accumulation may be simplistic. Then, via run-
away accretion taking approximately 105 to 106 years, these bodies
aggregate into thousand-kilometre-across planet-embryos.

In heated regions closer to the Sun, only refractory materials (for
example, silicates and metals) can condense. There, energetic colli-
sions between embryos produced the terrestrial planets61. As this final
stage ended, no more than 30 to 50 million years after the nebula
started collapsing, a Mars-scale projectile struck the proto-Earth,
splaying portions of the Earth’s mantle into a circumplanetary disk
from which our Moon rapidly accumulated62,63 (Fig. 2).

Meanwhile, in the giant-planet region, substantial cores—with
masses and compositions augmented by more volatile ices—initiated
runaway accretion of the nebular gases that now constitute their
envelopes47. A vocal minority advocates global gravitational instabilities
in the nebula, rather than the traditional core-accretion scenario above,
to produce the giant planets. According to observations of massive
exoplanets, this accumulation took merely 106 years, much less time
than previously surmised. Throughout this period, the giant planets
drift orbitally owing to interactions with the neighbouring disk15,56. A
similar migration has putatively brought many exoplanets near their
stars64; Saturn’s rings display comparable processes16. Subsequently, the
giant planets evolve radially by flinging any remaining planetesimals65

into the Oort cloud from whence some ultimately return as today’s
comets66.

The now-favoured ‘‘Nice model’’67 contends that, following a half-
billion-year migration from a more compact configuration, the
giant-planet orbits were dramatically rearranged, wreaking havoc
(including the Late Heavy Bombardment40) and producing much
of the Solar System’s unique structure. Although we have recently
learned much about the Solar System’s origin, the next decade should
witness considerably greater progress.
Exoplanets are today’s ‘wanderers’. A short eighteen years after the
startling discovery of three planets tugging at a pulsar17, a diverse zoo
of exoplanets12,19,55,64 has been revealed within disparate settings.
Orbital solutions, like those available for our planets in 1700, are
known for the almost 500 exoplanets sensed to date by ground-
based19 and space-based12 instruments. The first planets have been
sighted (see Fig. 6; refs 68, 69). Exoplanets range from ‘hot Jupiters’,
through ‘super-Earths’, to massive objects hundreds of astronomical
units away. Transit observations55 have provided a preliminary char-
acterization (mass, radius, density and some composition) of scores
of these bodies, permitting a new phase of planetary studies to begin.
The measured variety furnishes fertile targets to which planetary
subdisciplines (for example, dynamics, meteorology and cosmo-
chemistry) can be applied. Such exercises will enlighten us about
exoplanets, but will disclose as much about our proximate planets.
Simply put, planetary research has thus become relevant far beyond
the Sun’s environs (Box 3).

The past becomes the future

When recalling another scientific revolution, a character in Tom
Stoppard’s Arcadia remarks, ‘‘A door like this has cracked open five
or six times since we got up on our hind legs. It’s the best possible
time to be alive, when almost everything you thought you knew is
wrong…’’. And so it has been for planetary science since the space age
began. These five decades, a relatively brief interlude between planetary
ignorance and knowledge, have been very special indeed for us, for-
tunate explorers of our environs.

Few scientists envisaged that the neighbouring worlds explored by
space missions would be so diverse, nor how entrancing many are. It
is difficult to choose a favourite among Saturn’s austerely beautiful
rings, Venus’s tortured volcanic plains or Triton’s icy elegance. These
worlds, all following the same laws of physics and chemistry, are so

different. Yet all are the Earth’s siblings, born from the same inter-
stellar cloud at a similar time.

When the first exoplanets are viewed in detail, the Earth’s
residents—like Galileo in 1610—will doubtlessly recognize them as
‘‘most beautiful and delightful sights’’. Our planetary exploration
will then have come full circle, as subsequent discoveries gradually
transform these extrasolar beacons into worlds as familiar to our
descendants as Mars and Saturn are to us today.
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ARTICLES

Observation of neutral modes in the
fractional quantum Hall regime
Aveek Bid1*, N. Ofek1*, H. Inoue1, M. Heiblum1, C. L. Kane2, V. Umansky1 & D. Mahalu1

The quantum Hall effect takes place in a two-dimensional electron gas under a strong magnetic field and involves current
flow along the edges of the sample. For some particle–hole conjugate states of the fractional regime (for example, with
fillings between 1/2 and 1 of the lowest Landau level), early predictions suggested the presence of counter-propagating edge
currents in addition to the expected ones. When this did not agree with the measured conductance, it was suggested that
disorder and interactions will lead to counter-propagating modes that carry only energy—the so called neutral modes. In
addition, a neutral upstream mode (the Majorana mode) was expected for selected wavefunctions proposed for the
even-denominator filling 5/2. Here we report the direct observation of counter-propagating neutral modes for fillings of 2/3,
3/5 and 5/2. The basis of our approach is that, if such modes impinge on a narrow constriction, the neutral quasiparticles will
be partly reflected and fragmented into charge carriers, which can be detected through shot noise measurements. We find
that the resultant shot noise is proportional to the injected current. Moreover, when we simultaneously inject a charge mode,
the presence of the neutral mode was found to significantly affect the Fano factor and the temperature of the backscattered
charge mode. In particular, such observations for filling 5/2 may single out the non-Abelian wavefunctions for the state.

When the fractional quantum Hall effect1 is operative, current pro-
pagates along the edges of a two-dimensional electron gas (2DEG) by
way of edge modes with a chirality dictated by the applied magnetic
field2. For some particle–hole conjugate states (when, for example,
the filling of Landau levels in the bulk, nb, is given by p 2 1/2 , vb , p,
with p an integer), counter-propagating current modes were pre-
dicted3,4, but experiments did not find such edge modes5. It was
suggested that in the presence of disorder and interactions, edge
reconstruction would lead to counter-propagating neutral modes,
which would carry only energy6,7. Such modes would be difficult to
detect, as they would not carry charge. Because (to the best of our
knowledge) these neutral modes have not been observed thus far8—
and are sometimes termed ‘elusive’—it is not surprising that very
little is known about them. For example, the following are unknown:
the energy they carry; their interactions with potential barriers; their
decay length; their temperature dependence; their velocity; and their
interaction with charge modes.

Proposals for detecting the neutral modes include measuring tun-
nelling exponents in constrictions7, observing thermal transport9–11,
searching for resonances in a long constriction12, or looking for heat-
ing effects on the properties of charge modes13,14. In contrast, our
approach is to allow an upstream neutral mode, if it were to exist, to
impinge on a quantum point contact (QPC) constriction, in the hope
that the neutral quasiparticles would be fragmented into charge car-
riers. As the neutral mode is not expected to carry average current,
fragmentation was tested by measuring shot noise. By injecting a
charge mode simultaneously, we could also measure the effect of
the neutral mode on the transmission probability (t) of the QPC
constriction and on the shot noise of the partitioned charge mode.
Whereas we found t to depend very weakly on the presence of the
neutral mode, the shot noise due to the charge mode was found to be
highly sensitive to the presence of the neutral mode. We report in
some detail the behaviour of this ‘model’ for the fractional state

vb 5 2/3; we also present data, albeit more briefly, for vb 5 3/5, 5/3
and 5/2. For comparison, we also performed similar experiments for
‘regular’ states, namely vb 5 1, 2/5 and 1/3, proving the absence of
such striking effects. We stress that we concentrate here mainly on the
observation of neutral modes and not on many of their unique prop-
erties, which are now under investigation.

Neutral edge in the nb 5 2/3 state

At vb 5 2/3 in an ideal 2DEG, with a rather fast charge density drop
towards the edge of the sample, it was predicted that two spatially
separated edge modes coexist: an electron channel moving down-
stream close to the sample’s edge, and an inward e2/3h upstream
channel3,4 (here e is the electron charge and h Planck’s constant).
This picture can also be explained with the composite fermion
model15, which is applicable to fractional states in the lowest
Landau level. This two channel model predicts a two-terminal con-
ductance of (4/3)e2/h, which has not been observed. When electron
interactions and disorder are taken into account, mixing of the two
oppositely propagating charge modes is expected to result in a down-
stream mode of conductance (2/3)e2/h and an upstream neutral
mode6,7,9, agreeing with the measured two-terminal conductance
(2/3)e2/h. One can view the neutral mode as a fluctuating ‘dipole’
that propagates at a lower velocity than the charge mode velocity7,12

(or even at zero velocity16,17), decaying with distance and with tem-
perature T as T22 (ref. 7).

Sample and set-up

The configuration of our sample (used for all filling factors except for
vb 5 5/2), fabricated in a GaAs–AlGaAs heterostructure with an
embedded 2DEG, is shown in Fig. 1. The 2DEG, with a carrier density
of 1011 cm22 and a dark mobility of .107 cm2 V21 s21 at T , 1 K,
was buried 116 nm below the surface of the heterostructure. An
,100-nm-long negatively biased split-gate (15 nm Ti/30 nm Au)
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with an opening ,600 nm wide formed the QPC constriction. The
grounded contacts (made of AuGeNi) were tied directly to the cold
finger of the dilution refrigerator at ,10 mK, thus effectively cooling
the electrons to ,10 mK (verified by noise measurements). The mag-
netic field was raised to B 5 6.4 T, leading to vb 5 2/3—as identified
by a longitudinal resistance, Rxx < 0 (in the bulk and also through the
QPC), and a Hall plateau identified by Hall resistance, Rxy < 39 kV.
Current was injected from source 1 (Is) with an anticlockwise chir-
ality, directing the current towards the QPC constriction (transmis-
sion probability t). Generated shot noise was collected by the voltage
probe (with an LC resonant circuit tuned to 770 kHz with bandwidth
,40 kHz). The signal was first amplified by a cooled, home-made
preamplifier (voltage gain ,7), which was followed by a room tem-
perature amplifier (NF-220F5) with voltage gain ,200 and a spec-
trum analyser. From the opposite side of the mesa, current was
injected from source 2 (In), propagating downstream away from
the QPC constriction and collected by ground 1. A neutral mode,
if it were to exist, was expected to emanate from source 2 and move
upstream towards the QPC constriction, which was ,40 mm (or
,120 mm) away. Similarly, source 3 could be charged too.

What is the expected noise at the voltage probe? The total noise is
composed of shot noise that exists only when current is driven
(termed ‘excess noise’); thermal (Johnson-Nyquist) noise; back-
ground noise, mainly due to instrumentation noise. For stochastic
backscattering events by the QPC constriction, injecting a noiseless
current from a source at zero temperature is expected to lead to a
binomial charge distribution in the partitioned current18–22. For sin-
gle edge channel transport, partitioning of e* charges at finite tem-
perature was found to be also stochastic under certain conditions,
with the current low-frequency spectral density (Si) of the excess
noise and thermal noise, Si(Vs, f < 0)T (f is the frequency), being
given by18:

Si(Vs,f ~0)T ~2e�Vsgb t(1{t) coth(
e�Vs

2kBT
){

2kBT

e�Vs

� �
z4kBTgb ð1Þ

where Vs is the applied source d.c. voltage, gb 5 nbe2/h is the Hall
conductance, and kB is Boltzmann’s constant. Empirically, all the
noise measurements here complied with this form. The dependence
of the excess shot noise is captured by the inferred quasiparticles’
temperature (T) and effective charge (e*). We will describe the effect
of In on the noise throughout these two parameters. It should be clear
that what we actually measure is the Fano factor (the ratio between
the noise and the average current). We interpret it as an effective
charge in the sense that a stochastically partitioned beam of particles
with this charge would reproduce the same measured results. Note
that lower lying channels, which traverse the constriction with unity
transmission probability, do not carry excess noise22.

Measurements of the nb 5 2/3 state

Sources 1, 2 and 3 in Fig. 1 were charged separately. (1) Charging
source 3, hence injecting It anticlockwise and a neutral mode clock-
wise towards the voltage probe, did not add any measurable noise at
the voltage probe (our temperature resolution was ,2 mK Hz21/2).
(2) Reversing the polarity of the magnetic field and then charging
source 1, thus injecting Is clockwise and a neutral mode towards the
QPC constriction, led again to a null added noise independent of t.
(3) Back in the original orientation of the magnetic field, charging
source 2, thus injecting In anticlockwise and a neutral mode clock-
wise, led to a significant excess noise in the voltage probe for t , 1 (see
Fig. 2). The excess noise, which increased initially almost linearly with
In, tended to saturate for In . 2 nA. Moreover, it was seemingly pro-
portional to t(1 2 t) (with zero excess noise when t 5 1 or t 5 0 and
with a maximum at t < 1/2).

These results can be understood qualitatively if indeed an
upstream neutral mode exists. When source 2 is charged, some of
the power dissipated at source 2 can excite the upstream neutral
mode there. When incident on the QPC, the excited neutral mode
leads to enhanced fluctuations in the charge crossing the QPC. This
can be modelled as if neutral quasiparticles (‘dipoles’) were fragmen-
ted into partitioned quasiparticles and quasiholes, or in a manner
similar to Johnson noise, which occurs when thermal energy is pre-
sent in all the incident channels. The current noise generated at the
QPC then follows the chirality of the charge mode and is detected in
the voltage probe (note that the chirality of electrons and holes in the
conduction band is similar). Thus, the QPC effectively converts the
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Figure 1 | The experimental set-up for measuring the neutral mode. The
orange pads are ohmic contacts. The green pads form the split-gate of the
QPC constriction, with Vg controlling the transmission probability t (or the
reflection r 5 1 2 t). The grounded contacts are directly connected to the
cold finger of the dilution refrigerator. Excitation current is driven to the
sources via a d.c. voltage V and a large resistor in series. The a.c. signal, tuned
to the LC resonance frequency (f0 5 770 kHz), is used to measure the two-
terminal differential conductance. Blue lines describe the downstream
charge edge modes, while red lines stand for the upstream neutral edge
modes. Note that owing to the multi-terminal configuration the ‘current
noise’ of the preamplifier (injected backwards from the preamplifier’s input
into the sample) and the measured thermal noise (measured with 10-kHz
resolution bandwidth around f0) were both independent of t (ref. 18). The
cryogenic preamplifier’s ‘current noise’ was ,13.6 fA Hz21/2 and its ‘voltage
noise’ was 680 pV Hz21/2, both referred to its input.
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upstream neutral current into a measurable charge noise signal. To
get an order of magnitude, the excess noise for In 5 2 nA is equivalent
to shot noise generated by ,250 pA.

We test now the interaction of the neutral mode with a charge
mode at the QPC constriction. Excess noise of partitioned charge
modes had been already measured at vb 5 2/3 (ref. 22). The back-
scattered quasiparticle charge was found to be strongly temperature
dependent, with e*5 (2/3)e at T < 10 mK over a wide range of t,
dropping to e*< e/3 around T < 120 mK (the charge evolution is
shown again for convenience in Fig. 3d). Injecting Is (from source 1
while In 5 0) led, again, to an excess noise and e* < (2/3)e for t 5 0.3–
0.8. Measurements of the nonlinear transmission and shot noise were
repeated when source 2 was also charged, thus injecting a neutral
mode towards the QPC constriction (Fig. 3a). Whereas the transmis-
sion changed merely by a fraction of a percent, the noise was affected
dramatically by In. These results can be understood in the following
way. First, charging source 2 added a constant noise at the voltage
probe (seen for Is 5 0 in Fig. 3a, and being symmetric with respect to
6In); second, the partitioned quasiparticle charge dropped down to
e* < 0.4e at In 5 3 nA (Vn < 120 mV; Fig. 3b). Third, the apparent
temperature of the partitioned quasiparticles increased by
DTqp < 15 mK at In 5 22 nA—with temperature reaching ,25–
30 mK (Fig. 3c)—as determined from the ‘increased rounding’ in
the spectral density near Is 5 0 (see equation (1)). This relatively
small temperature increase cannot account for the charge evolution
shown in Fig. 3b (see temperature dependence in Fig. 3d). Similar
measurements were performed at different electron temperatures
and are detailed in Supplementary Information.

Before presenting results for three more fractional states that were
theorized to posses an upstream neutral mode, vb 5 3/5, 5/3 and 5/2,
we show evidence that ‘simpler’ fractional states, such as vb 5 1/3, 2/5
and 1, do not support upstream neutral modes (in general, the states
are with p # v , p 1 1/2, with p zero or an integer). We start with
vb 5 2/5, because its partitioned fractional charge was found also to
evolve with temperature in a fashion similar to that of vb 5 2/3,
namely, the weakly backscattered quasiparticle charge was e* 5 (2/

5)e at 10 mK, dropping to e* 5 e/5 at approximately 50 mK (ref. 23;
hence, no change in the noise will exclude a simple ’heating’ effect
caused by In). Increasing the field to B 5 10.5 T (corresponding to
v 5 2/5), we first charged source 2 with Is 5 0; we observed no
increase in the excess noise for two different transmissions (Fig. 4a).
Performing conductance and noise measurements as function of Is, at
different values of In (In 5 0–3 nA) did not show, again, any effect of
In (Fig. 4b). These results are in overwhelming contrast with those at
vb 5 2/3, excluding the presence of an upstream neutral mode.
Similar measurements were performed at vb 5 1/3 and vb 5 1, and
again, no measurable effects were observed when the neutral contact
(source 2) was charged (results not shown).

Measurements of the nb 5 3/5 state

We continue with the fractional state vb 5 3/5. Being the particle–
hole conjugate of vb 5 2/5, it is expected to support two upstream
neutral modes and one downstream charge mode7,9. Tuning the field
to B 5 7 T with a clear fractional state vb 5 3/5, charging source 3 did
not lead to any increase in the noise at the voltage probe. However, as
for vb 5 2/3, injecting the neutral mode by charging source 2 with
t , 1 of the QPC constriction led to excess noise nearly linear with
In , 1nA, and tending to saturate for higher values of In (Fig. 5a). The
excess noise (or, the equivalent temperature) was more than 50%
higher than in vb 5 2/3, possibly accounting for the two upstream
neutral modes in the vb 5 3/5 state. Charging source 1 in the presence
of charged source 2, the presence of In affected only slightly the non-
linear conductance (by a fraction of a percent, Fig. 5b); however,
again, the excess noise altered significantly (Fig. 5c). As before, the
determined charge of the backscattered quasiparticles dropped with
In from e* < (2/5)e at In 5 0 to e* 5 0.25e at In < 5 nA (Fig. 5c and d).
As evident in Fig. 5c, the temperature of the partitioned quasiparti-
cles increased as In increased.

We also tested the vb 5 5/3 (5 1 1 2/3) fractional state. Unlike the
vb 5 2/3 state, this state is expected to support two downstream
modes and only one upstream mode. Unfortunately, we are not
aware of a theoretical treatment of this complex edge mode with
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interactions and in the presence of disorder. In our measurements we
observed a barely marginal effect of an upstream neutral mode, leav-
ing this fractional state for future studies.

Measurements of the nb 5 5/2 state

We turn now to the vb 5 5/2 state. Although the expectations are that
this fractional state is of non-Abelian nature, thus supporting a neut-
ral Majorana mode, the nature of the state as well as the presence of
the neutral mode have not been established thus far. A Pfaffian state
with an unreconstructed edge will not have an upstream neutral
mode24. An anti-Pfaffian state with a disorder-dominated but unrec-
onstructed edge will have three upstream neutral Majorana
modes10,11. If the edge is reconstructed, as may be expected for a
smooth confining potential, then the Pfaffian and anti-Pfaffian states
can both have a single upstream neutral Majorana mode25. An experi-
ment that could distinguish these four possibilities has been pro-
posed13. If the edges were not disorder-dominated, then the anti-
Pfaffian state would have the wrong two-terminal conductance for
the same reason as the vb 5 2/3 state10,11. However, in the absence of a
microscopic theory it is very difficult to make definite statements,

and thus a detection of an upstream neutral mode can only
strengthen belief in the non-Abelian nature of the vb 5 5/2 state.

For these measurements, we used a different heterostructure with
the same contact configuration. The details of such a heterostructure
have been reported26 (see also Fig. 6 legend). Clear signatures of the
vb 5 5/2 state were observed with Rxx < 0 at B 5 5 T. The first and the
most important result is shown in Fig. 6a, where only source 2 was
charged. Excess noise was observed with an approximate quadratic
increase with In. This proves, right from the start, the presence of an
upstream neutral mode. Although the increase of noise was the smal-
lest among the fractional states being tested, it was in relative terms
the highest, as the actual current that was carried by the fractional
state was the smallest (as 4/5 of the current is carried by the first two,
lower lying, integer Landau levels). Similarly, the excess noise due to
current arriving from source 1, when charged, was strongly affected
by In, with an apparent increase of the quasiparticles’ temperature
while their charge dropped (Fig. 6c and d). Again, as in the vb 5 2/3
state, this temperature increase cannot account for the charge drop27.
The charge dropped with In from e* 5 0.75e at In 5 0 nA to
e* 5 0.32e at In 5 10 nA. A similar evolution of the charge, but as a
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function of temperature, has been reported recently27. The nonlinear
transmission also changed, albeit by a very small amount (Fig. 6b).

Discussion

We have presented evidence for the existence of neutral modes in the
fractional states vb 5 2/3, 3/5 and 5/2, using a QPC constriction as a
detector. Our findings can be summarized as follows. (1) A flux of
neutral quasiparticles emitted from a biased ohmic contact does not
carry current or shot noise. Moreover, a neutral mode impinging on a
macroscopic ohmic contact does not increase its temperature by a
measurable amount. (2) An flux of neutral quasiparticles impinging
on a QPC constriction having a finite transmission t results in excess
shot noise. The excess noise is approximately proportional to t(1 2 t)
and to the injected current. The upstream energy flux, in the odd-
denominator fractions, seems to be correlated with the ratio between
the number of upstream and downstream modes. (3) Having a neutral
mode impinging on a QPC constriction, while a charge mode is simul-
taneously being partitioned, alters dramatically both the noise and the
deduced partitioned quasiparticle charge. The charge reduces inversely
in proportion to the injecting voltage. (4) In the same experiment, the
temperature of the simultaneously partitioned quasiparticles increases
as the injecting voltage increases. However, the temperature increase is
too small to account for the observed drop in charge. The mechanism
responsible for modifying the tunnelling cross-section of the quasipar-
ticles in the QPC constriction is not currently understood. (5)
Assuming a temperature dependent energy decay of T22, the typical
length scale is ,100mm at 25 mK for vb 5 2/3 (see Supplementary
Information). (6) Observing an upstream neutral mode in the even-
denominator fraction vb 5 5/2 rules out, according to present theories,
an Abelian wavefunction of this state, and thus narrows down the
spectrum of possible states (see above).

We trust that with this relatively easy method of observing the so-
called ‘elusive neutral modes’, new studies of their properties will be
launched, possibly shedding new light on their characteristics—not
revealed via their charge carrying nature.
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Global phytoplankton decline over the past
century
Daniel G. Boyce1, Marlon R. Lewis2 & Boris Worm1

In the oceans, ubiquitous microscopic phototrophs (phytoplankton) account for approximately half the production of organic
matter on Earth. Analyses of satellite-derived phytoplankton concentration (available since 1979) have suggested
decadal-scale fluctuations linked to climate forcing, but the length of this record is insufficient to resolve longer-term trends.
Here we combine available ocean transparency measurements and in situ chlorophyll observations to estimate the time
dependence of phytoplankton biomass at local, regional and global scales since 1899. We observe declines in eight out of ten
ocean regions, and estimate a global rate of decline of ,1% of the global median per year. Our analyses further reveal
interannual to decadal phytoplankton fluctuations superimposed on long-term trends. These fluctuations are strongly
correlated with basin-scale climate indices, whereas long-term declining trends are related to increasing sea surface
temperatures. We conclude that global phytoplankton concentration has declined over the past century; this decline will
need to be considered in future studies of marine ecosystems, geochemical cycling, ocean circulation and fisheries.

Generating roughly half the planetary primary production1, marine
phytoplankton affect the abundance and diversity of marine organisms,
drive marine ecosystem functioning, and set the upper limits to fishery
yields2. Phytoplankton strongly influence climate processes3 and bio-
geochemical cycles4,5, particularly the carbon cycle. Despite this far-
reaching importance, empirical estimates of long-term trends in phyto-
plankton abundance remain limited.

Estimated changes in marine phytoplankton using satellite remote
sensing (1979–86 and 1997–present) have been variable6, with reported
global decreases7 and increases8,9, and large interannual10 and decadal-
scale variability11. Despite differences in scale and approach, it is clear
that long-term estimates of phytoplankton abundance are a necessary,
but elusive, prerequisite to understanding macroecological changes in
the ocean10–13.

Phytoplankton biomass is commonly inferred from measures of
total chlorophyll pigment concentration (‘Chl’). As Chl explains much
of the variance in marine primary production14 and captures first-
order changes in phytoplankton biomass, it is considered a reliable
indicator of both phytoplankton production and biomass15.
Shipboard measurements of upper ocean Chl have been made since
the early 1900s, first using spectrophotometric and then fluorometric
analyses of filtered seawater residues, and more recently through in vivo
measurements of phytoplankton fluorescence16. Additionally, mea-
surements of upper ocean transparency using the standardized
Secchi disk are available from 1899 to present and can be related to
surface Chl through empirically based optical equations17,18. Although
the Secchi disk is one of the oldest and simplest oceanographic instru-
ments, Chl concentrations derived from Secchi depth observations are
closely comparable to those estimated from direct in situ optical mea-
surements or satellite remote sensing18.

We compiled publicly available in situ Chl and ocean transparency
measurements collected in the upper ocean over the past century
(Fig. 1a–c; see Supplementary Information for data sources). Trans-
parency measurements were converted to depth-averaged Chl
concentrations using established models17. Systematic filtration algo-
rithms were applied to remove erroneous and biologically unrealistic
Chl measurements, and to exclude those in waters ,25 m deep or

,1 km from the coast, where terrigenous and re-suspended sub-
stances introduce optical errors. In situ and transparency derived
Chl measurements (monthly averages for each year, 0.25u resolution)
were strongly correlated (r 5 0.52; P , 0.0001). After log-transform-
ing these data to achieve normality and homoscedasticity, model II
major axis regression analysis revealed linear scaling of transparency-
derived and in situ-derived Chl (intercept, 0.18; slope, 1.08 6 0.016;
r2 5 0.60). Both this and additional analyses indicated that both data
sources were statistically similar enough to combine (see Methods
and Supplementary Figs 2, 3). The blended data consisted of 445,237
globally distributed Chl measurements collected between 1899 and
2008 (Fig. 1a). Data density was greatest in the North Atlantic and
Pacific oceans and after 1930 (Fig. 1b, c), and broadly reproduced
spatial patterns of phytoplankton biomass derived from remote sens-
ing7 (Fig. 1d and Supplementary Fig. 3).

Chl trends were estimated using generalized additive models
(GAMs)19. These models are extensions of generalized linear models
that do not require prior knowledge of the shape of the response
function. To ensure robustness, Chl trends were estimated at three
different spatial scales—local, regional and global.

Local-scale phytoplankton trends

To estimate local Chl trends, blended data were binned onto a
10u3 10u global grid and GAMs of Chl as log-linear functions of
covariates were fitted to data within each cell. Phytoplankton declines
were observed in 59% (n 5 214) of the cells containing sufficient data
(Fig. 2a, b). Clusters of increasing cells were found across the eastern
Pacific, and the northern and eastern Indian Ocean (Fig. 2b). High-
latitude areas (.60u) showed the greatest proportion of declining
cells (range: 78–80%).

Owing to sparse observations in early years, local trends were also
estimated using post-1950 data only. This yielded almost identical
results, although the magnitude of change was amplified in some cells
(see Supplementary Fig. 7).

Local models further suggested that Chl has declined more rapidly
with increasing distance from land (Fig. 2c). This agrees with results
derived from satellite data, documenting declining phytoplankton in

1Biology Department, Dalhousie University, Halifax, Nova Scotia, Canada, B3H 4J1. 2Department of Oceanography, Dalhousie University, Halifax, Nova Scotia, Canada, B3H 4J1.

Vol 466 | 29 July 2010 | doi:10.1038/nature09268

591
Macmillan Publishers Limited. All rights reserved©2010

www.nature.com/doifinder/10.1038/nature09268
www.nature.com/nature
www.nature.com/nature


the open oceans8,20,21, and expansion of oligotrophic gyres, probably
due to intensifying vertical stratification and ocean warming10,22.
These trends are noteworthy, because most (75%) aquatic primary
production occurs in these waters23. In shelf regions, Chl trends
switched from negative to positive in more recent years (since
,1980), consistent with reported Chl increases due to intensifying
coastal eutrophication and land runoff8.

Regional and global phytoplankton trends

To estimate regional Chl trends, we divided the global ocean into ten
regions, in which similar variability in phytoplankton biomass was
observed in response to seasonality and climate forcing24 (Fig. 3a).
To capture the range of potential Chl trajectories, regional trends were
estimated from GAMs as linear functions of time on a log scale in three
different ways: (1) continuous (linear trend), (2) discrete (mean year-
by-year estimates), and (3) smooth functions of time (non-monotonic
trend). This approach is comprehensive; it allows both the quantitative
(magnitude) and qualitative nature (shape) of trends to be estimated
(see Methods Summary and Supplementary Information for full
details).
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Estimation of Chl trends as continuous log-linear functions of
time revealed phytoplankton declines in eight out of the ten regions.
The largest rates of decline were observed in the South Atlantic
(20.018 6 0.0015 mg m23 yr21), Southern (20.015 6 0.0016 mg
m23 yr21), and Equatorial Atlantic (20.013 6 0.0012 mg m23 yr21)
regions (P , 0.0001 for all trends; Fig. 3b). Increases were observed in
the North Indian (0.0018 6 0.0015 mg m23 yr21; P 5 0.268) and South
Indian regions (0.02 6 0.0011 mg m23 yr21; P , 0.0001). The global
meta-analytic mean rate of Chl change derived from individual regional
model estimates was 20.006 6 0.0017 mg m23 yr21 (P , 0.0001;
Fig. 3b), representing an annual rate of decline of ,1% relative to
the global median chlorophyll concentration (,0.56 mg m23).

Regional trends were also estimated using data since 1950 only, but
the direction of all trends remained unchanged and the magnitude of
changes was minimal (Fig. 3b). Post-1950 trends were amplified in
some regions, resulting in a greater but more variable global rate of
decline (20.008 6 0.0068 mg m23 yr21; P , 0.0001). Estimating
regional trends separately for each data source yielded similar results
(see Supplementary Fig. 4).

Modelling Chl trends as both discrete and smooth functions of
time revealed pronounced interannual to decadal fluctuations super-
imposed on long-term trends (Fig. 4a). We observed greater Chl
fluctuations in the Southern Hemisphere regions and greater uncer-
tainty about estimates before 1950; both issues probably reflect limi-
tations in data availability for these regions and time periods. In the
polar and Atlantic regions, Chl increased until ,1950, before under-
going prolonged declines (about 1950–95). After ,1995, sharp
increases were observed in the South Indian and Southern regions
(Fig. 4a).

GAMs also accounted for mean seasonal variation in Chl (Fig. 4b)
and closely reproduced known patterns24,25, providing a measure of
confidence in our approach. Strong seasonality in polar regions
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reflects pronounced variability in mixing, irradiance and ice cover26

whereas weak seasonality in equatorial regions is a function of near-
constant solar irradiance. Complex seasonality in the Indian Ocean
relates to the effects of monsoon dynamics and freshwater inputs on
nutrient delivery27. Temperate regions are affected by seasonally
changing solar irradiance and trade winds, and their effects on upper
ocean nutrient delivery28.

Climate effects on phytoplankton

Regional phytoplankton trends display both short-term variation
and longer-term trends. We tested the hypothesis that the short-term
(interannual to decadal) component in Chl variation may be
explained by the effects of leading climate oscillators, such as the El
Niño/Southern Oscillation (ENSO) or the North Atlantic Oscillation
(NAO). After de-trending and removing seasonal variation, yearly
Chl anomalies were strongly negatively correlated with the bivariate
ENSO index in the Equatorial Pacific (r 5 20.45; P , 0.0001;
Fig. 5a). Positive ENSO phases are associated with warming sea sur-
face temperatures (SSTs), increased stratification, and a deeper nutri-
cline, leading to negative Chl anomalies in the Equatorial Pacific10,11.
Negative correlations were also found between the NAO index and

Chl in the North Atlantic (r 5 20.31; P 5 0.0002; Fig. 5b) and
Equatorial Atlantic (r 5 20.44; P 5 0.001) regions, in accordance with
results from Continuous Plankton Recorder surveys29. Positive NAO
phases are associated with intensifying westerly winds and warmer SST
in Europe and the central North Atlantic30. Possibly, the observed
effects relate to increased westerly wind intensity during the winter
months, when annual phytoplankton productivity is limited by light
availability associated with deep mixed layer depths (MLD)29. We put
forward a hypothesis: that an observed coupling of NAO and wind
intensity to regional zooplankton abundances29,30 represents a trophic
response to the observed phytoplankton fluctuations.

No significant relationship was found between the Indian Ocean
Dipole index and Chl in the North Indian region (r 5 20.23;
P 5 0.18). The Atlantic Multidecadal Oscillation was positively cor-
related with Chl in all Atlantic regions (range: r 5 0.31–0.43; P , 0.05
for all). Chl anomalies in the Arctic region were negatively correlated
with the Arctic Oscillation index (r 5 20.31; P 5 0.01; Fig. 5c). Chl
anomalies in the Southern region were negatively correlated with the
Antarctic Oscillation index (r 5 20.48; P 5 0.029; Fig. 5d), again,
possibly owing to intensifying westerly winds and deep MLDs. The
strength of all relationships increased after 1950, indicating that
phytoplankton may be increasingly driven by climate variability or,
alternatively, that model accuracy increased because of increased data
availability.

Physical drivers of phytoplankton trends

Long-term trends in phytoplankton could be linked to changes in
vertical stratification and upwelling10,11,22, aerosol deposition31, ice,
wind and cloud formation8,32, coastal runoff20, ocean circulation33 or
trophic effects34. For parsimony, we focus on three variables that may
reflect the coupling between physical climate variability and the Chl
concentration in the upper ocean: ocean MLD (1955–2009), wind
intensity at 10 m (1958–2009) and SST (1899–2009). These physical
variables (monthly averages, 1u resolution) were matched by time (year,
month) and location (1u cell) with Chl data in order to estimate their
effects on Chl within a single model framework (see Supplementary
Information for details). SST was the strongest single predictor of Chl.
Rising SSTs over most of the global ocean (Fig. 6a) were associated with
declining Chl in eight out of the ten regions (range: 20.21 to
20.019 mg m23 uC21; P , 0.0001 for all). Positive relationships
between SST and Chl were found in the Arctic (0.067 mg m23 uC21;
P , 0.0001) and Southern regions (0.002 mg m23 uC21; P 5 0.11).
Likewise, inclusion of SST as a covariate in our local models revealed
negative SST effects on Chl in 76% (n 5 118) of 10u3 10ucells (Fig. 6b).
Negative effects prevailed at low latitudes and strong positive effects at
high latitudes, particularly in the Southern Ocean (P , 0.05 for all;
Fig. 6b and c).

The effects of SST on Chl are probably explained by its influence on
water column stability and MLD10,22. Increasing SST leads to a shal-
lower mixed layer, which further limits nutrient supply to phyto-
plankton in already stratified tropical waters, but may benefit
phytoplankton at higher latitudes where growth is constrained by
light availability and deep mixing35. Indeed, in our local models
MLD was a significant, but weaker, predictor of Chl concentrations
compared with SST, possibly owing to the reduced time series span
(1955–2009). Latitudinal gradients in MLD effects were also
observed, with predicted positive effects between 20uN and 20u S
and negative effects in polar areas (r2 5 0.1; P 5 0.018; Fig. 6d).
Cumulatively, these findings suggest that warming SST and reduced
MLD may be responsible for phytoplankton declines at low latitudes.
This mechanism, however, does not explain observed phytoplankton
declines in polar areas, where ocean warming would be predicted
to enhance Chl (Fig. 6c). This may partially be explained by con-
current increases in MLD and wind intensity there (see Supplemen-
tary Fig. 9). Further work is needed to understand the complex
oceanographic drivers of phytoplankton trends in polar waters.
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Conclusions

Our analysis suggests that global Chl concentration has declined
since the beginning of oceanographic measurements in the late
1800s. Multiple lines of evidence suggest that these changes are
generally related to climatic and oceanographic variability and par-
ticularly to increasing SST over the past century (Fig. 6). The negative

effects of SST on Chl trends are particularly pronounced in tropical
and subtropical oceans, where increasing stratification limits nutri-
ent supply. Regional climate variability can induce variation around
these long-term trends (Fig. 4), and coastal processes such as land
runoff may modify Chl trends in nearshore waters. The long-term
global declines observed here are, however, unequivocal. These
results provide a larger context for recently observed declines in
remotely sensed Chl7,10,22, and are consistent with the hypothesis that
increasing ocean warming is contributing to a restructuring of marine
ecosystems36,37, with implications for biogeochemical cycling15, fishery
yields38 and ocean circulation3. Such consequences provide incentive
for an enhanced in situ and space-borne observational basis to reduce
uncertainties in future projections.

METHODS SUMMARY
Data. Available upper ocean (,20 m) in situ Chl data were extracted from the

National Oceanographic Data Center (NODC; http://www.nodc.noaa.gov/) and

the Worldwide Ocean Optics Database (WOOD; http://wood.jhuapl.edu/wood/).

After removing duplicate observations, mean in situ Chl over the upper 20 m was

calculated for each cast. Ocean transparency data were extracted from NODC,

WOOD, and the Marine Information Research Center (MIRC). Chl (mg m23) was

estimated from transparency measurements as

Chl 5 457D22.37
(1)

where D is Secchi depth in metres (ref. 17). As data may be affected by sampling and

data entry errors, we filtered erroneous or biologically implausible measurements.

Analysis. Chl trends were estimated for each 10u3 10u cell containing adequate

data (‘local’ models, Fig. 2b) and for each regional area (‘regional’ models,

Fig. 3b). GAMs were fitted to the blended data to estimate Chl trends as follows:

g(mi) 5 B0 1 B1Yeari 1 B2Bathymetryi 1

f2(Latitudei, Longitudei) 1 f3(Day) 1 ei (2)

where g is the monotonic link function of the expected mean Chl concentration

mi, B0 is the model intercept, Bi and fi are respectively parametric and non-

parametric effects estimated from the data, and ei is an error term. A

C-distributed error structure and a log link were used. The global mean rate

of Chl change (Fig. 3b) was estimated by calculating an inverse variance-

weighted random-effects meta-analytic mean39 from the ten regional estimates

(see Supplementary Information for full details).

SST changes (Fig. 6a) were estimated by fitting linear models to data in each

1u3 1u cell and area-weighted additive models to data in each of the ten regions.

To examine the effects of physical drivers (SST, MLD, wind), Chl and physical

data sets were merged by location (1u cell) and time (year, month), and GAMs

were fitted with an added effect for the physical driver in question.
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LETTERS

Pinning quantum phase transition for a Luttinger
liquid of strongly interacting bosons
Elmar Haller1, Russell Hart1, Manfred J. Mark1, Johann G. Danzl1, Lukas Reichsöllner1, Mattias Gustavsson1,
Marcello Dalmonte2,3,4,5, Guido Pupillo2,3 & Hanns-Christoph Nägerl1

Quantum many-body systems can have phase transitions1 even at
zero temperature; fluctuations arising from Heisenberg’s un-
certainty principle, as opposed to thermal effects, drive the system
from one phase to another. Typically, during the transition the
relative strength of two competing terms in the system’s
Hamiltonian changes across a finite critical value. A well-known
example is the Mott–Hubbard quantum phase transition from a
superfluid to an insulating phase2,3, which has been observed for
weakly interacting bosonic atomic gases. However, for strongly
interacting quantum systems confined to lower-dimensional
geometry, a novel type4,5 of quantum phase transition may be
induced and driven by an arbitrarily weak perturbation to the
Hamiltonian. Here we observe such an effect—the sine–Gordon
quantum phase transition from a superfluid Luttinger liquid to a
Mott insulator6,7—in a one-dimensional quantum gas of bosonic
caesium atoms with tunable interactions. For sufficiently strong
interactions, the transition is induced by adding an arbitrarily
weak optical lattice commensurate with the atomic granularity,
which leads to immediate pinning of the atoms. We map out the
phase diagram and find that our measurements in the strongly
interacting regime agree well with a quantum field description
based on the exactly solvable sine–Gordon model8. We trace the
phase boundary all the way to the weakly interacting regime,
where we find good agreement with the predictions of the one-
dimensional Bose–Hubbard model. Our results open up the
experimental study of quantum phase transitions, criticality and
transport phenomena beyond Hubbard-type models in the con-
text of ultracold gases.

Ultracold atomic gases are a versatile tunable laboratory system
for the investigation of complex many-body quantum phenomena9.
The study of quantum phases and quantum phase transitions is
greatly enriched by the possibility of independently controlling the
kinetic energy and the interactions. In deep optical-lattice potentials,
the many-body dynamics of a weakly interacting gas is, to a very
good approximation, governed microscopically by a Hubbard
Hamiltonian2 with a local on-site interaction energy U and kinetic
energy J, which corresponds to tunnelling of atoms from one lattice
site to the next. Experiments with Bose–Einstein condensates (BECs)
of rubidium atoms have demonstrated the quantum phase transition
from a superfluid phase for large J to an insulating Mott–Hubbard
phase3. The transition between these two phases was obtained by
quenching J in a lattice of finite depth. Recent experiments with
fermionic atoms have demonstrated the presence of a fermionic
Mott–Hubbard insulating state10,11, potentially opening the way to
the study of high-temperature superconductivity in proximity of the
Mott–Hubbard phase in two dimensions.

Although the focus in the study of quantum phase transitions in the
context of ultracold atoms has so far been on Hubbard-type physics in
the weakly interacting regime, new quantum phenomena occur in
lower dimensions, where the effects of quantum fluctuations and
correlations are enhanced. In a one-dimensional (1D) bosonic gas,
strong repulsive interactions lead to the formation of a Tonks–
Girardeau gas, where bosons minimize their interaction energy by
avoiding spatial overlap and acquire fermionic properties12–15. The
addition of an arbitrarily weak lattice potential commensurate with
the atomic density, that is, n < 2/l, where n is the 1D density and l/2 is
the lattice periodicity, is expected to lead to an unusual type of
quantum phase transition4,6: the strongly correlated 1D gas is imme-
diately pinned by the lattice and the superfluid Tonks–Girardeau
phase is turned into an insulating, gapped phase. Figure 1 contrasts
the Hubbard-type superfluid-to-Mott-insulator transition with this
pinning transition. Given the universality of 1D quantum physics, the
pinning transition will occur for interacting bosons as well as for
fermions in one dimension and has been discussed with respect to a
variety of quantum models in low dimensions4.

The pinning transition is described by the (1 1 1) quantum sine–
Gordon model, which is an exactly solvable quantum field theory
extensively studied in high-energy, condensed-matter and math-
ematical physics5. The sine–Gordon Hamiltonian reads

H~
Bvs
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ð
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ffiffiffiffiffiffi
4K
p

h
� �h i

ð1Þ

1Institut für Experimentalphysik und Zentrum für Quantenphysik, Universität Innsbruck, Technikerstraße 25, A–6020 Innsbruck, Austria. 2Institut für Theoretische Physik, Universität
Innsbruck, Technikerstraße 25, A–6020 Innsbruck, Austria. 3Institut für Quantenoptik und Quanteninformation der Österreichischen Akademie der Wissenschaften, Technikerstraße
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Figure 1 | Comparing two types of superfluid-to-Mott-insulator phase
transition in one dimension. Schematic density distributions (grey) in the
presence of a periodic potential (red solid line). a, Mott–Hubbard-type
quantum phase transition for weak interactions3. The system is still
superfluid at finite lattice depth (top). The transition to the insulating state is
induced by increasing the lattice depth above a finite critical value (bottom).
b, Sine–Gordon-type quantum phase transition for strong interactions6. In
the absence of any perturbation, the system is a strongly correlated
superfluid (top). For sufficiently strong interactions, not necessarily
infinitely strong, an arbitrarily weak perturbation by a lattice potential
commensurate with the system’s granularity induces the transition to the
insulating Mott state (bottom).
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Here, hxh and hxw are respectively the fluctuations of the long-
wavelength density field (h) and phase field (w) of the hydrodynamic
description of the 1D liquid, with commutation relation [hxh(x),
w(y)] 5 ipd(x 2 y), vs is the velocity of the sound-like excitations of
the 1D gas; V~Vnp=(Bvs) is proportional to the depth, V, of a weak
lattice4,6; d is the delta-function; and B is Planck’s constant, h, divided
by 2p. For vanishing lattice (V~0), equation (1) describes a
Luttinger liquid, where the strength of interactions is parameterized
by the dimensionless parameter K~Bnp=(mvs), which determines
the long-distance power-law decay of the correlation functions; for
example

hn(x)n(x’)i<n2z
cK

(x{x’)2 z
c’ cos (2pn(x{x’))

(x{x’)2K
z � � �

with c and c9 constants and m the atomic mass. The sine–Gordon
model with a weak but finite lattice predicts a quantum phase transi-
tion of the Berezinskii–Kosterlitz–Thouless type from a superfluid
state for K . Kc 5 2, where the shallow lattice is an irrelevant per-
turbation, to an insulating Mott phase for K , Kc, for which the
spectrum is gapped for any value of V.

Although K is in general a phenomenological parameter, in the case
of a 1D bosonic gas it can be microscopically related to the Lieb–Liniger
parameter, c~mg=(B2n), which characterizes interactions in a homo-
genous 1D system16 (Methods). Here g<2Bv\a3D is the coupling con-
stant of the Dirac delta-function interaction potential, gd(x), where vH

is the frequency of transverse confinement and a3D is the three-dimen-
sional (3D) scattering length. The strength of interactions and, thus, K
can be tuned by varying a3D near a Feshbach resonance17. The Tonks–
Girardeau regime corresponds to c? 1. Using the relation between K
and c, it has been shown6 that particles are pinned for experimentally
accessible values of cwcc<3:5 in the limit of a vanishingly weak lattice.

The pinning transition is expected to transform continuously into the
Mott–Hubbard-type quantum phase transition, which occurs for the
weakly interacting gas when the lattice depth becomes sufficiently large.
Here, using a quantum gas of caesium atoms with tunable interactions
confined to an array of independent 1D tubes (Methods), we drive the
superfluid-to-Mott-insulator phase transition by varying c, and deter-
mine the phase boundary all the way from the strongly to the weakly
interacting regime using modulation spectroscopy and measurement of
transport. For shallow lattices under conditions of commensurability,
we observe immediate pinning of the particles for strong interactions
when c . cc.

We first discuss our experiments in the strongly interacting regime.
We start with a 3D BEC of typically 1.3 3 105 caesium atoms without a
detectable thermal fraction in a crossed-beam dipole trap with mag-
netic levitation18, and initialize our system by creating a conventional
3D Mott–Hubbard state in a deep 3D lattice at U/(6J) < 75 with
precisely one atom per lattice site3. We find, by reversing the loading,
that the procedure does not lead to heating of the sample. The array
of 1D tubes is obtained by reducing the lattice depth, V, in one direc-
tion. Our procedure ensures that a majority of tubes has a near-
commensurate number density (Methods). A Feshbach resonance
allows us to control a3D with a precision of 3a0 (a0, Bohr radius) that
is limited by the presence of the magnetic field gradient. For the
shallow lattice, we probe the state of the system by amplitude modu-
lation spectroscopy19,20. We determine the presence of an excitation
gap, Eg, by testing whether energy can be deposited into the 1D system
at a given excitation frequency, f. We modulate V at f by 25–45% for
40–60 ms. After ramping down the lattice beams adiabatically with
respect to the lattice band structure, and after a levitated expansion
time of 40–60 ms (ref. 18), we detect the atoms by time-of-flight
absorption imaging. We determine the spatial width of the atomic
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Figure 2 | Modulation spectroscopy on bosons in one dimension.
a, b, d, Excitation spectra for low (a), intermediate (b), and high (d) lattice
depth, V. The change, d, in the spatial width after amplitude modulation is
plotted as a function of the modulation frequency, f, for different values of c.
a, Characteristic spectra for V 5 1.5(1)ER in the superfluid (squares:
a3D 5 115(2)a0, c 5 1.0(1)) and in the Mott regime (circles: a3D 5 261(2)a0,
c 5 3.1(2)). The solid lines are linear fits to the high-frequency parts of the
spectra. We determine the axis intercepts, fg, as indicated. b, Spectra for
V 5 3.0(2)ER. The system is superfluid for c 5 0.51(6) (squares) and exhibits

a gap for c 5 1.6(1) (triangles) and c 5 4.1(3) (circles). c, Determination of
the transition point for the case of the shallow lattice with V 5 1.5(1)ER. The
frequency fg is plotted as a function of c. The solid line is an error-function fit
to the data. Inset, fg as a function of c for V 5 3.0(2)ER. d, Spectra for
V 5 9.0(5)ER for weak (squares: c 5 0.10(3)) and strong (circles: c 5 8.1(4))
interactions in the superfluid (SF) and Mott-insulator (MI) regimes. Here we
plot f in units of U/h. Modulation parameters and error bars are discussed in
Methods.
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sample from a Gaussian fit to the absorption profile and obtain the
change, d, in the spatial width relative to the unmodulated case as a
function of f.

Two typical measurements are shown in Fig. 2a, one in the super-
fluid phase and one deep in the 1D Mott phase at the same lattice
depth, V 5 1.5(1)ER, where ER 5 h2/(2ml2) is the photon recoil
energy. For weak interactions, the system exhibits a linear increase
for d as a function of f, which we attribute to the superfluid character
of the gas. For strong interactions, the increase, after a slow rise,
shows a clear kink. We attribute the initial slow rise to excitation of
residual superfluid portions of our inhomogeneous system, and the
sudden change in slope to the presence of an excitation gap. We
associate fg, the axis intercept obtained from a linear fit to the steep
part of the spectrum, with the frequency of the gap. To determine the
phase transition from the 1D Mott state to the superfluid state, we
repeat this measurement for a given lattice depth as we scan c by
changing a3D. A typical result is shown in Fig. 2c. The gap closes as c is
reduced. For values V # 2.0ER, the transition point is identified with
an abrupt step in fg; that is, we determine the critical value, cc,V, at
which the transition occurs using an error-function fit to the data.
We always observe some small residual value for fg, of about 120 Hz,
for weak interactions. In general, we find that the measured value for
the frequency of the gap is robust against variations in modulation
amplitude, and that the slope increases with stronger modulation.

For comparison, in Fig. 2b, d we present excitation spectra for an
intermediate value of the lattice depth and for the case of a deep
lattice, respectively. For V 5 3.0(2)ER, the spectrum shows additional
structure for high frequencies as band structure comes into play. We
find that for V . 2.0ER, the gap opens up approximately linearly as a
function of c beyond the critical value cc,V (Fig. 2c, inset). For deep
lattices and for comparatively weak interactions, the spectrum has a
broad distribution characteristic of a superfluid. For stronger inter-
actions, we recover the discrete excitation spectrum of the Mott
phase in the Hubbard regime3,19, with a pronounced peak at
f 5 1.0U/h. Additional peaks21 can be found at f 5 0.5U/h and above
f 5 1.5U/h.

For the case of a deep lattice, we find that the state of the system is
very sensitively probed by transport measurements22,23. A characteristic
property of the Mott state is the inhibition of particle motion. In our
experiment, with the capability to tune interactions we expect the
phase transition to manifest itself, at fixed V, through a strong sup-
pression of transport when the strength of the interaction is increased

above a certain critical value. Essentially, we test whether momentum
can be imparted to the 1D system as a function of interaction strength.
For a given V, we apply a weak axial magnetic force for a short time to
the interacting system, chosen such that the imparted momentum
would be approximately 0:2Bk, with k 5 2p/l, if the system were
non-interacting. Then, as a function of a3D, we determine the centre-
of-mass displacement, x0, of the sample after a fixed time of flight.
Figure 3 shows that x0 decreases monotonically with a3D. For the case
of a deep lattice with V 5 9.0(5)ER, the quenching of transport is
abrupt. At a certain critical value of a3D, transport is fully inhibited24,25.
We find the critical a3D value from a linear fit to the decreasing data and
by determining the axis intercept, and derive from this the critical value
cc,V. Reducing the lattice depth to V 5 5.0(3)ER and V 5 2.0(1)ER leads
to a less abrupt quenching of transport. For stronger interactions, the
decrease starts to level off. Nevertheless, the initial decrease is still
linear, allowing us to determine cc,V from an extrapolation to zero of
the initially linear decrease. The inset in Fig. 3 shows the measured
critical ratio, (U/J)c, determined by our transport method as a function
of lattice depth, V. When we compare our results with the predicted
value26, of (U/J)c < 3.85, for the transition in one dimension, we find a
slight systematic overestimation of the transition point. This, however,
is expected in view of, for example, the spatial inhomogeneity of the
sample and the Berezinskii–Kosterlitz–Thouless-type nature of the
transition in a finite-size system.

We summarize our results in Fig. 4, where we present the phase
diagram as a function of 1/c and V. The set {cc,V} defines the phase
boundary between the 1D Mott insulator and the 1D superfluid. The
measurements based on modulation spectroscopy cover a range from
V 5 4ER down to 0.5ER (circles), and the transport measurements
extend from V 5 2ER to 10ER (squares). In the weakly interacting
regime, where 1/c . 2, our data are in good agreement with the
prediction of the Mott–Hubbard model (dashed line). In the strongly
interacting regime, where 1/c , 1, the measured phase boundary
extrapolates to a finite critical value, 1/cc, for the Lieb–Liniger para-
meter as the lattice depth is reduced to zero. Our results are in
excellent quantitative agreement with the theory for a commensurate
system based on the sine–Gordon model (solid line; see Methods),
for which cc 5 3.5. We also find good agreement between our two
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V 5 5.0(3)ER (squares) and V 5 2.0(1)ER (circles). We extrapolate the linear
slope at small values of a3D and associate the transition point with the axis
intercept. For the data with V 5 2.0(1)ER, transport is not fully quenched as
the condition of commensurability is not fulfilled for all atoms. All errors are
the 1s statistical error. Inset, the measured critical ratio (U/J)c at the
transition point as a function of lattice depth, V. The dashed line indicates
the theoretical result, (U/J)c < 3.85, in the 1D Bose–Hubbard regime26.
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types of measurement technique in the intermediate regime
(V 5 2ER–4ER). Our results demonstrate the striking consequence
of strong interactions in 1D geometry in the presence of a lattice:
beyond a critical value, cc, an insulating Mott state exists for vanish-
ingly small lattice depth. The particles are immediately pinned by the
lattice.

We measure a finite gap energy, Eg, for c . cc in the regime of a
shallow lattice. In the limit as c R ‘ and V R 0, the simple relation
Eg 5 V/2 is expected to hold because the bosonic system has become
fully fermionized and the lattice effectively induces a band insulator
of fermions6. In the inset in Fig. 4, we plot the measured Eg as a
function of V at fixed c 5 11(1). For V , ER, our data are in good
agreement with the analytical result for the gap energy at finite c
(Methods). We note that for V $ ER we observe a deviation in Eg

away from the predicted values. This deviation occurs for shallow
lattices. However, the curve is expected to have a reduced slope for
deeper lattices, for which Eg becomes of order U and is only weakly
dependent on V.

Our results are a benchmark realization of quantum field theory
models with tunable parameters in cold atomic systems. These results
open up the experimental study of the out-of-equilibrium properties of
sine–Gordon-type models. In particular, thermalization in integrable
models beyond the Luttinger-liquid model, quenches across quantum
phase transitions, and their relations to the breakdown of the adiabatic
theorem in low dimensions can now be investigated with full tunability
of system parameters.

METHODS SUMMARY
Sample preparation. We begin with a BEC, with no detectable thermal fraction,

of typically 1.3 3 105 caesium atoms in the jF 5 3, mF 5 3æ hyperfine ground state

in a crossed-beam dipole trap with magnetic levitation. Details of the BEC pre-

paration are presented elsewhere18. The BEC is adiabatically transferred to the 3D

lattice by exponentially ramping up the power in the lattice laser beams within

300 ms. We create a 3D Hubbard-type Mott insulator with precisely one atom per

site in the central region of the trap by adjusting the external dipole-trap confine-

ment before loading into the lattice. The array of vertically oriented tubes is

created by ramping down the power in the vertically propagating beam

pair. Typical trapping frequencies for the tubes are vr 5 2p3 12,300(200) Hz

and vz 5 2p3 21.9(3) Hz along the transversal and longitudinal directions,

respectively.

It is not necessary to strictly adhere to the commensurate density condition to

observe the pinning transition for very weak lattices6. However, we prepare our

sample such that the commensurability condition is on average best fulfilled over

the inhomogeneously populated array of tubes. We find this optimal configura-

tion when the total atom number is chosen such that the peak density of the

centre tube is approximately 1.2nc, where nc 5 2/l is the commensurate 1D

density. Typically there are about 60 atoms in the centre tube.

Phase transition line. For the case of a 1D Bose gas in a weak optical lattice, the

effective sine–Gordon Hamiltonian (equation (1)) is realized. In this regime, the

Berezinskii–Kosterlitz–Thouless transition line between the superfluid and the

Mott-insulating phases can be derived in terms of V and c 5 cc,V as

V

ER

~2
pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c{c3=2= 2pð Þ
p {2

 !

When the system is weakly interacting (c= 1) and for deeper lattices (V?ER),

the system can be described by the Bose–Hubbard Hamiltonian2. In this regime,

the quantum phase transition between a superfluid and a Mott–Hubbard state

occurs at26 (U/J)c < 3.85, which determines a transition line in the V–c plane

according to

4V

ER

~ln2 2
ffiffiffi
2
p

p

c

U

J

� �
c

ffiffiffiffiffiffi
V

ER

r� �

Here J is the hopping energy and U is the on-site interaction energy of the Bose–

Hubbard model.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
1D Bose gas in a weak optical lattice. In the absence of the optical lattice

(V 5 0), the Luttinger-liquid parameter, K, can be expressed in terms of the

Lieb–Liniger parameter, c~gm=(B2n), for all strengths of interaction16,27. For

c # 10 and c? 10, we find that K<p=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c{c3=2=(2p)

q
and K< 1z2=cð Þ2,

respectively. The addition of a weak but finite commensurate optical lattice with

V # ER realizes the effective sine–Gordon Hamiltonian (equation (1)). Using a

perturbative renormalization group approach, the Berezinskii–Kosterlitz–

Thouless transition line between the superfluid and the Mott-insulating phases

can be derived in terms of V and c 5 cc,V as

V

ER

~2
pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c{c3=2=(2p)
p {2

 !

For small lattice depths, the integrable structure of the sine–Gordon model28,29

allows the derivation of the following analytical expression for the dependence of

the spectral gap, Eg, on V and K:

Eg

ER

~
8C pK

2(2{K )

h i
ffiffiffi
p
p

C 2zK (p{1)
2(2{K )

h i K 2V

16ER

C 1{ K
2

� 	
C 1z K
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� 	
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2{K

Here C is the gamma function. For strong interactions (K < 1), the dependence
of the gap on V is linear and Eg approaches the free fermion value, Eg 5 V/2. In

the vicinity of K 5 2, the gap closes exponentially approaching the Berezinskii–

Kosterlitz–Thouless transition line.

Deep lattice: the Bose–Hubbard model. In the weakly interacting regime

(c= 1), for V? ER, when all atoms occupy the lowest vibrational state in each

potential well of the lattice, the system can be described by the following Bose–

Hubbard model2:

H~{J
X

i

b
{
i biz1zh:c:

� �
z

U
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X
i

b
{
i b

{
i bibi

Here bi and b
{
i are the operators respectively destroying and creating a bosonic

particle at the position of the ith well, J 5 4ER(V/ER)3/4=
ffiffiffi
p
p

exp(22
ffiffiffiffiffiffiffiffiffiffiffiffi
V=ER

p
) is

the hopping energy and U 5
ffiffiffiffiffi
2p
p

g(V/ER)1/4/l is on-site interaction energy. The

quantum phase transition between a superfluid and a Mott–Hubbard state occurs

at26 (U/J)c < 3.85, which determines a transition line in the V–c plane according to
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Magnetic Feshbach resonance. The strength of interaction can be tuned by
means of a broad magnetic Feshbach resonance with a pole at 211.7 G and with

a zero crossing for the scattering length near 17 G (ref. 18). To hold the atoms in

the vertically oriented tubes, magnetic levitation by means of a magnetic field

gradient is applied. For a caesium atom in the hyperfine state jF 5 3, mF 5 3æ a

magnetic field gradient of 31.1 G cm21 cancels the gravitational force.

Lattice loading and array of 1D tubes. We create a 3D optical lattice by inter-

ference of three pairs of counter-propagating dipole-trap laser beams at wave-

length l 5 1,064.5 nm with 1/e2 beam waists of ,350mm. The atomic BEC,

initially trapped in a crossed-beam dipole trap, is adiabatically transferred to

the 3D lattice by exponentially ramping up the power in the lattice laser beams

within 300 ms. At the same time, we increase the interaction strength by linearly

increasing the magnetic field strength, and finally reach a 3D Hubbard-type Mott

insulator with precisely one atom per site in the central region. The array of

vertically oriented tubes is created by linearly ramping down the power in the

vertically propagating beam pair in 100 ms, reaching lattice depths from 10ER to

0.5ER. Simultaneously, we linearly reduce the magnetic field strength to set a3D.

Typical trapping frequencies for the tubes are vr 5 2p3 12,300(200) Hz

and vz 5 2p3 21.9(3) Hz along the transversal and longitudinal directions,

respectively. The depth of the lattice along the tubes is calibrated by the pulsed

Raman–Nath technique30. The transversal trapping frequencies of the tubes are

determined by parametric-heating measurements. The distribution of the atom

number per tube can be directly determined from the density distribution in the

Mott-insulating phase and shows an occupation of about 60 atoms in the centre

tube. Here we assume a constant filling factor of one atom and no thermal or

superfluid components. In view of our inhomogeneous system, we calculate c for

a given tube by assuming a 1D Thomas–Fermi distribution and taking the centre

density. The reported c value is a weighted average over all tubes.

Commensurability. To observe the pinning transition, it is not necessary to fulfil

the condition of commensurability precisely6. A finite commensurability para-

meter, Q 5 2p(n 2 nc), corresponds to a shift, dm, of the chemical potential, m.

Here nc 5 2/l is the commensurate 1D density. The system stays locked to the

Mott-insulating phase as long as dm remains smaller than the energy necessary to

add another atom. When Q increases beyond a critical value, Qc(c, V), the system

develops finite-density excitations, which destroy the long-range order of the

Mott insulator. We find that, for the array of 1D tubes, the commensurability

condition in the superfluid regime is fulfilled best when the total atom number is

chosen in such a way that the peak density of the centre tube is approximately

1.2nc.

Modulation parameters and error bars. For the data in Fig. 2a, b, d, we chose the

following modulation times and amplitudes: 40 ms, 35% (Fig. 2a); 40 ms, 30%

(Fig. 2b); 30 ms, 35% for the superfluid phase and 25% for the Mott phase

(Fig. 2d). In Fig. 2a, b, d, the error bars for d reflect the 1s statistical error. In

Fig. 2c, the error bars for fg are derived from the 1s error in the fit parameters.

The error in c results from the 1s statistical error in the independent input

variables and the spread of c due to the distribution of tubes. For the data in

Fig. 4, the error in c is derived from the 1s error in the fit parameters for the

modulation measurements. For the transport measurements, the error in c
results from the 1s statistical error in the independent input variables and the

spread of c due to the distribution of tubes. The error bars for V indicate the 1s
error from the calibration of the lattice depth.
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Direct generation of photon triplets using cascaded
photon-pair sources
Hannes Hübel1, Deny R. Hamel1, Alessandro Fedrizzi2, Sven Ramelow3,4, Kevin J. Resch1 & Thomas Jennewein1

Non-classical states of light, such as entangled photon pairs and
number states, are essential for fundamental tests of quantum
mechanics and optical quantum technologies. The most widespread
technique for creating these quantum resources is spontaneous
parametric down-conversion of laser light into photon pairs1. Con-
servation of energy and momentum in this process, known as phase-
matching, gives rise to strong correlations that are used to produce
two-photon entanglement in various degrees of freedom2–9. It has
been a longstanding goal in quantum optics to realize a source that
can produce analogous correlations in photon triplets, but of
the many approaches considered, none has been technically
feasible10–17. Here we report the observation of photon triplets
generated by cascaded down-conversion. Each triplet originates from
a single pump photon, and therefore quantum correlations will
extend over all three photons18 in a way not achievable with indepen-
dently created photon pairs19. Our photon-triplet source will allow
experimental interrogation of novel quantum correlations20, the
generation of tripartite entanglement12,21 without post-selection
and the generation of heralded entangled photon pairs suitable for
linear optical quantum computing22. Two of the triplet photons have
a wavelength matched for optimal transmission in optical fibres,
suitable for three-party quantum communication23. Furthermore,
our results open interesting regimes of non-linear optics, as we
observe spontaneous down-conversion pumped by single photons,
an interaction also highly relevant to optical quantum computing.

Given the potential for fundamental and applied quantum sciences,
several physical systems have been proposed for the direct generation
of photon triplets. These include four-level atomic cascades and
higher-order optical nonlinearities10, tri-excitons in quantum dots11,
combinations of second-order nonlinearities13 and high-energy
electron–positron collisions14. Extremely low interaction strengths
and collection efficiencies have rendered these proposals unfeasible.
Recent experiments have observed and studied third-order15,16 and
cascaded second-order nonlinear17 parametric processes seeded by
strong lasers. However, such seeding only increases stimulated emis-
sion, which masks the production of tripartite quantum correlations
and cannot lead to three-photon entanglement.

Production of photon triplets by cascaded spontaneous parametric
down-conversion (C-SPDC) was first proposed 20 years ago12, yet
never experimentally realized. The basic idea is shown in Fig. 1a. A
primary down-conversion source is pumped by a laser to create a
photon pair. One of the photons from this pair drives a secondary
down-conversion process, generating a second pair and, hence, a
photon triplet. Because the photon triplet originates from a single
pump photon, the created photons have strong temporal correlations24

and their energies and momenta sum to those of the original photon.
The C-SPDC process can be described using a simplified quantum

optical model. The interaction Hamiltonian for the primary source can

be written as H1~l1a(a
{
0a

{
1zh:c:) (h.c., Hermitian conjugate), with

the pump laser treated as a classical field with amplitude a and the
photon creation operators of the two output modes denoted by a

{
0

and a
{
1 , respectively. The coupling strength between the interacting fields

is expressed by the parameter l1, which includes the nonlinear response
of the material and governs the expected conversion rate of pump
photons. For the second down-conversion, the pump field is a single
photon and must be treated quantum mechanically in the interaction
Hamiltonian,H2~l2(a0a

{
2a

{
3zh:c:), with output modes 2 and 3. The

evolution operator of the system is U 5 U2U1 5 exp(2iH2)exp(2iH1),
and can be approximated by expanding each term to first order.
Applying U to the initial vacuum state and ignoring the vacuum con-
tribution for the final state results in

Wj i~U 00, 01, 02, 03j i

<{il1a 10, 11, 02, 03j i{l1l2a 00, 11, 12, 13j i
ð1Þ

1Institute for Quantum Computing and Department of Physics & Astronomy, University of Waterloo, Waterloo, Ontario N2L 3G1, Canada. 2Department of Physics and Centre for
Quantum Computer Technology, University of Queensland, Brisbane, Queensland 4072, Australia. 3Institute for Quantum Optics and Quantum Information, Austrian Academy of
Sciences, Boltzmanngasse 3, 1090 Vienna, Austria. 4Faculty of Physics, University Vienna, Boltzmanngasse 5, 1090 Vienna, Austria.
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where the subscripts label the spatial modes. The first term describes
the pair creation process in the first crystal and the second represents
the desired three-photon state, j0, 1, 1, 1æ, where the amplitude scales
as the product of the two coupling strengths, l1 and l2, of the down-
converters. Equation (1) predicts that the rate of triplet production
from C-SPDC should be linear in the intensity of the pump laser.

The conversion efficiencies in SPDC are typically very low. In
optical nonlinear materials such as b-barium borate, for example,
they reach about 10211 per pump photon25. Major advances in non-
linear optics, such as quasi-phase-matching of optical materials, have
recently made it possible to access the inherent higher nonlinearities
of materials such as periodically poled lithium niobate (PPLN) and
periodically poled potassium titanyl phosphate (PPKTP). The down-
conversion efficiencies demonstrated in these materials can reach up
to 1029 in bulk26. The introduction of optical waveguides in photon-
pair sources27 has further increased conversion efficiencies to 1026,
making the observation of C-SPDC possible.

Figure 1b depicts the experimental set-up (see Methods for more
details). The primary source generated photon pairs in a PPKTP crystal
quasi-phase-matched for collinear SPDC of 405 nm R 775 nm 1

848 nm. The 775-nm photons were used to pump the secondary
source, which consisted of a PPLN waveguide quasi-phase-matched
for 775 nm R 1,510 nm 1 1,590 nm. The photon triplets were mea-
sured using a chained series of three photon counters (D1, D2 and
D3) based on avalanche photodiodes. The detection of a 848-nm
photon at D1, which occurred with a frequency of about 1 MHz,
opened a 20-ns gate at D2, which in turn gated D3 for 1.5 ns. The actual
gate rate of D2 was reduced to 870 kHz, owing to saturation. Because
D3 was only armed if both D1 and D2 had fired, an event at D3
constituted the detection of a photon triplet. The temporal signatures
of these triple coincidences were recorded in histograms with a fast
time acquisition card, where the detection signal at D1 served as the
start trigger and the detection signal at D3 served as the stop trigger.
Data were recorded for a total of 20 h and analysed as a histogram of the
time interval between detections at D3 and D1, DtD3–D1.

A typical data set, shown as a histogram in Fig. 2a, displays a peak
8 s.d. above the background noise. This is a clear signature of C-SPDC
photon triplets. The 1.2-ns temporal width of the observed photon-
triplet peak is dominated by detector jitter. Integration over the three

central time bins yields a raw triplet rate of 124 6 11 events in 20 h.
The observed background in the histogram is caused predominantly
by triple events between a genuine detection at D1 and dark counts at
D2 and D3 (see Methods), and was estimated from the displayed data
to be 10.2 6 0.9 per bin in 20 h. The detected rate of triplets, exclu-
sively produced by the C-SPDC process, was 4.7 6 0.6 counts per
hour. We modelled the process under the assumption that the
down-conversion efficiency per photon in the secondary source
was independent of the pump intensity (Supplementary Informa-
tion). Using the conversion efficiencies obtained from independent
characterizations of both sources at milliwatt pump power, and
optical parameters from other relevant components of our set-up,
our model predicts a triplet rate of 5.6 6 1.1 counts per hour, which is
in very good agreement with the measured value.

It is expected that C-SPDC photon triplets should exhibit strict time
correlations24. We investigated this property by introducing three
different delays between D2 and D3 (20.5, 0 and 0.5 ns) and mea-
suring the histograms. The data in Fig. 2b show a significant reduction
of the peak in the histograms with additional delays, verifying the
strong temporal correlations of the created triplets.

It is conceivable that other physical processes, such as the avalanche
photodiode breakdown flash from D128, electronic cross-talk or double-
pair emission from the primary source, might give rise to correlated
triple-detection events with similar features to the ones we have
observed. We can rule out these alternatives by testing the expected
dependence of the C-SPDC signal on temperature and input wave-
length of the secondary down-conversion. As shown in Fig. 3a, for a
given input wavelength into the PPLN crystal, phase-matching imposes
a minimum temperature below which down-conversion cannot occur.
The triple-coincidence peak, in Fig. 3b, indeed disappears when the
PPLN temperature is lowered from 60 uC (setting A) to 50 uC (setting
B) while keeping the input wavelength fixed at 776.0 nm. The triple-
photon signal is then recovered at this temperature by lowering the input
wavelength to 775.4 nm (setting C). These measurements, together with
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the strong agreement between the observed and predicted triplet rates,
provide conclusive proof that we have indeed observed spontaneously
produced photon triplets.

In the near future, we expect to increase the photon-triplet rate by
at least one order of magnitude using an improved time acquisition
system, a dichroic beam splitter for separating the photons created in
the secondary source and by matching the down-conversion band-
width of the initial pair to the PPLN crystal. The direct generation of
the triplet guarantees strong energy–time correlations, allowing the
creation of entangled, or hyper-entangled29, triplets and realizations
of tripartite states such as the Greenberger–Horne–Zeilinger (GHZ)
state30 and the W state31 without elaborate and probabilistic post-
selection schemes. For example, time-bin entangled6 GHZ states
could be produced by pumping our triplet source with a pulsed
pump laser in a coherent superposition of two time slots. The entan-
glement could then be detected using three standard unbalanced
interferometers. As a further example, W states could be made by
using an entangling source as the primary down-converter, pro-
ducing a Bell state ( V0V1j iz H0H1j i)=

ffiffiffi
2
p

, where jVæ and jHæ denote
the photon polarization states in their respective modes. The secondary
source would consist of two down-converters where jV0æ is converted
to jH2H3æ and jH0æ is converted to ( H2V3j iz V2H3j i)=

ffiffiffi
2
p

, into the
same pair of modes. The relative amplitudes could then be balanced
by tuning the conversion efficiencies. Polarization-entangled GHZ
states could be made by modifying the W-state scheme such that
the secondary source converts jV0æ to jV2V3æ and jH0æ to jH2H3æ. An
interesting application of such a GHZ source could be to indicate the
presence of an entangled photon pair in modes 1 and 2 by detecting the
secondary down-converted photon in mode 3. This has proven very
difficult to achieve otherwise. Our results also confirm that the SPDC
efficiency is independent of pump power down to the single-photon
level (Supplementary Information), allowing new tests of nonlinear
optics in the quantum regime.

METHODS SUMMARY
Experimental set-up. The primary source, shown in Fig. 1b, consisted of a 25-mm-

long, temperature-stabilized PPKTP crystal and was pumped with a power of

2.4 mW from a 405-nm continuous-wave diode laser. The type-II SPDC in the

PPKTP generated orthogonally polarized photons at 775 nm and 848 nm that were

separated by a polarizing beam splitter and coupled into single-mode fibres. A

long-pass filter (FP) was used to block the strong 405-nm pump, band-pass filters

(12-nm bandwidth) with respective central wavelengths of 780 nm (F0) and

840 nm (F1) were placed before the fibre couplers to further reduce background.

The 775-nm photon, after passing an in-fibre polarization controller, served as
input to the secondary source, a 30-mm temperature-stabilized PPLN waveguide

crystal with fibre pigtails attached to both ends for type-I SPDC. The photon pair at

1,510 nm and 1,590 nm was separated using a 50:50 fibre beam splitter (BS). The

secondary source was operated without filters, as the input power during C-SPDC

measurements was low enough (,106 input photons per second) not to cause

additional detection events in the InGaAs detectors. The gate (G) and photon

arrivals at these detectors were synchronized by an internal delay generator at D2

and an external delay generator between D2 and D3. Detection efficiencies at the

InGaAs detectors D2 and D3 were set to 20% and 10%, respectively. Trigger events

from D1 and detection events from D3 were recorded using a time acquisition card

(TAC) with a timing resolution of 103 ps, and analysed on a computer (PC).

Dark count rate. The total background during the 20-h runs, seen in Fig. 2a, was

measured to be 268 6 16 events over the whole 20-ns gate. This number is in very

good agreement with the expected noise count of 254 6 5 triple events as calcu-

lated from the individual dark count probabilities per gate of D2 (1.8 3 1023) and

D3 (4.5 3 1026), the trigger rate and the efficiency of the time acquisition card.
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LETTERS

Following a chemical reaction using high-harmonic
interferometry
H. J. Wörner1, J. B. Bertrand1, D. V. Kartashov1,2, P. B. Corkum1 & D. M. Villeneuve1

The study of chemical reactions on the molecular (femtosecond)
timescale typically uses pump laser pulses to excite molecules and
subsequent probe pulses to interrogate them. The ultrashort
pump pulse can excite only a small fraction of molecules, and
the probe wavelength must be carefully chosen to discriminate
between excited and unexcited molecules. The past decade has
seen the emergence of new methods that are also aimed at imaging
chemical reactions as they occur, based on X-ray diffraction1, elec-
tron diffraction2 or laser-induced recollision3,4—with spectral
selection not available for any of these new methods. Here we show
that in the case of high-harmonic spectroscopy based on recolli-
sion, this apparent limitation becomes a major advantage owing to
the coherent nature of the attosecond high-harmonic pulse
generation. The coherence allows the unexcited molecules to act
as local oscillators against which the dynamics are observed, so a
transient grating technique5,6 can be used to reconstruct the ampli-
tude and phase of emission from the excited molecules. We then
extract structural information from the amplitude, which encodes
the internuclear separation, by quantum interference at short
times and by scattering of the recollision electron at longer times.
The phase records the attosecond dynamics of the electrons, giving
access to the evolving ionization potentials and the electronic struc-
ture of the transient molecule. In our experiment, we are able to
document a temporal shift of the high-harmonic field of less than
an attosecond (1 as 5 10218 s) between the stretched and com-
pressed geometry of weakly vibrationally excited Br2 in the elec-
tronic ground state. The ability to probe structural and electronic
features, combined with high time resolution, make high-harmonic
spectroscopy ideally suited to measuring coupled electronic and
nuclear dynamics occurring in photochemical reactions and to
characterizing the electronic structure of transition states.

To image a molecule with an intense femtosecond laser field
(,1014 W cm22), we extract an electron wave packet from one of
the valence orbitals and drive it back to interfere with the remaining
bound electronic state. If the electron recombines, it emits extreme-
ultraviolet (XUV) radiation in a train of attosecond pulses, a process
known as high-harmonic generation (HHG). All molecules in the
sample radiate coherently in a phase-matched process. HHG can
image a molecular orbital3 and probe rotational7,8 and vibrational
dynamics9,10 in the electronic ground state. We demonstrate how
HHG can also be applied to observe a chemical reaction in real time11.

Molecular bromine (Br2) serves as our exemplary molecule.
Excitation at 400 nm transfers population from the X 1Sg

1 ground
state to the repulsive C 1P1u state in which it dissociates (Fig. 1a).
Dissociation is essentially adiabatic, resulting in two bromine atoms in
the 2P3/2, jmJj5 1/2 state12. High-harmonic generation from a coher-
ent superposition of two electronic states can proceed by ionizing
from and recombining to the same or the other electronic state

(Supplementary Information section 1). All emitted fields are phase-
locked to the generating field and interfere with each other, as illu-
strated in Fig. 1b. Once the overlap of the excited and ground-state

1Joint Laboratory for Attosecond Science, National Research Council of Canada and University of Ottawa, 100 Sussex Drive, Ottawa, Ontario K1A 0R6, Canada. 2Institut für Photonik,
Technische Universität Wien, Gusshausstr. 25-29, 1040 Wien, Austria.
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Figure 1 | High-harmonic interferometry of dissociating Br2. a, Potential
energy curves of the ground and excited (C 1P1u) state of Br2 (black and blue
lines, respectively) and the lowest electronic states of Br2

1 (red lines) as a
function of the internuclear separation, R. Also shown (thicker lines) are the
ground-state nuclear wavefunction (black) and the calculated excited-state wave
packet (blue) at selected delays Dt following a 40-fs excitation pulse centred at
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vibrational wave packets is lost, however, the coherent superposition
can no longer be distinguished from a mixed sample of distinct
ground-state and excited-state molecules. Only harmonics created
by ionizing and recombining to the same state are possible.

We form a sinusoidal grating of excited molecules using two pump
beams that cross in the medium, as shown in Fig. 2a. Horizontal
planes of excited molecules alternate with planes of unexcited mole-
cules. We generate high harmonics from this grating with a delayed
800-nm laser pulse (probe). The experiment is described in Methods.
Figure 2b and c shows the yields of harmonics 13 to 21 in both the
zero-order (Fig. 2b) and the first-order diffraction (Fig. 2c). The
intensity of the zero-order diffraction decreases in all harmonic
orders following excitation and subsequently increases to a level that
depends on the harmonic order. By contrast, the first-order diffrac-
tion signal (not present at negative times) increases, reaching its
asymptotic value about 300 fs after the excitation pulse. The zero
time-delay and a cross-correlation time of 50 fs is monitored through
the appearance of even-order harmonics (Supplementary Informa-
tion section 6).

From zero- and first-order diffraction, we uniquely extract the
harmonic amplitude de/dg and phase jQe 2 Qgj of the excited state

relative to the ground state. (Here de,g and Qe,g are respectively the
harmonic amplitudes and phases of the ground (g) and excited (e)
states, see Supplementary Information section 2). We show the
experimentally determined values in Fig. 3, for pump and probe
polarizations parallel (Fig. 3a) or perpendicular (Fig. 3b).

The different time evolution of the amplitude and the phase is
striking. Whereas the phase reaches its asymptotic value after
,150 fs, the amplitude takes more than 300 fs. It is also notable that
the temporal variation of the amplitude changes with the relative
polarization of the excitation and harmonic generation pulses
(Fig. 3a and b). In contrast, although the time-dependent phase is
different for the different polarizations, it reaches the same asymp-
totic value at the same time delay. We will first concentrate on the
phase, then discuss the amplitude.

There are two main contributions to the phase of high-harmonic
radiation (Supplementary Information, section 3). First, the electron
and the ion accumulate a relative phase between the time of ioniza-
tion and the time of recombination. The phase shift between the same
harmonic order q being emitted by two electronic states differing in
ionization potential by DIp can be expressed as DQq <DIp�ttq (ref 13),
where �ttq is the average transit time of the electron in the continuum.
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Second, when the electron recombines, the dipolar transition matrix
element imposes an amplitude and a phase on the radiation14,15. The
first contribution depends on the electron trajectory (determined by
the laser parameters) and the ionization potential. The second con-
tribution characterizes the electronic structure of the molecule. It
depends on the emitted photon energy and the angle of recombina-
tion in the molecular frame3.

The time evolution of the reconstructed phase in Fig. 3 can be split
into two regions: the first 150 fs, where the phase varies rapidly, and
the subsequent flat region where the phase is independent of the
relative polarizations. The rapidly varying phase reflects the fast vari-
ation of the ionization potentials with delay. The strong dependence
of the phase on the relative polarizations (Fig. 3a versus Fig. 3b)
shows that the phase also traces the evolution of the electronic struc-
ture of the molecule as it dissociates. This variation occurs because
the electronic structure of the bound state to which the electron
recombines changes significantly. At asymptotic delays we measure
Br atoms relative to ground state molecules. The phase shift is inde-
pendent of the direction of recombination, because Br2 dissociates
into atoms in the jmJj5 1/2 magnetic sub-level12. The phase shift is
1.8 rad for the thirteenth harmonic (H13). Using the relation
DQq <DIp�ttq, with �ttq from a classical trajectory calculation16, we
obtain DIp 5 1.3 eV, in good agreement with the known ionization
potentials of Br2 and Br.

We now turn to the temporal evolution of the amplitudes. All
harmonics go through a deep minimum at an early time (Fig. 3a
and b, insets). The minimum, occurring between 51 6 5 fs (H21)
and 78 6 5 fs (H13), measures the stretching of the orbital as the
molecule dissociates. We obtain almost identical results in both
polarizations because at early delays the ionization step selects mole-
cules lying parallel to the laser field. When the electron recombines to
the initial state, its de Broglie wavelength lq can destructively inter-
fere with the initial state wavefunction (Fig. 3c). When the molecular
orbital is an in-phase combination of two atomic orbitals, destructive
interference occurs for internuclear separations R 5 [(2n 1 1)/2]lq

(where n is an integer; ref. 17). Using n 5 1 and the relation V 5 k2/2
between the photon energy V and the electron momentum k, we
translate the minimum of H21 to a bond length of 3.3 Å and that
in H13 to 3.9 Å (Fig. 3c)—in good agreement with wave-packet
calculations (Supplementary Information section 4). Thus, we trace
the bond length as a function of time using quantum interference.

As the molecule dissociates, one might expect additional minima
corresponding to destructive interference with n . 1. Instead, we
observe a slow rise of the amplitudes. At delays larger than 150 fs,
the four valence molecular orbitals of Br2 formed from the 4p atomic
orbitals of Br become nearly degenerate, masking quantum interfer-
ence in ionization or recombination. Consequently, it is only the
propagation of the electron in the laser field that is affected by the
second atom. For perpendicularly polarized pump and probe beams,
the interaction of the ionized electron with the neighbouring atom is
maximized, because the electron trajectory between tunnelling and
recollision lies in the plane of the disk of dissociating atoms. As we
show in Supplementary Fig. 5, the slower recovery of the amplitude in
Fig. 3b reflects this fact. This property of high-harmonic spectroscopy
is analogous to XAFS (extended X-ray absorption fine structure), and
may be useful to probe the chemical environment of a low-Ip species
(for example, a molecule in a helium droplet).

Time-resolved photoelectron measurements of the dissociation of
Br2 have demonstrated how the binding energies shift as the atoms
move apart. In refs 18, 19 and 20, the time delay for the appearance of
an atomic-like photoelectron spectrum is in the range 40–85 fs. In
high-harmonic spectroscopy, recollision is sensitive to the electronic
structure of the molecule rather than to the binding energy of indi-
vidual orbitals. The minima between 50 and 80 fs show that the
electron recombines with a two-centre molecular wavefunction.
The absence of such minima between 100 and 150 fs suggests that
at longer delays the recombination occurs to a single centre. An

analogous transition between two- and one-centre signatures has
recently been observed in core–shell photoionization of a static mole-
cule21. However, the recovery of the amplitudes in Fig. 3a shows that
the atomic character of the electronic wavefunction is only fully
established after 300 fs, significantly later than the photoelectron
measurements suggest.

Before concluding, we show that spectral interferometry with high
harmonics is a general technique. In every photochemistry experi-
ment creating atomic fragments, there is a second static reference
naturally present at long time delays. In our case, for time delays
greater than ,300 fs, the medium consists of alternating planes of
ground-state molecules and atomic fragments. Increasing the pump
intensity to the level where the ground state depletion becomes sig-
nificant, a vibrational wave-packet motion is clearly seen in the phase
(Fig. 4)—but not in the amplitude (not shown)—of the highest
harmonics (H19 and H21). The minimal observed modulation depth
of the relative phase amounts to 0.02 rad for H19. Using the equation
DQq <DIp�ttq, we measureDIp as varying by 0.01 eV between the inner
and outer turning points of the vibrational motion. We note that the
measured phase shift corresponds to a temporal shift of the harmonic
field of 450 zeptoseconds (1 zs510221 s). The sinusoidal variation of
the phase with time indicates an essentially linear variation of DIp

with R, which shows that the potential curves of the neutral and the
ion are shifted with respect to each other22.

Clearly, there is a close connection between high-harmonic and
photoelectron spectroscopy. Photoelectron spectroscopy identifies
excited-state dynamics by changes in the photoelectron energy18,20

or angular distribution23,24, whereas high-harmonic spectroscopy
makes the identification through the interference of the emitted
radiation. This interference gives high-harmonic spectroscopy access
to both the amplitude and the phase of the recombination dipole.
The phase of an outgoing photoelectron wave packet, in contrast, is
very difficult to measure25,26. Measuring high-harmonic phase will
allow us to investigate attosecond dynamics induced by the laser field,
electronic wave packets launched through ionization15, and non-
adiabatic electronic dynamics27,28.

Looking forward, measuring the amplitude and phase of the trans-
ition moment relative to a fully characterized ground-state reference3

will allow dynamic imaging of orbitals in a chemical reaction. Other
applications in femtochemistry are possible, ranging from simple
dissociation dynamics, to proton transfer, to non-adiabatic reaction
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Figure 4 | Vibration-induced modulation of the high-harmonic phase.
Reconstructed relative phases of harmonics 13 to 21 in an experiment
similar to that shown in Fig. 3a but at higher intensity of the 400-nm
excitation pulses. The fast transient in the first 200 fs measures the
dissociation of the excited state. The subsequent modulation with a period of
100 fs measures the variation of the phase of the vibrating ground-state
molecules relative to that of the atoms generated in the photo-dissociation
process.
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dynamics, to complex photochemical processes. For example, the
change in electronic structure associated with the crossing of a
conical intersection29,30 will be mapped into the harmonic radiation.
In all these cases, the sensitivity of high-harmonic spectroscopy to
electronic structure will provide new insight.

METHODS SUMMARY

The experiment uses a chirped-pulse amplified titanium-sapphire femtosecond

laser, a high-harmonic source chamber equipped with a pulsed valve and a XUV

spectrometer. The laser beam, comprising 8-mJ pulses of 32-fs duration (full-

width at half-maximum, FWHM) at 800 nm, is split into two parts of variable

intensities using a half-wave plate and a polarizer. The major part is sent through

a computer-controlled delay stage towards the high-harmonic chamber, while

the minor part is sent through a type I BBO crystal of 100-mm thickness to

generate 400-nm pulses. A 50:50 beamsplitter generates two equally intense

400-nm beams that are recombined on a dichroic mirror with the 800-nm beam.

The two 400-nm beams and the 800-nm beam are all parallel to each other with a

vertical offset of 60.75 cm, and focused into the chamber using an f 5 50 cm

spherical mirror. The focus of the 800-nm beam is placed 1 mm before the

molecular jet to favour the short trajectories. Typical pulse energies amount to

1 mJ (800 nm) and 3mJ (400 nm), resulting in respective intensities of

1014 W cm22 (800 nm) and 1012 W cm22 in the bright zones of the grating.

High-order harmonics are generated in a supersonic expansion of Br2 seeded

in 2 bar of helium. The high harmonics generated by the 800-nm field are spec-
trally resolved using an aberration-corrected XUV grating and imaged by a

micro-channel plate detector backed with a phosphorescent screen using a

charge-coupled device camera. The images are transferred to a computer for

analysis. The harmonic intensities are extracted by integrating the images spa-

tially and spectrally. We have verified that the reconstructed phases and ampli-

tudes shown in Fig. 3a and b are insensitive to the chirp of the 800-nm laser pulse.
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LETTERS

Triggering of New Madrid seismicity by
late-Pleistocene erosion
E. Calais1, A. M. Freed1, R. Van Arsdale2 & S. Stein3

The spatiotemporal behaviour of earthquakes within continental
plate interiors is different from that at plate boundaries. At plate
margins, tectonic motions quickly reload earthquake ruptures,
making the location of recent earthquakes and the average time
between them consistent with the faults’ geological, palaeoseismic
and seismic histories. In contrast, what determines the activation of
a particular mid-continental fault and controls the duration of its
seismic activity remains poorly understood1. Here we argue that the
concentration of magnitude-7 or larger earthquakes in the New
Madrid seismic zone of the central United States2,3 since the end
of the last ice age results from the recent, climate-controlled, ero-
sional history of the northern Mississippi embayment. We show
that the upward flexure of the lithosphere caused by unloading from
river incision between 16,000 and 10,000 years ago caused a reduc-
tion of normal stresses in the upper crust sufficient to unclamp pre-
existing faults close to failure equilibrium. Models indicate that
fault segments that have already ruptured are unlikely to fail again
soon, but stress changes from sediment unloading and previous
earthquakes may eventually be sufficient to bring to failure other
nearby segments that have not yet ruptured.

Large earthquakes within continents, far from plate boundaries,
are episodic, clustered and seem to migrate through time. Although
this behaviour is recognized in many continental interiors1, the best-
studied case is the New Madrid seismic zone (NMSZ) in the central
United States (Fig. 1), which was struck by three magnitude-7 or
greater earthquakes in 1811–18122,3. Smaller earthquakes continue
today, outlining the fault segments thought to have ruptured in
1811–1812, and palaeoseismic records show evidence of large events
about 500 yr apart in the past 2 kyr (ref. 4). The occurrence of such
large earthquakes in the stable continental interior, far from plate
boundaries, had been taken as evidence that strain accumulates
steadily on the New Madrid faults and is periodically released during
large, infrequent events. However, 20 yr of Global Positioning System
(GPS) measurements find no detectable deformation, with progres-
sively higher precision, constraining any present motions across the
NMSZ to be slower than 0.2 mm yr21 (refs 5,6). Because known large
earthquakes in the NMSZ are equivalent to an elastic strain release
rate of at least 1–2 mm yr21 over the past ,2 kyr, this indicates that
deformation rates vary with time and precludes a steady-state model
where the recurrence of large earthquakes removes the strain accu-
mulating at approximately the same rate.

Hence, the NMSZ must have been recently activated, consistent
with the lack of significant topography in the region and with seismic
reflection and trenching studies that find an increase in slip rate on the
Reelfoot fault by four orders of magnitude about 10 kyr ago7. This
recent reactivation of the NMSZ argues against Holocene fault activity
being a direct manifestation of tectonic stresses, which change on
timescales of millions of years. A similar conclusion emerges from

the observation that plate-wide GPS measurements in stable North
America, Europe and Australia (outside the areas currently affected by
glacial isostatic adjustment) also show very low deformation rates, of
less than 0.5 mm yr21 over 5,000 km (ref. 8). In the absence of signifi-
cant far-field displacement loading and regional-scale strain accu-
mulation, what determines the occurrence of large earthquakes in
plate interiors remains unknown. The North American plate interior
contains many fossil faults that developed at different times with
different orientations, but only a few seem active today. Hence,
although the earthquakes probably occur by reactivation of favourably
oriented faults associated with Palaeozoic rifting, a localized stress
source must have recently triggered these particular faults. Similarly,
although slowly varying plate-wide or regional forces may have a role
in New Madrid seismicity, the primary triggers must be localized in
space and time.

Various local stress sources have been explored so far. For instance, it
has been proposed that the recent activation of the NMSZ, coincident

1Purdue University, Department of Earth and Atmospheric Sciences, West Lafayette, Indiana 47907, USA. 2University of Memphis, Department of Earth Sciences, Memphis,
Tennessee 38152, USA. 3Northwestern University, Department of Earth and Planetary Sciences, Evanston, Illinois 60208, USA.
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Figure 1 | Current seismicity of the NMSZ. Red circles show National
Earthquake Information Center (NEIC) and Center for Earthquake
Research and Information catalogues (1974 to present), and white circles
show the location of the 1811–1812 events from the NEIC catalogue of
significant historical events. Circle size corresponds to earthquake
magnitude, as indicated. The red dashed line shows the perimeter of the
Mississippi embayment, and the Palaeozoic Reelfoot rift is schematically
delimited by the two blue dotted lines. The black dashed line shows the
location of the cross-section in Fig. 2.
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with the end of the last ice age, resulted from stress changes caused by
the melting of the Laurentide ice sheet9. However, because flexural
stresses decay rapidly away from the ice margin, this mechanism fails
to explain fault activation in the NMSZ10 unless its upper mantle and
lower crust are an order of magnitude weaker than the surroundings9.
Such a lateral variation in viscosity is unlikely given the absence of a
heat flow anomaly11. A similar difficulty arises for models in which
seismicity results from sinking of an ancient high-density mafic
body12,13 or from a sudden weakening of the lower crust14 in the past
9 kyr (ref. 13), because there is no evidence for such a weak zone and no
obvious mechanism for the weakening. In summary, no single model
has so far been able to explain simultaneously the spatial concentration
of large earthquakes in the NMSZ, their temporal clustering in the past
,10 kyr and the absence of measureable contemporary strain accu-
mulation in the region. Here we argue that the onset of fault activity
coincidental with the end of the last ice age, and the concentration of
large earthquakes in the NMSZ since then, results from stress changes
caused by the upward flexure of the lithosphere associated with river
incision in the northern Mississippi embayment at the end of the
Pleistocene epoch15.

The NMSZ (Fig. 1) occupies the eastern part of the upper Mississippi
embayment and coincides with part of the Cambrian Reelfoot rift.
During most of the Pleistocene, the ancestral Mississippi River flowed
south through the Western Lowlands and the ancestral Ohio River
flowed south through the Eastern Lowlands, with Crowley’s ridge as
the drainage divide between the two lowlands. The geologic history of
the ancestral Ohio River preserved in the Eastern Lowlands since the
end of the Pleistocene (Fig. 2) consists of late-Wisconsin (19.7 kyr BP)
formation of the Sikeston flood plain by aggradation or entrenchment
through a higher flood plain that was not preserved; minor entrench-
ment and formation of the late-Wisconsin (16.1 kyr BP) Kennett flood
plain; latest-Wisconsin (12.4 kyr BP) entrenchment of the eastern two-
thirds of the Eastern Lowlands and formation of the Morehouse flood
plain; and entrenchment through the Morehouse flood plain by the
Mississippi River to the current flood-plain elevation, which occurred
10.1 kyr BP

16. This late-Pleistocene evolution of the central Mississippi
River valley, which was controlled by deglacial melt water and outwash
at the transition from glacial to interglacial conditions, therefore
removed about 6 m of sediments over a 60-km-wide area between about
16 and 12 kyr BP, followed by the removal of another 6 m over a 30-km-
wide area between about 12 and 10 kyr BP. The most recent incision
event is coincident with and was caused by the northwards stepping of
the confluence of the Mississippi and Ohio rivers to its current location
at Cairo, Illinois16. Thus, the late-Pleistocene denudation is temporally
and spatially unique to the central and lower Mississippi River valley.

To test whether the removal of this load is sufficient to activate fault-
ing in the NMSZ, we developed a finite-element model that simulates

a negative surface pressure associated with sediment removal, allowing a
viscoelastic lower crust and mantle to relax both during and after
removal of this load (Methods). In the absence of additional details
on the erosional history, we use a simple unloading model where sedi-
ments are removed at a constant rate in two steps (Fig. 2a).

The sediment removal induces flexural uplift that, in turn, causes
stress increase (that is, towards extension) above a neutral axis (at a
depth of ,28 km here) and stress decrease (towards compression)
below (Fig. 3). Tensional stress changes are largest in the seismogenic
upper crust at depths between 5 and 15 km, where current seismicity
occurs. These act to reduce the net compressive normal (clamping)
force that keeps faults striking perpendicular to the model profile from
slipping, therefore bringing these faults closer to failure. Such basin-
parallel faults include the Cottonwood Grove fault (Fig. 1), which rup-
tured first during the 1811–1812 sequence17. Stress changes of a few
0.1 MPa, although relatively small, are well within the range assumed to
trigger earthquakes on critically loaded faults18. Critical loading is
expected for a state of stress where intraplate continental crust is in a
state of failure equilibrium19. These stress changes would also promote
failure on other basin-parallel faults within the Mississippi embayment
that may have ruptured in the 1811–1812 earthquakes (such as the New
Madrid North fault20), on the Bootheel lineament21 or on those along
the southeastern margin of the Reelfoot rift that show Quaternary
faulting events22. These simulations predict very small present-day hori-
zontal strain rates (,2 3 10210 yr21; Supplementary Fig. 3, top) and
total vertical displacements (,2 m over 150 km; Supplementary Fig. 3,
bottom) that are much smaller than the current detection threshold of
geodetic or geological observations and, hence, consistent with the lack
of evidence for significant vertical or horizontal strain accumulation
across the NMSZ today6.

Although sediment unloading is assumed to be linear from 16 to
10 kyr BP and zero thereafter, the stress build-up has a more compli-
cated time history owing to mantle relaxation (Fig. 4). The weaker-
rheology model leads to faster stress changes with time and reduces the
normal stress by about 0.4 MPa over the 16-kyr period covered by the
calculation, with a current rate of about 0.02 MPa per kiloyear. In con-
trast, the strongest endmember model reduces the normal stress by less
than 0.15 MPa over the past 16 kyr, and by an insignificant rate since the
time of sediment unloading. The endmember case of instantaneous
unloading 16 kyr BP for the weak rheology (Fig. 4b) provides an upper
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bound for uncertainties in the unloading history. Larger stress reduc-
tions occur earlier, but by now are close to the time-dependent unload-
ing case. Both cases, however, lead to similar contemporary stressing
rates.

The comparison between the clamping stress history for the weak-
est and strongest rheologies (Fig. 4b) illustrates how viscous relaxa-
tion amplifies the flexural stress changes. In the strongest-rheology
case (155-km equivalent elastic thickness), very little viscous relaxa-
tion occurs. Hence, the unclamping stress increases linearly as the
load is removed, after which it remains constant, not exceeding
,0.15 MPa. In the case of weaker rheologies, the effective elastic
thickness of the lithosphere decreases with time as flexural stresses
relax. Because flexural rigidity is proportional to the cube of the
elastic thickness, this thinning translates into a significant increase
in flexural displacements and stresses, the latter reaching up to
0.4 MPa today. This process leads to the continued build-up of stresses
long after unloading of sediments is complete because the unloading
occurs over a period similar to the relaxation time of the sublitho-
spheric mantle (viscosity divided by shear modulus). Below a depth of
,60 km, mantle relaxation times for the weak-endmember model are
7 kyr or less, comparable to the duration of the late-Wisconsin ero-
sional event.

The simple flexural mechanism proposed here explains the activa-
tion of the NMSZ faults ,10 kyr ago. It does not require an ad hoc
thermal weakening of the lower crust or upper mantle, for which
there is no direct evidence. It predicts small current strain rates con-
sistent with geodetic observations. The triggering mechanism is the
previously recognized erosion of alluvial sediments during rapid
climate change at the transition from the last ice age into the
Holocene epoch. To be effective, this process requires the dissipation
of flexural stresses in a viscoelastic upper mantle with a relaxation
time of the order of several thousand years. Hence, in this model
climate variations and mantle rheology jointly control the activation
of crustal faulting in the NMSZ. The model requires an erosional
perturbation and a large fault at failure equilibrium (Reelfoot rift),
both of which are documented. These requirements, met in the upper
Mississippi embayment, need not imply that the NMSZ is the only
reactivated mid-continent rift zone, merely that it is the only one in
which large Holocene earthquakes have been documented.

The model predicts that faults in the NMSZ continue being
unclamped by the relaxation process even 10 kyr after alluvial denuda-
tion stopped, although at a slow, decaying rate much less than the rate
at which plate boundary faults are loaded by steady plate motion
(,10 MPa per kiloyear for the San Andreas fault, for instance23). In
addition, the maximum amount of stress that can be transferred into
the upper crust from viscoelastic relaxation following a shallow mag-
nitude-8 event, given the rheology used here, is of the order of 0.1 MPa
per kiloyear24, which is more than one order of magnitude less than
typical stress-drop values (1–10 MPa) for continental-interior earth-
quakes25. As a consequence, once a large earthquake has released
stresses on an intraplate fault segment, flexure and viscoelastic relaxa-
tion are inefficient at bringing the rupture back to failure equilibrium.

Hence, fault segments within the NMSZ that have already ruptured
are unlikely to fail again soon, although stress changes from erosional
unloading or large earthquakes may eventually bring to failure other
nearby segments that have not yet ruptured26. These stress changes
would therefore be incapable of producing, on a single fault segment,
the multiple Holocene events documented by palaeoseismic data4 in
the upper Mississippi embayment unless the fault weakens with time,
allowing failure at lower stress levels26. Otherwise, because strain from
far-field motions is currently not accumulating fast enough to account
for these events6, Holocene seismic activity in the upper Mississippi
embayment must be releasing elastic strain energy that accumulated at
some time in the past, perhaps associated with the development of high
topography both to the east (Mid-Atlantic Ridge) and west (Western
Cordillera). In this picture, existing faults from the old Reelfoot rift
system are reactivated by small stress changes from erosion-induced
flexure. After an initial earthquake, further flexure and coseismic stress
changes combine to generate a sequence on closely spaced fault seg-
ments within the Reelfoot rift, drawing elastic energy from the long-
lived strain reservoir. This process may be what caused seismicity to
migrate about the Reelfoot Rift in the past and may eventually activate
yet-unruptured segments.

METHODS SUMMARY

We calculated stress changes due to the removal of sediments using the finite-

element program ABAQUS with a two-dimensional plane-strain geometry, fixed

boundary conditions along the bottom and sides, and a temperature-dependent

viscoelastic rheology with dislocation creep. The thermal gradient was calculated
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associated with a heat flow of 46 mW m22 (lowest of observational range).
b, Reduction in clamping stress at a depth of 12 km beneath the load centre
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plotted as a function of time for the same three cases shown in b.
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from observed heat flow using thermal conductivity and heat production rates
adopted by previous authors. The background stress rate was derived from the

maximum horizontal strain rate in the New Madrid region, as constrained by the

most current GPS measurements.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS

We use the finite-element program ABAQUS (http://www.simulia.com), a code

widely used for nonlinear engineering applications, to build and solve a

two-dimensional plane-strain model. This geometry is justified by the significant

length and fairly linear course of the Mississippi River valley through the New

Madrid region. The model is 200 km deep and 1,500 km wide, with fixed boundary

conditions along the bottom and sides. Testing shows that these boundaries are

at sufficient distance not to influence model results. We simulate the removal

of a 12-m-thick, 2,000 kg m23 layer of sediment in a two-step process with

an equivalent negative pressure applied over the appropriate region of the river

valley. We also tested an endmember unloading model where the entire load is

instantly removed at 16 kyr BP. Elastic parameters are as listed in Supplementary

Table 1.

Viscoelastic properties in the lower crust and uppermost mantle are governed

by dislocation creep27, which laboratory rock-squeezing experiments show to be

characterized by a power-law relation where strain rate is proportional to stress

raised to a certain power28,29:

_ee~Asne{Q=RT

Here _ee is strain rate (s21), A is a pre-exponential factor (MPa2n s21), s is the

differential stress (MPa), n is the stress exponent, Q is the activation energy

(kJ mol21), T is temperature (K) and R is the universal gas constant

(J mol21 K21). In terms of viscosity (Pa s)

g~s1{neQ=RT=2A

Dislocation creep is ultimately controlled by the lithospheric thermal gradient,

mineralogy and differential stress. We calculated the thermal gradient from the

observed heat flow in the Reelfoot rift (55 6 7 mW m22) using the thermal

conductivity and heat production rates adopted by previous authors30

(Supplementary Table 1). Uncertainty in heat flow leads to calculated thermal

gradients that imply temperatures ranging from 630 uC to 930 uC at 60-km depth

(Supplementary Fig. 1). We used power-law parameters for various crustal and

mantle mineralogies (Supplementary Table 2 and Supplementary Fig. 2) as
proposed by previous authors30.

The most significant parameter range is that of activation energy, which con-

trols the sensitivity of viscosity to temperature. The lower the activation energy,

the lower the effective viscosity for a given thermal gradient. Supplementary Fig.

2 shows the sensitivity of viscosity as a function of assumed mineralogy for a

nominal (55 mW m22) thermal gradient and a background strain rate of

1029 yr21, with ranges shown for laboratory uncertainties in activation energy.

Model results indicate that rheologies with viscosities greater than ,1022 Pa s

(labelled ‘relaxation line’ in Supplementary Figure 2) do not significantly relax

flexural stresses associated with sediment unloading in the time frame of this

analysis (16 kyr BP). This includes the entire crust, meaning that its viscoelastic

strength is too high for it to have a significant role in the response of the

lithosphere to sediment unloading.

Differential stress is comprised of background plus flexural stress components.

Here, background stress levels are generally larger than the small stress changes

associated with sediment removal. Thus, the viscosity structure is primarily con-

trolled by the background stress, which we derive from the background strain rate

across the region. With power-law exponents typically of between three and four,
higher strain rates (higher background stress) lead to lower effective viscosities.

The maximum horizontal strain rate in the New Madrid region, as constrained by

the most current GPS measurements6, is ,1029 yr21. We assume this value in all

of our calculations. Lower background strain rates would translate into higher

effective viscosities and a stronger lithosphere. The stress changes calculated here

therefore represent an upper bound with respect to background strain rate.

27. Karato, S. I. in Earth’s Deep Interior (ed. Croosley, D.) 223–272 (Gordon and Breach,
1997).

28. Carter, N. L. & Tsenn, M. C. Flow properties of continental lithosphere.
Tectonophysics 136, 27–63 (1987).

29. Kirby, S. H. & Kronenberg, A. K. Rheology of the lithosphere; selected topics. Rev.
Geophys. 25, 1219–1244 (1987).

30. Liu, L. & Zoback, M. D. Lithospheric strength and intraplate seismicity in the New
Madrid seismic zone. Tectonics 16, 585–595 (1997).
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LETTERS

Convergent evolution of chicken Z and human X
chromosomes by expansion and gene acquisition
Daniel W. Bellott1, Helen Skaletsky1, Tatyana Pyntikova1, Elaine R. Mardis2, Tina Graves2, Colin Kremitzki2,
Laura G. Brown1, Steve Rozen1, Wesley C. Warren2, Richard K. Wilson2 & David C. Page1

In birds, as in mammals, one pair of chromosomes differs between
the sexes. In birds, males are ZZ and females ZW. In mammals,
males are XY and females XX. Like the mammalian XY pair, the
avian ZW pair is believed to have evolved from autosomes, with
most change occurring in the chromosomes found in only one
sex—the W and Y chromosomes1–5. By contrast, the sex chromo-
somes found in both sexes—the Z and X chromosomes—are
assumed to have diverged little from their autosomal progenitors2.
Here we report findings that challenge this assumption for both
the chicken Z chromosome and the human X chromosome. The
chicken Z chromosome, which we sequenced essentially to com-
pletion, is less gene-dense than chicken autosomes but contains a
massive tandem array containing hundreds of duplicated genes
expressed in testes. A comprehensive comparison of the chicken
Z chromosome with the finished sequence of the human X chro-
mosome demonstrates that each evolved independently from
different portions of the ancestral genome. Despite this independ-
ence, the chicken Z and human X chromosomes share features that
distinguish them from autosomes: the acquisition and amplifica-
tion of testis-expressed genes, and a low gene density resulting
from an expansion of intergenic regions. These features were
not present on the autosomes from which the Z and X chromo-
somes originated but were instead acquired during the evolution
of Z and X as sex chromosomes. We conclude that the avian Z and
mammalian X chromosomes followed convergent evolutionary
trajectories, despite their evolving with opposite (female versus
male) systems of heterogamety. More broadly, in birds and mam-
mals, sex chromosome evolution involved not only gene loss in
sex-specific chromosomes, but also marked expansion and gene
acquisition in sex chromosomes common to males and females.

A century ago, Herman Muller proposed the first theory of sex chro-
mosome evolution—that the X and Y chromosomes of Drosophila
evolved from an ordinary pair of autosomes, and that genes on the Y
chromosome had gradually deteriorated while their counterparts on
the X had been preserved1. In the 1960s, Susumu Ohno applied
Muller’s theory to the sex chromosomes of vertebrates, arguing that
while the sex-specific W and Y chromosomes of birds and mammals
had degenerated, the content of the Z and X chromosomes remained
intact2. Four decades on, comparisons of the human X and Y chromo-
somes have underscored the dramatic evolutionary changes on the Y
chromosome3–5, but the assumption that the X chromosome has been
evolutionarily stable remains unexamined.

The evolutionary relationship between the mammalian X chro-
mosome and the avian Z chromosome has been the subject of much
speculation, but it also remains unresolved. Ohno conjectured that
the X chromosomes of mammals were orthologous to the Z chromo-
somes of birds2. However, comparative mapping of 30 Z-linked genes

indicated that the chicken Z chromosome was orthologous to human
chromosomes 5, 8, 9 and 18, and not to the human X chromosome6,7.
These findings were supported by the draft sequence of the chicken
genome, but only about one-third of the sequence of the Z chro-
mosome was present in the assembly, leaving open the possibility that
regions of orthology between the avian Z and mammalian X chro-
mosomes had yet to be detected8. The recent discovery that a subset
of the five platypus X chromosomes contains orthologues of genes on
the chicken Z chromosome renewed speculation that the avian Z and
mammalian X chromosomes have a common origin9–12. To accom-
modate the results of comparative gene mapping experiments, it has
been proposed that the chicken Z and human X chromosomes were
derived from different portions of an ancestral proto-sex chro-
mosome that broke apart, leaving Z orthologues autosomal in mam-
mals and X orthologues autosomal in birds11,12.

To reconstruct and compare the evolutionary trajectories of the
avian Z and mammalian X chromosomes, we have produced the
finished sequence of the chicken Z chromosome (Supplementary
Figs 1–3). The resulting sequence spans roughly 80 megabases (Mb),
is complete apart from four gaps and is accurate to about one nucleo-
tide per megabase. The chicken Z chromosome contains ,1,000 genes
(Supplementary Table 1). This makes the Z chromosome less gene-
dense than any chicken autosome, with 11 genes per megabase, which
is less than half of the chicken autosomal average of 25 genes per
megabase8 (Table 1). Conversely, the density of interspersed repeats
is 60% higher in the Z chromosome than in chicken autosomes
(Supplementary Fig. 1 and Table 1). Most of these repeats are long
interspersed nuclear elements (LINEs), whose abundance in the Z
chromosome is 70% higher than in autosomes (Supplementary Fig. 1
and Table 1). As a result, the Z chromosome is structurally distinct from
the rest of the chicken genome.

The Z chromosome’s most prominent feature is a previously unre-
cognized tandem array of testis-expressed genes, extending over
11 Mb at the distal end of the long arm (Fig. 1 and Supplementary
Fig. 4). This array constitutes nearly 15% of the Z chromosome, one-
fifth of all chicken segmental duplications and 1% of the entire chicken
genome8 (Fig. 1a, b). This sequence was initially reported as hetero-
chromatin13, but we find that three genes are present in each repeat

1Howard Hughes Medical Institute, Whitehead Institute, and Department of Biology, Massachusetts Institute of Technology, 9 Cambridge Center, Cambridge, Massachusetts 02142,
USA. 2The Genome Center, Washington University School of Medicine, 4444 Forest Park Boulevard, St Louis, Missouri 63108, USA.

Table 1 | Comparison of structural features of chromosomes Z and X with
autosomes

Chicken Z
chromosome

Chicken
autosomes

Human X
chromosome

Human
autosomes

Genes per megabase 12 25 7 12

Interspersed repeats 15% 9.4% 56% 45%
LINEs 11% 6.4% 32% 21%
Average gene size 21 kb 27 kb 49 kb 57 kb

kb, kilobase.
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unit and that a smaller flanking array contains a fourth (Fig. 1c, d,
Supplementary Fig. 5 and Supplementary Table 2). Together, these
four gene families total hundreds of copies and constitute almost one-
third of the protein-coding genes on the Z chromosome (Fig. 1d and
Supplementary Table 2). All four gene families are expressed predo-
minantly in the testis (Fig. 1e). We have termed this massive array of
testis-expressed genes the ‘Z amplicon’.

With the finished sequence of the Z chromosome in hand, we set
out to test Ohno’s hypothesis that the avian Z and mammalian X
chromosomes are orthologous. To reconstruct and visualize evolu-
tionary relationships between chicken and human chromosomes, we
systematically plotted the locations of orthologous gene pairs
(Supplementary Figs 6 and 7). We find that none of the ,1,000 genes
on the chicken Z chromosome has an orthologue on the human X
chromosome (Fig. 2a, b and Supplementary Table 1). The Z chro-
mosome is orthologous only to portions of human autosomes 5, 9
and 18 (Fig. 2a). Contrary to initial reports7, the Z chromosome is not
orthologous to human chromosome 8 (Supplementary Fig. 6). In
reciprocal fashion, the human X chromosome is orthologous only
to portions of chicken autosomes 1 and 4, and not to the Z chro-
mosome5 (Fig. 2b). On the basis of this comprehensive analysis, we
conclude that genes that are sex-linked in chickens are autosomal in

humans, and vice versa, in broad agreement with earlier comparative
mapping experiments6,7.

Although the Z and X chromosomes show no signs of orthology, it
is possible that they were recruited from different portions of a proto-
sex chromosome in the common ancestor of birds and mammals11.
Some investigators have raised this possibility on the basis of com-
parative gene mapping in the platypus11. However, the platypus does
not form an outgroup to birds and mammals, and cannot resolve
which state is the ancestral one: a platypus-like linkage of Z-
orthologous genes and X-orthologous genes, or the separation we
observe in chicken and human. Other researchers have attempted to
resolve this question by comparisons with an outgroup genome that
is far from complete12. Instead, we compared the Z and X chromo-
somes with the genomes of the four closest outgroup species whose
genomes have been sequenced and assembled. Each species repre-
sents a different order of teleost fish, which diverged from land verte-
brates more than 450 million years ago14. After they diverged from
birds and mammals, but before they diverged from each other, these
fish species experienced a whole-genome duplication, complicating
the identification of 1:1 orthologues14. Nevertheless, we observe that
most orthologues of Z- and X-linked genes occupy separate portions
of each fish genome (Supplementary Figs 8–11). For example, three-
spine stickleback (Gasterosteus aculeatus) linkage groups 13 and 14
carry the bulk of Z-orthologous genes, whereas X-orthologous genes
mostly reside on stickleback linkage groups 1, 4, 7 and 16 (Fig. 2c).
Because we observe that Z-orthologous genes are separated from
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Figure 1 | The Z amplicon. a. Fluorescence in situ hybridization (FISH) of
Z-amplicon bacterial artificial chromosome (BAC) CH261-77N6 (red) to the
distal long arm of the Z chromosome (blue). DAPI, 49,6-diamidino-2-
phenylindole. b, The Z amplicon (red) constitutes the most distal 11 Mb of
the Z chromosome. c, Triangular dot plots each comparing the sequence of a
Z-chromosome BAC with itself. Within the plot, each dot represents a
perfect match of 50 base pairs (bp). Direct repeats appear as horizontal lines.
On the left, BAC CH261-73L15 contains six tandem repeats covering 120 kb
immediately proximal to the Z amplicon. On the right, BAC CH261-137P21,
a representative Z-amplicon clone. Each 25–30-kb repeat unit is ,95%
similar to any other, though some units have been disrupted by insertions
and deletions. d, Genes in repeat units of the Z amplicon. Each 20-kb repeat
unit of small array in CH261-73L15 contains one copy of ADCY10Z. Each
25–30kb repeat unit of Z amplicon contains one copy each of C2Orf3Z,
MRPL19Z, and RICSZ. e, Reverse transcriptase (RT)–PCR analysis of
Z-amplicon gene expression in adult tissues. HPRT1 is widely expressed in
adult tissues and serves as positive control for reverse transcriptase reaction.
All Z-amplicon genes are expressed in testis, but not other tissues.
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X-orthologous genes in other species. a, Chicken Z chromosome versus
selected human chromosomes. The chicken Z chromosome is not
orthologous to the human X chromosome, but is orthologous to portions of
human autosomes 5 (yellow), 9 (blue) and 18 (purple). At right: three-colour
projection of dot plots onto a unified schematic of the chicken Z
chromosome, showing that orthology to human chromosomes 5, 9 and 18
accounts for most of the Z chromosome, with the exception of the Z
amplicon on the distal long arm. b, Human X chromosome versus selected
chicken chromosomes. The human X chromosome is not orthologous to the
chicken Z chromosome, but is orthologous to portions of chicken autosomes
1 (red) and 4 (cyan). At right: two-colour projection of dot plots onto a
unified schematic of the human X chromosome, showing that orthology to
chicken chromosomes 1 and 4 spans the X chromosome. c, Chicken Z
chromosome (orange) and human X chromosome (green) versus selected
stickleback chromosomes. Chicken Z and human X orthologues occupy
separate and distinct locations within the stickleback genome. Chicken Z
orthologues are present on stickleback chromosomes 13 and 14, whereas
human X orthologues are present on stickleback chromosomes 1, 4, 7 and
16. At bottom: two-colour projection of dot plots onto unified schematics of
stickleback chromosomes, showing the relative contribution of chicken Z
and human X orthologues.
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X-orthologous genes in birds, mammals and each of these four fish,
we conclude that the Z and the X chromosomes have evolved inde-
pendently from distinct portions of the ancestral vertebrate genome.

Although we rejected the hypothesis that the avian Z and mam-
malian X chromosomes share a common origin, we discovered that
the chicken Z and human X chromosomes share common features.
Like the chicken Z chromosome, the human X chromosome has a
low gene density; there are half as many genes per megabase on the X
chromosome as on the average human autosome5 (Fig. 3a and
Table 1). Other investigators have observed that low gene density is
often associated with increased interspersed repeat content, specif-
ically LINEs5,15. We also observe this association on the Z and X
chromosomes (Supplementary Fig. 1 and Table 1).

There are two possible explanations for these features of the chicken
Z and human X chromosomes. Either the Z and X chromosomes arose
from autosomes pre-adapted for the role of sex chromosomes, or they
arose from ordinary autosomes that convergently evolved into
specialized sex chromosomes. If the Z and X chromosomes arose from
pre-adapted autosomes, then the structural features shared by the Z
and X chromosomes should also be found on the orthologous auto-
somal regions. We tested this theory by comparing each sex chro-
mosome to the orthologous autosomes in the other species (Fig. 2,
Table 2, and Supplementary Tables 3 and 4). As a group, the auto-
somal regions that correspond to the Z and X chromosomes are typ-
ical of their respective genomes (Table 2). Although these regions
show a slight deficit in gene density relative to the average within their

respective genomes, the difference is too small to account for the
extremely low gene density of the Z and X chromosomes. Because
the orthologous autosomes in the other species do not share the struc-
tural features common to the Z and X chromosomes, we infer that
these convergent features arose during the process of sex chromosome
evolution, and not before.

To explain the paucity of genes on the Z and X chromosomes, we
looked for evidence that both chromosomes lost genes during sex
chromosome evolution. Instead, we observed that both the Z chro-
mosome and the X chromosome gained protein-coding genes. We
compared the gene content of the Z and the X chromosomes to the
orthologous autosomes from the other species as a surrogate for the
ancestral gene content of the Z and X chromosomes (Figs 2 and 3b,
Table 2, and Supplementary Tables 3 and 4). We found that only a few
dozen genes present on the orthologous autosomes are absent from the
Z and X chromosomes (Fig. 3b). In contrast, hundreds of genes present
on the Z and X chromosomes are absent from the orthologous auto-
somes (Fig. 3b). We conclude that both the Z chromosome and the X
chromosome experienced substantial net gene gain.

The majority of genes gained by the Z and X chromosomes are
members of multicopy families (Fig. 3b and Supplementary Tables 3
and 4). On the chicken Z chromosome, these are the genes of the Z
amplicon. The human X chromosome has gained thirteen different
cancer/testis antigen gene families5. All of the Z-amplicon genes are
expressed predominantly in testis (Fig. 1e), as are the cancer/testis
antigen genes of the human X chromosome16. The addition of these
multicopy gene families has biased the Z and X chromosomes
towards testis-expressed genes (Fig. 3c). Both the Z chromosome
and the X chromosome have an elevated proportion of genes
expressed in testis tissue in comparison with autosomes as measured
by the number of genes with a testis expressed sequence tag (EST) in
Unigene17 data sets (Fig. 3c). However, when multicopy genes are
removed, the remaining conserved single-copy genes show no bias
(Fig. 3c). Others have observed a bias towards sex- and reproduction-
related genes on the human X chromosome18. Our comparison sug-
gests that the Z chromosome shares this bias. This bias was not a
feature of the autosomes that gave rise to the sex chromosomes of
birds and mammals; it arose by gene acquisition and amplification
during sex chromosome evolution in each lineage.

In light of this convergent gene gain, we looked for factors other
than gene loss that could account for the low gene density of the Z and
X chromosomes. Low gene density could result from Z- and X-linked
genes that are larger than those on autosomes, resulting in fewer genes
in the same amount of sequence. However, we find that genes on both
the Z chromosome and the X chromosomes are smaller, on average,
than autosomal genes (Table 1). The only remaining explanation for
the unusually low gene density of the Z and X chromosomes is a
massive expansion of non-coding intergenic sequences that spread
the genes farther apart. We estimate that intergenic regions were
expanded by about 40 Mb in the case of the Z chromosome and
80 Mb in the case of the X chromosome—nearly half the present
lengths of these chromosomes. No single class of non-coding sequence
can account for this change, but the enrichment for LINEs on both the
Z chromosome and the X chromosome (Table 1) suggests that the
doubling of intergenic sequence may have been driven by recurrent
insertion and divergence of transposable elements. In mammalian
genomes, high LINE density is associated with reduced rates of cross-
ing over19, and suppression of crossing over is a key step in the evolu-
tion of differentiated sex chromosomes. However, the Z and X
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Figure 3 | Convergent gene gain on the chicken Z and human X
chromosomes. a, Gene density of Z and X chromosomes compared with
autosomes. Both are unusually gene poor, with about half the gene density of
a typical autosome. b, Venn diagrams comparing gene content of chicken Z
and human X chromosomes with orthologous autosomes. Most genes on
orthologous autosomes remain on the sex chromosomes; few have been lost.
Both the chicken Z chromosome and the human X chromosome gained
hundreds of genes not present on orthologous autosomes. c, Percentage of
protein coding genes with testis ESTs in Unigene. On left: in comparison
with chicken autosomes, the Z chromosome is enriched for testis-expressed
genes. Single-copy Z chromosome genes (SC) show no enrichment for testis
ESTs relative to autosomal genes, but nearly all multicopy (MC) genes are
expressed in testis. On right: similar results obtain on the human X
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Table 2 | Comparison of structural features of Z-orthologous and X-orthologous autosomal regions with all autosomes

Z-orthologous regions of human
chromosomes 5, 9 and 18

Human
autosomes

X-orthologous regions of chicken
chromosomes 1 and 4

Chicken
autosomes

Genes per megabase 10 12 23 25

Interspersed repeats 48% 45% 8.9% 9.4%
LINEs 23% 21% 6.0% 6.4%
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chromosomes are enriched for LINEs in comparison with autosomal
regions with similarly low rates of crossing over (Supplementary Fig.
12 and Supplementary Note 1).

Our comparison of the finished sequences of the chicken Z and
human X chromosomes reveals that each evolved independently
from different portions of the ancestral genome, from separate pairs
of ordinary autosomes. In each lineage, different portions of the
ancestral genome were substantially remodelled to become special-
ized sex chromosomes. The Z and X chromosomes have converged
on a set of structural features that distinguish them from autosomes:
a high density of interspersed repeats, and long intergenic distances
resulting in low gene density. Furthermore, the Z and X chromo-
somes have both gained multicopy gene families that are expressed in
testis, biasing the gene content of both chromosomes towards male
reproductive functions.

This convergent specialization of Z and X chromosomes for male
reproduction is surprising given that the Z chromosome evolved with
female heterogamety and the X chromosome evolved in opposite
circumstances, with male heterogamety. One might have anticipated
that the Z and X chromosome would have opposing rather than
convergent biases in gene content. Although strong selective pres-
sures drive the evolution of genes related to male reproduction20,21,
these selective pressures influence autosomes as well as sex chromo-
somes. However, unlike autosomes, sex chromosomes are uniquely
susceptible to selection for traits that benefit one sex more than the
other22. Our results suggest that, in amniotes, selective pressures to
preserve or enhance male reproductive functions have trumped the
differences between ZW and XY systems to produce the changes in
gene content that we observe.

For nearly 100 years, it has been thought that sex chromosome
evolution involved drastic modification of sex-specific chromosomes
but only modest change in chromosomes shared by the sexes1,2. In the
past decade, this understanding was reinforced by comprehensive
molecular comparisons between the human X and Y chromosomes3–5

and by more limited comparison of sex chromosome pairs in other
plants and animals23–25. These X–Y or Z–W comparisons revealed
extensive genetic decay in the sex-specific Y or W chromosome, while
assuming that Z and X chromosomes faithfully represent their auto-
somal progenitors. By contrast, the Z–autosome and X–autosome
comparisons in this study reveal that the chicken Z chromosome and
the human X chromosome have undergone dramatic evolutionary
changes that were not anticipated and that previous studies could not
detect. In birds and mammals, sex chromosome evolution was not
limited to gene loss from sex-specific chromosomes, but extended to
expansion and gene acquisition on the chromosomes shared between
the sexes.

METHODS SUMMARY
Mapping and sequencing. All Z-chromosome BAC and fosmid clones that we

selected for sequencing (see Supplementary Table 5 for GenBank accession

numbers) were from six libraries generated from the same female of the inbred

line of red jungle fowl (UCD001) as was used for the whole-genome shotgun

sequence of the chicken8,26. As a result, the sequence we obtained is that of a single

Z-chromosome haplotype. We made use of available BAC fingerprint maps to

select tiling paths across the Z chromosome. Contigs were ordered and oriented

by radiation hybrid mapping27 and confirmed by FISH28 (Supplementary Figs 2

and 3).

Sequence analysis. We used REPEATMASKER (http://www.repeatmasker.org)

to identify and mask interspersed repeats. We used BLAT29 to detect intrachro-

mosomal similarity and custom Perl scripts to construct triangular dot plots

(http://jura.wi.mit.edu/page/Y/azfc/self_dot_plot.pl).

Comparative genomics. We detected orthology by using BLAT to align peptide

sequences (Ensembl version 52)30 and identifying the best reciprocal hit between

species. We constructed the interspecies dot plots using the chromosomal coor-

dinates extracted from Ensembl (or, in the case of the Z chromosome, the

coordinates from this study). For counts of gene gain and loss, we used the list

of orthologues of human and chicken genes compiled by Ensembl, which we

then manually reviewed to ensure accuracy. In cases where genes on the sex

chromosomes did not have a 1:1 orthologue on a corresponding autosome in

the other species (or vice versa), we used outgroup species (fish and amphibians)

to determine the lineage (chicken or human) on which a gene was gained or lost.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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9. Grützner, F. et al. In the platypus a meiotic chain of ten sex chromosomes shares
genes with the bird Z and mammal X chromosomes. Nature 432, 913–917 (2004).

10. Rens, W. et al. Resolution and evolution of the duck-billed platypus karyotype with
an X1Y1X2Y2X3Y3X4Y4X5Y5 male sex chromosome constitution. Proc. Natl
Acad. Sci. USA 101, 16257–16261 (2004).

11. Ezaz, T., Stiglec, R., Veyrunes, F. & Marshall Graves, J. A. Relationships between
vertebrate ZW and XY sex chromosome systems. Curr. Biol. 16, R736–R743 (2006).

12. Smith, J. J. & Voss, S. R. Bird and mammal sex-chromosome orthologs map to the
same autosomal region ina salamander(Ambystoma). Genetics 177, 607–613 (2007).

13. Hori, T. et al. Characterization of DNA sequences constituting the terminal
heterochromatin of the chicken Z chromosome. Chromosome Res. 4, 411–426 (1996).

14. Kasahara, M. et al. The medaka draft genome and insights into vertebrate genome
evolution. Nature 447, 714–719 (2007).

15. Lander, E. S. et al. Initial sequencing and analysis of the human genome. Nature
409, 860–921 (2001).

16. Scanlan, M. J., Simpson, A. J. & Old, L. J. The cancer/testis genes: review,
standardization, and commentary. Cancer Immun. 4, 1 (2004).

17. Wheeler, D. L. et al. Database resources of the National Center for Biotechnology
Information. Nucleic Acids Res. 33, D39–D45 (2005).

18. Saifl, G. M. & Chandra, H. S. An apparent excess of sex- and reproduction-related
genes on the human X chromosome. Proc. R. Soc. Lond. B 266, 203–209 (1999).

19. Wichman, H. A., Bussche, R. A., Hamilton, M. J. & Baker, R. J. Transposable
elements and the evolution of genome organization in mammals. Genetica 86,
287–293 (1992).

20. Wyckoff, G. J., Wang, W. & Wu, C. I. Rapid evolution of male reproductive genes
in the descent of man. Nature 403, 304–309 (2000).

21. Swanson, W. J. & Vacquier, V. D. The rapid evolution of reproductive proteins.
Nature Rev. Genet. 3, 137–144 (2002).

22. Rice, W. R. Sex chromosomes and the evolution of sexual dimorphism. Evolution
38, 735–742 (1984).

23. Filatov, D. A. Evolutionary history of Silene latifolia sex chromosomes revealed by
genetic mapping of four genes. Genetics 170, 975 (2005).

24. Handley, L. J. L., Ceplitis, H. & Ellegren, H. Evolutionary strata on the chicken Z
chromosome: implications for sex chromosome evolution. Genetics 167, 367
(2004).

25. Nicolas, M. et al. A gradual process of recombination restriction in the
evolutionary history of the sex chromosomes in dioecious plants. PLoS Biol. 3, e4
(2005).

26. Wallis, J. W. et al. A physical map of the chicken genome. Nature 432, 761–764
(2004).

27. Morisson, M. et al. ChickRH6: a chicken whole-genome radiation hybrid panel.
Genet. Sel. Evol. 34, 521–533 (2002).

28. Saxena, R. et al. Four DAZ genes in two clusters found in the AZFc region of the
human Y chromosome. Genomics 67, 256–267 (2000).

29. Kent, W. J. BLAT–the BLAST-like alignment tool. Genome Res. 12, 656–664 (2002).
30. Hubbard, T. J. et al. Ensembl 2009. Nucleic Acids Res. 37, D690–D697 (2009).

Supplementary Information is linked to the online version of the paper at
www.nature.com/nature.

Acknowledgements We thank E. Rapoport for technical assistance, S. Repping and
S. van Daalen for experimental advice, and E. Anderson, T. Endo, M. Gill,
A. Hochwagen, C. Hongay, Y. Hu, J. Hughes, J. Marszalek, J. Mueller and Y. Soh for
comments on the manuscript. We thank the Broad Institute Genome Sequencing
Platform and Genome Sequencing and Analysis Program, F. Di Palma and
K. Lindblad-Toh for making the unpublished data for Gasterosteus aculeatus

NATURE | Vol 466 | 29 July 2010 LETTERS

615
Macmillan Publishers Limited. All rights reserved©2010

http://www.repeatmasker.org
http://jura.wi.mit.edu/page/Y/azfc/self_dot_plot.pl
www.nature.com/nature
www.nature.com/nature


available. This work was supported by the National Institutes of Health and the
Howard Hughes Medical Institute.

Author Contributions D.W.B., H.S., W.C.W., S.R., R.K.W. and D.C.P. planned the
project. D.W.B. and L.G.B. performed BAC mapping. D.W.B. performed RT–PCR
analysis. T.G. and C.K. were responsible for finished BAC sequencing. D.W.B. and
H.S. performed comparative sequence analyses. T.P. performed FISH analysis.
E.R.M. performed 454 sequencing. D.W.B. and D.C.P. wrote the paper.

Author Information Predicted Z-amplicon transcript sequences and the complete
assembled sequence of the Z chromosome are available at http://jura.wi.mit.edu/
page/papers/Bellott_et_al_2010/ (see Supplementary Table 5 for GenBank
accession numbers). Reprints and permissions information is available at
www.nature.com/reprints. The authors declare no competing financial interests.
Readers are welcome to comment on the online version of this article at
www.nature.com/nature. Correspondence and requests for materials should be
addressed to D.C.P. (dcpage@wi.mit.edu).

LETTERS NATURE | Vol 466 | 29 July 2010

616
Macmillan Publishers Limited. All rights reserved©2010

http://jura.wi.mit.edu/page/papers/Bellott_et_al_2010/
http://jura.wi.mit.edu/page/papers/Bellott_et_al_2010/
www.nature.com/reprints
www.nature.com/nature
mailto:dcpage@wi.mit.edu


METHODS
Mapping and sequencing. All Z-chromosome BAC and fosmid clones selected

for sequencing (Supplementary Table 5) were from six libraries (CH261,

TAM31, TAM32, TAM33, J_AD and J_AE) generated from the same female of

the inbred line of red jungle fowl (UCD001) as was used for the whole-genome

shotgun sequence of the chicken8,26. As a result, the Z chromosome we obtained

is that of a single haplotype. We made use of publicly available BAC fingerprint

maps and BAC-end sequences as a source of mapping information and markers.

Individual BAC fingerprint contigs were ordered and oriented by radiation

hybrid mapping using CHICKRH627. No cell line is available from any bird of
the UCD001 line, so we used chicken embryonic fibroblasts derived from White

Leghorn (available from Charles River Labs) for FISH experiments to provide

independent confirmation of the order and orientation of the sequence

(Supplementary Figs 9–11).

Chromosomal FISH. One- or two-colour FISH to chicken chromosomes was

performed as previously described28.

Z-chromosome sequence similarity. Analyses of intrachromosomal similarity

were performed using BLAT29 (version 34) to compare all 5-kb sequence seg-

ments, in 1-kb steps, to the entire remainder of the Z-chromosome sequence. For

each segment, we recorded the highest percentage identity to a non-overlapping

segment.

Genes and transcription units. We identified potential transcripts in three ways.

(1) We used human (Ensembl version 52, NCBI 36)30 as the informant genome

and chicken EST sequences as additional evidence to identify potential transcripts

on the repeat-masked chicken Z chromosome, using TWINSCAN31,32 (version

3.5). We compared the output with the Ensembl 52 annotations for chicken and

human to identify previously unrecognized genes in our prediction. We considered

previously unrecognized chicken genes valid if they were spliced in chicken and
conserved to human.

(2) For the novel genes in the Z-amplicon region, we relied on BLAST33 (NCBI

version 2.2.19) matches to complementary DNA sequences to identify copies of

ADCY10Z, C2Orf3Z, MRPL19Z and RICSZ that showed evidence of splicing. We

then tested for transcription by RT–PCR across a panel of adult tissues.

(3) We used a combination of methods to locate non-coding transcripts on

the chicken Z chromosome. We used TRNASCAN-SE34 (version 1.23) for trans-

fer RNA predictions. For other non-coding RNAs, we used BLAST to compare

our sequence with those of known chicken non-coding RNAs in GenBank35 and

miRBase36

Interspersed repeats. We electronically identified interspersed repeats with

REPEATMASKER37 (version 3.2.7).

Triangular dot plots. We performed dot plot analysis using a custom Perl

script38.

Expressed sequence tags. We used EST sequences from the BBSRC ChickEST

database39, supplemented by our own 454 EST runs on ovary and testis (SRA#

SRP000097).

Z-amplicon size. To estimate the amount of Z-ampliconic sequence missing
from our assembly, we compared the average depth of chicken fosmid end

sequences in the single-copy region of the Z chromosome with the depth in

the ampliconic region, reasoning that the excess depth in the ampliconic region

could be attributed to sequence we could not obtain because the similarity

between individual repeat units precluded either cloning or the assembly of

BACs. We used BLAT to map 23,977 fosmid end sequences to 72.2 Mb of single-

copy Z sequence, giving an average of 331 ends per megabase. In the 5.6 Mb of the Z

amplicon, we found 3,787 fosmid end hits, for 666 ends per megabase, roughly a

twofold enrichment. Therefore, we concluded that the Z amplicon comprises

roughly 11.4 Mb.

RT–PCR. We used chicken total RNA (Zyagen) and the RETROscript Kit

(Ambion). We amplified 1ml of the RT product through 30 cycles of PCR with

an annealing temperature of 55 uC.

Primers are as follows. HPRT1 (116-bp product): GGATTTGAAGTGCCAGA

CAAA (forward); GCTTTGTACTTCTGCTTCCCC (reverse). ADCY10Z (145-

bp product): GTTTGTCAGGTCTCTGTGGGA (forward); GTAGAGGTCCT

CGAGCAAGGC (reverse). RICSZ (144-bp product): GACAGAGATCAGGGA

CATGGA (forward); AAACAGGAACACCAACTGCAT (reverse). C2Orf3Z
(131-bp product): TGTTCAAAATTCCAAGGCAGA (forward); AGGTAACGA

TTCAGCAGCTTG (reverse). MRPL19Z (242-bp and 60-bp products):

CAAGCAGAAGCAGAGAGAGGA (forward); TGACCATGGTTGAGGTTTCA

(reverse).

Orthologous chromosomes. To identify orthologous chromosomes in inter-

species comparisons, we relied on a gene-based approach. We conducted recip-

rocal BLAT searches using Ensembl 52 peptide sequence databases from Gallus

gallus, Homo sapiens, Danio rerio, Gasterosteus aculeatus, Oryzias latipes and

Tetraodon nigroviridis. Considering only the longest peptide sequences for each

Ensembl gene, we flagged best reciprocal BLAT hits between two genomes as

orthologous genes. We constructed the interspecies dot plots using the chromo-

somal coordinates extracted from Ensembl (or in the case of the Z chromosome,

the coordinates from this study). Each individual dot represents a pair of ortho-

logous genes.

Gene gain and loss. We relied on the assignments of chicken and human ortho-

logues in Ensembl 52. However, we manually reviewed genes on chicken chro-

mosomes 1, 4 and Z as well as human chromosomes 5, 9, 18 and X that did not

have simple 1:1 orthologues in the Ensembl database, to find pairs of ortholo-

gous genes that were missing from the database or not properly identified.

To study gene gain and loss on the chicken Z chromosome, we divided genes

into the following categories on the basis of their locations in chickens, humans

and outgroup species: (A) Z-linked genes with orthologues on human auto-

somes 5, 9 and 18; (B i) Z-linked genes present only in birds, but not in outgroups

or human; (B ii) Z-linked genes present in birds and outgroups but not in

human; (B iii a) Z-linked genes with human orthologues not on autosomes 5,

9 or 18 that were not syntenic with neighbours in outgroups or human; (B iii b)

Z-linked genes with human orthologues not on autosomes 5, 9 or 18 that were

syntenic with neighbours in outgroups; (C i) genes on human autosomes 5, 9 and

18 with orthologues only in mammals, but not in outgroups or chicken; (C ii)

genes on human autosomes 5, 9 and 18 with orthologues only in mammals and

outgroups, but not in chicken; (C iii a) genes on human autosomes 5, 9 and 18

with chicken orthologues not on the Z chromosome that were not syntenic with

neighbours in outgroups or chicken; (C iii b) genes on human autosomes 5, 9

and 18 with chicken orthologues not on the Z chromosome that were syntenic

with neighbours in outgroups.

Category (A) was counted as shared, categories (B i) and (B iii a) were counted

as gains to the Z chromosome, and categories (C ii) and (C iii b) were counted as

losses from the Z chromosome. Categories (B ii) and (B iii b) (representing losses

from the human autosomes) and categories (C i) and (C iii a) (representing gains

to the human autosomes) were excluded. We carried out an analogous analysis
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LETTERS

Sparse coding and high-order correlations in
fine-scale cortical networks
Ifije E. Ohiorhenuan1, Ferenc Mechler1, Keith P. Purpura1, Anita M. Schmid1, Qin Hu1 & Jonathan D. Victor1

Connectivity in the cortex is organized at multiple scales1–5, sug-
gesting that scale-dependent correlated activity is particularly
important for understanding the behaviour of sensory cortices
and their function in stimulus encoding. We analysed the scale-
dependent structure of cortical interactions by using maximum
entropy models6–9 to characterize multiple-tetrode recordings
from primary visual cortex of anaesthetized macaque monkeys
(Macaca mulatta). We compared the properties of firing patterns
among local clusters of neurons (,300 mm apart) with those of
neurons separated by larger distances (600–2,500 mm). Here we
report that local firing patterns are distinctive: whereas multi-
neuronal firing patterns at larger distances can be predicted by
pairwise interactions, patterns within local clusters often show
evidence of high-order correlations. Surprisingly, these local cor-
relations are flexible and rapidly reorganized by visual input.
Although they modestly reduce the amount of information that
a cluster conveys, they also modify the format of this information,
creating sparser codes by increasing the periods of total qui-
escence, and concentrating information into briefer periods of
common activity. These results imply a hierarchical organization
of neuronal correlations: simple pairwise correlations link neu-
rons over scales of tens to hundreds of minicolumns, but on the
scale of a few minicolumns, ensembles of neurons form complex
subnetworks whose moment-to-moment effective connectivity is
dynamically reorganized by the stimulus.

Early cortical sensory areas create internal representations of the
sensory world. At the level of individual neurons, this process is reas-
onably well understood. For instance, in the primary visual cortex (V1)
neurons respond selectively to components or features of the sensory
stimulus, such as orientation or spatial frequency. But, because the
activity of pairs of cortical neurons is correlated10, the behaviour of a
network of cortical neurons cannot be fully understood from measure-
ments of its individual responses. Understanding the functional role of
correlations among groups of neurons is challenging because of the
‘combinatorial explosion’ of possible interactions. However, the
organization of cortical connectivity suggests that certain types of
interactions are particularly relevant to cortical processing.

A striking anatomical feature of the neocortex is that connectivity
between neurons is highly structured. Across the cortical sheet, neu-
rons are organized over a range of spatial scales: fine-scale networks
(50–100 mm) display specific, non-random connectivity1–3. Neurons
with similar responses are grouped into functional columns that span
several hundred micrometres (ref. 4), and long-range horizontal
connections link neurons together over several millimetres (refs 5,
11). The prominence of this multi-scale organization argues that
scale-dependent interactions between neurons shape the behaviour
of cortical networks, and the manner in which they encode sensory
information. This view predicts that cortical neurons participate in
multiple subnetworks whose characteristics vary with spatial scale.

Directly addressing this question requires in vivo sampling (with
high temporal resolution) of neuronal populations at different spa-
tial scales and a principled way to characterize multi-neuron activity.
To do this, we combine multiple-tetrode recording with maximum
entropy models6–9. Multiple-tetrode recording in macaque primary
visual cortex (Fig. 1a) enables sampling of cortical activity at different
scales: each tetrode isolates several neurons within a radius of
,150 mm (ref. 12), and we separate the tetrodes by distances ranging
from 600 mm to several millimetres. A complete characterization of
the activity of a network of neurons is challenging, because the num-
ber of potential interactions grows exponentially as the network size
increases. Even for small networks, it is infeasible to make enough
measurements to accurately estimate multi-neuron joint histograms.
Here, we record from small groups of neurons (3–6) and use max-
imum entropy models6–9 to provide an insightful summary of the
many possible interactions between them. In the simple case that
neurons in a population are independent, the frequency of joint
activity of any set of neurons can be predicted from the product of
the individual neurons’ mean firing rates. Maximum entropy models
allow us to explore more complex hypotheses, such as whether pair-
wise interactions account for the observed firing patterns. For
example, given recordings from three neurons, we can ask if the
frequency of triplet firing (the pattern ‘111’) is predicted by the
frequency of pairs of neurons firing (the patterns ‘011’, ‘110’ and
‘101’). Thus, we characterize a network by asking what kinds of
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Figure 1 | Analysis of multi-tetrode recordings. a, Multi-tetrode recording
geometry: red dots indicate tetrode centres; grey circles indicate
approximate recording areas of each tetrode. b, Visual stimuli consisted of
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and binned (10- or 15-ms bin width). Multi-neuron firing patterns are
identified and tallied to form a firing pattern distribution. Maximum
entropy models are fitted to this distribution.
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simple interactions are sufficient to predict the observed distribution
of firing patterns.

To test for the existence of scale-dependent functional subnet-
works, we present a visual stimulus of a binary chequerboard stimu-
lus, pseudorandom in space and time (Fig. 1b) and record from
several neurons (typically three) isolated on one or more tetrodes.
We choose this stimulus because its lack of spatiotemporal correla-
tions minimizes the possibility that neuronal correlations are merely
driven by correlations within the stimulus itself6. We bin multi-neu-
ron firing patterns (10–15 ms bins, depending on the frame rate of
the stimulus) to create a distribution of firing pattern counts (Fig. 1c).
We ask how well the joint activity of these neurons is predicted by two
models that have proved useful for studying the retina6,8: an inde-
pendent model, Mind, which assumes that neurons are independent,
and a pairwise model, Mpair, which takes into account interactions
between pairs of neurons. Figure 2 shows the extent to which these
models account for observed firing patterns, both in terms of pre-
dicting the firing rates of specific configurations (Fig. 2a, c), and in
terms of an overall measure of goodness of fit (Fig. 2b, d). Although
Mind (Fig. 2a, b) fits well for a fraction of recordings, it often fails for
distances .300 mm and nearly always fails for nearby (,300 mm)
recordings. In contrast, for distances .300 mm, Mpair fits well in
79/80 triplet recordings (Fig. 2c, d), but surprisingly, it often fits
poorly for nearby recordings: 15/38 recordings have a log2 likelihood
ratio per minute of ,25 (5/23 triplets and 10/15 groups of four, five
or six neurons; Supplementary Fig. 6). A log2 likelihood ratio per
minute of 25 means that on average, after 60 s of data, neuronal
responses are 32 times more likely (25) to have come from a perfect
model (Mobs) than from Mpair. These results are robust to errors in
estimating joint firing activity due to spike sorting and other statist-
ical artefacts (Supplementary Information), and the degree of failure
was uncorrelated with the similarity of orientation tuning of the
neurons (data not shown).

Our finding, that pairwise correlations account for the multi-neur-
onal activity of neurons separated by several hundred micrometres, is
consistent with previous studies from area 17 of the anaesthetized
cat9 and studies of ex vivo retinal6,8 and cortical tissue7. However, the
failure of the pairwise model for nearby cortical neurons is novel and
implies that complex local interactions distinguish the behaviour of
local cortical networks. The difference between local and long-range
patterns of correlation shows that complex fine-scale anatomical
connectivity1–3 has an observable effect on network firing patterns.

To determine if local correlations play a part in encoding visual
information, we analysed how visual input affects the network beha-
viour. We extend the maximum entropy approach to incorporate
stimulus-dependent interactions by examining how the population
firing pattern depends on the state of individual pixels within the
overlap of the three neurons’ receptive fields. We select the individual
spatiotemporal pixel that maximally modulates the population res-
ponse (Fig. 3a), subdivide the data into halves by conditioning on
each of the two states of this ‘maximally informative pixel’, and fit the
pairwise maximum entropy model (Mpair) to each half to the data.

For each recording site, this procedure generates a fit of Mpair to
each stimulus condition (pixel ‘on’/‘off’). In Fig. 3b we plot these fits
against the fit of Mpair without stimulus conditioning. Typically,
conditioning on maximally informative pixels (blue dots) often sig-
nificantly improves the fit of Mpair for one pixel state, and simulta-
neously worsens the fit for the other pixel state. (As a control for the
statistical effects of halving the data available for each fit, we also
conditioned on random pixels (red dots); this has a negligible effect
on the fit of Mpair.) If stimulus-varying pairwise correlations could
account for the network correlation patterns, we would have found a
very different result: conditioning on the maximally informative
pixel, the main determinant of visual responsiveness, would improve
the fit of Mpair for both states, rather than improve it for one state,
and worsen it for the other (as we observe). Further conditioning (on
the second- or third- most-informative pixels) continues to reveal

data subsets in which the pairwise model fit worsens, but analysis of
further conditioning is limited by the successive halving of the
amount of data available to build the models (data not shown).

Our observation that the extent of failure of Mpair depends on the
pixel state (Fig. 3b, c) suggests that the effective connectivity10 of local
networks dynamically depends on visual input, and can be modu-
lated on a frame-by-frame basis. (This need not mean changes in
actual connections; more likely, it is the functional result of nonlinear
interactions between the stimulus and the network.) To further sup-
port the notion that effective connectivity is rapidly modulated, we
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compare the interaction strengths between neurons when the neural
response is conditioned on each of the two states of a pixel. These
interaction strengths—the interaction parameters of the pairwise
model—reflect correlated firing between two neurons which cannot
be attributable to a third (unlike a peak in a cross-correlogram)8. As a
robust measure of the dependence of functional network connectiv-
ity on the two states of the pixel, we compared the mean interaction
strengths of the pairwise models fit to each condition (Methods). As

shown in Fig. 3d, conditioning on maximally informative pixels (blue
bars), but not random pixels (red bars), can substantially modulate
overall functional connectivity (see also Supplementary Fig. 7)

As multi-neuronal correlations form dynamically even in response
to spatiotemporally uncorrelated stimuli, we hypothesized that mul-
tineuronal correlations will be even stronger when stimuli contain
correlations—as do naturalistic stimuli. Supplementary Fig. 1 shows
that this is indeed the case. For neurons at ,300 mm, Mpair fails for
20/46 sites; overall, the fit of Mpair is worse for naturalistic stimuli
(mean log2 likelihood ratio per minute, 211.7) than for pseudoran-
dom ones (mean, 26.9). Moreover, Mpair occasionally fails at 600 mm
(22/481) for naturalistic stimuli (Supplementary Fig. 1, right); no
failures of Mpair were seen at this distance for pseudorandom stimuli
(Fig. 2c, d). However, because the correlation structure of natural
stimuli is spatially extensive and complex13, it is difficult to separate
correlations that arise as a result of intrinsic network dynamics from
those which arise from simple (for example, linear) filtering of the
stimulus, or from nonlinear interactions that contours drive14.

Finally, we consider two key functional aspects of local correla-
tions: their impact on the amount of information carried, and on the
format of this information (that is, the neural code). As described
below, we find a substantial effect on the latter, but only a minor
effect on the former.

To determine the impact of high-order interactions on the amount
of information carried, we compared the mutual information
between the informative pixels and the neural responses generated
under Mobs and Mpair (Methods). As shown in Fig. 4a, higher-than-
second order correlations have little effect on the overall information
content. However, comparing Mpair and Mind (Fig. 4b) shows that
there is a mild reduction in information content due to the second-
order correlations (that is, redundancy), as has been seen in previous
studies in retina15, primary visual cortex16,17, and inferior temporal
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cortex18. Thus, although it has been suggested that fine-scale pairwise
correlations might result in an increase in information content19,20

(that is, synergy), we find that redundancy dominates for larger
neuronal populations. This finding supports the notion that it is a
strategy the cortex uses to maintain the fidelity of information in the
face of variable individual neural responses21, and that correlations
do not increase the information conveyed by neurons22.

The effect of local correlations on the format of the visual informa-
tion is shown in Fig. 4c. Correlations sparsify the neural code—that
is, they decrease the fraction of time at which the population is active,
without a proportional decrease in the amount of information
encoded. Specifically, as shown in Fig. 4c, the probability of total
quiescence, p000, is larger for Mobs than Mind in local networks.
This effect was driven nearly completely by pairwise correlations.
However, information does not decrease proportionally. Instead, as
shown in Fig. 4d, information during the non-quiescent periods is
higher when pairwise (and higher) interactions are included. These
functional consequences are specific to local correlations, and distin-
guish them from the longer-range correlations typically studied9,11.

We have analysed correlations at three spatial scales, sampled from
the continuum of scales that are present in cortex. The analysis shows
that correlations in cortical networks have a specific scale-depend-
ence. Fine-scale subnetworks are characterized by a prevalence of
stimulus-dependent high-order correlations and pairwise correla-
tions which increase coding redundancy and response sparseness.
In turn, these fine-scale networks are weakly synchronized by pair-
wise noise correlations at longer ranges. In contrast, responses of
retinal networks to naturalistic stimuli8 and flickering chequer-
boards6 did not display high-order correlations, and pairwise inter-
actions nearly perfectly accounted for the behaviour, even among
adjacent neurons. Thus, complex scale-dependent patterns of cor-
relations between neurons are an emergent property of cortical
processing.

Cortical minicolumns have been proposed to form the smallest
organizational unit in the cortex23; in the macaque, they are approxi-
mately 40–60 mm in diameter24. As tetrodes typically have a recording
radius of 70–150 mm (refs 12, 25), our measurements of local correla-
tions reflect cortical processing that occurs on the scale of one to a few
minicolumns. Our observation that stimulus-dependent correlations
affect coding strengthens the concept that locally, minicolumns
interact to form functional groups24. Because, as we have shown,
these interactions increase coding redundancy and concentrate the
output of the network into short time epochs, they are potentially
useful for transmitting information to higher-order neurons in the
face of noisy neuronal activity21 and frequent synaptic failures26.
Although we found that correlations at a scale of tens to hundreds
of minicolumns produce significant interactions between pairs of
neurons, the role of these correlations in cortical activity is still
unclear. Correlations at these scales could reflect a global cortical
state, such as that captured by electroencephalographic recordings.
Alternatively, they may contribute to encoding of naturalistic visual
input when the stimulus itself contains long-range correlations, such
as extended contours14, or high-order correlations13.

METHODS SUMMARY
Data. Recordings were made in V1 of 12 anaesthetized macaque monkeys

(Macaca mulatta)27. Pseudorandom chequerboards28 were presented at 67.6 or

100 Hz for 16–32 min.

Analysis. Spikes were sorted29 and binned into 10- or 14.8-ms bins. Similar bin

widths have been useful for exploring multi-neuronal correlations6–9. Bins with

two or more spikes (,3%) were replaced with one spike. A conservative spike

count correction was applied to estimates of multi-neuron events from single

tetrode recordings (Methods).

Maximum entropy models. The models Mind and Mpair have been previously

described in detail6,8. Their performance was evaluated by the Kullback-Leibler

divergence between the model-predicted firing pattern distributions and the

observed distributions, Mobs, which also yields the log2 likelihood ratio between

the maximum entropy models and a perfect model (Mobs).

Conditional maximum entropy models were similarly calculated based on

firing probabilities that occurred following specific sets of stimuli. Stimuli were

divided into sets based on the state of individual pixels. These (‘maximally

informative’) pixels were selected by the criterion that the mutual information

between pixel state and firing pattern is maximized.

Encoding. The contribution of correlations to the mutual information

between the neural response and the stimulus was evaluated by fitting Mind

and Mpair to firing patterns conditioned on the state of the maximally inform-

ative pixel. Mutual information in the absence of correlation was calculated as

the Jensen-Shannon divergence between the two conditioned Mind models.

Mutual information with pairwise correlations included was calculated as the

Jensen-Shannon divergence of the two conditioned Mpair models. We quan-

tified sparseness by the frequency at which the network is silent (for three

neurons, the ‘000’ pattern). Information transmitted when the network is

active was measured by removing this ‘all-silent’ firing pattern and calculating

the Jensen-Shannon divergence between the remaining stimulus-conditioned

firing patterns.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Stimulus. Pseudorandom binary chequerboards28 at 100% contrast were pre-

sented at 67.6 Hz or 100 Hz. Each square typically subtended 0.25u3 0.25u.
Repeats (8–16) of a 60-s stimulus were presented, along with its contrast inverse,

for a total of 16–32 min at each recording site. Naturalistic stimuli consisted of

vignetted natural movies and frame-shuffled natural movies sampling a range of

natural environments and containing diverse sets of animals as well as man-

made structures. Stimuli spanned the same spatial extent as the pseudorandom

stimuli and were presented for 12 repeats at 100 Hz for a total of 20 min.

Physiology. Single and multi-tetrode extracellular recordings were made from
V1 in 12 propofol/sulfentanil27 anaesthetized macaque monkeys (Macaca

mulatta).

Analysis. Spikes were sorted using a principal components based algorithm29,

and binned into 10- or 14.8-ms bins, matching the frame rate of the stimulus.

This bin width was chosen because pairs of V1 neurons are correlated on scales of

tens of milliseconds; finer temporal resolution would reduce the accuracy of

estimates of multi-neuron events. Similar bin widths have been useful for explor-

ing multi-neuronal correlations in the retina6,8, ex vivo cortex7 and cat area 179.

Under pseudorandom stimulation, for single tetrode recordings (38 sites in 8

animals), 23 groups of 3 neurons, 8 groups of 4 neurons, 4 groups of 5 and 3

groups of 6 neurons were jointly analysed. For multi-tetrode recordings at the

600-mm scale, 56 groups of 3 neurons (5 sites, 5 animals) were selected by

choosing subsets of 3 neurons where two neurons were isolated on one tetrode

and the other on a different tetrode. For recordings at .1,000mm, subsets of 3

neurons were chosen where each neuron was isolated on a separate tetrode (24

neurons in 5 sites, 4 animals).

Under naturalistic stimuli, the ,300mm data set consisted of 46 sites from 10

animals (28 groups of 3 neurons, 5 groups of 4 neurons, 5 groups of 5 neurons,
and 8 groups of 6 neurons). The 600-mm data set consisted of 25 recording sites

from 7 animals and the .1,000-mm data set consisted of 15 recording sites from 5

animals, with subsets of 3 neurons chosen as described above.

When multiple neurons are recorded on one tetrode, near-simultaneous spik-

ing from multiple units can superimpose to generate waveforms that are not

readily sorted. This prevents our software from detecting multiple spikes (at

one tetrode) that occur within 1.2 ms. We correct this systematic underestimate

as follows. First, we partition a 10-ms (or 14.8-ms) bin into n 5 8 (or n 5 12) slots

of 1.2 ms, and assume that events are properly detected if they occur in separate

slots, and are occluded (that is, not detected) if they occur in the same slot. We

then assume that within each analysis bin (10 or 14.8 ms), the k components of a

multi-neuron spiking event will fall randomly into the n slots. For k simulta-

neously active neurons, there are
nzk{1

k

� �
equally likely ways in

which the spikes can fall into the n slots, but only
n

k

� �
are observable.

We therefore multiply the observed occurrences of k-neuron events by the

ratio of these two quantities, namely, (n 1 1)/(n 2 1) for k 5 2, and

(n 1 2)(n 1 1)/(n 2 1)(n 2 2) for k 5 3. In Supplementary Information we
consider alternative corrections that take into account tighter correlation at

timescales of 1–2 ms than at 10 ms. These alternative corrections had little

effect on the goodness of fit of the models considered (Supplementary

Methods, Supplementary Figs 2, 3).

Maximum entropy models. The maximum entropy models, Mind and Mpair,

have been previously described in detail6,8. Our implementation is similar. We

solved for the maximum entropy distribution subject to the constraints of firing

rate (Mind) or firing rate and pairwise correlations (Mpair) using a gradient

descent algorithm. For Mpair, this procedure yields the Lagrange multipliers,

hi, which describes each neurons intrinsic firing rate, and Jij, which describes

the strength of interaction between pairs of neurons8. To characterize the

strength of interactions between pairs of neurons for a recording site, we average

Jij over all possible pairs. We measure the effect of stimulus conditioning on

functional network connectivity by taking the absolute value of the difference

between the average Jij in each stimulus condition (Fig. 3d). We measure the

goodness of fit as the Kullback-Leibler divergence (DKL) between the model-

predicted firing pattern distribution (Mmodel) and the observed distributions

(Mobs): DKL MobsjjMmodelð Þ~
P

i

mobsi
log2

mobsi

mmodeli

� �
, where mobsi

is the observed

probability of the ith firing pattern, and mmodeli is the corresponding prediction

from a maximum entropy model. We calculate the log2 of the likelihood ratio

(LLR) per minute between the maximum entropy models (Mmodel) and the

observed distributions (Mobs) via vLLRw~B {DKL MobsjjMmodelð Þð Þ, where

B is the number of bins in 60 s (as in ref. 6).

Conditional maximum entropy models. The above analysis was extended to

determine maximum entropy distributions conditional on the state of a stimulus

pixel. Pixels were chosen either at random, or to have maximal influence on the

firing patterns (‘maximally informative’ pixels). The maximally informative

pixels were identified as follows. For each stimulus pixel and each time lag Dt
(0–120 ms (10-ms bins) or 0–178 ms (14.8-ms bins)), we determined the distri-

bution of firing patterns at a time Dt after the pixel was on or off. This yielded

two conditional distributions: P(rjsON) and P(rjsOFF). (Mobs is a 50:50 mixture of

P(rjsON) and P(rjsOFF), as the probability of a pixel being on or off was 0.5). In the

specific (and present) case that the two pixel states are equally likely, the mutual

information I(S,R) between the state of the pixel and the response is equal to the

Jensen-Shannon divergence between the two conditional distributions21:

I(S,R)~DJS P(rjsON)jjP(rjsOFF)ð Þ

~
1

2
DKL P(rjsON)jjMobsð Þz 1

2
DKL P(rjsOFF)jjMobsð Þ

Thus, the maximally informative pixel (in the sense of greatest mutual informa-

tion between pixel state and firing pattern distribution) is also the pixel for which

the two conditional distributions are maximally different in the Jensen-Shannon

sense.

Random pixels were chosen by randomly choosing 50 pixels from the lower

half of the distribution of informative pixels. These pixels generally lie outside the

receptive fields of the neurons.

Confidence intervals on log2 likelihood ratios. We created simulated data sets

of the same size as the real data sets by Markov Chain Monte Carlo sampling of a

distribution based on a Dirichlet prior and the observed firing pattern counts30

We fit maximum entropy models to 200 such simulated data sets. The confid-

ence intervals are the 95% range of the resulting distribution of LLRs, indicating

the confidence with which we can specify the LLR of a particular model. We used

three Dirichlet priors (Dirichlet parameter b 5 0, 0.5 and 1); these led to similar

results and we quote the analysis based on b 5 0. For random pixels (Fig. 3b, c),

confidence limits indicate two standard errors of the mean LLR and demonstrate

the effect of limited data.

As a test of the statistical methods, we created artificial data sets drawn from a

true pairwise model, with a comparable number of spikes as in the real data sets.

For these data sets, one-minute LLRs were .21 (likelihood ratio of .1/2). Note

that our criterion of a ‘failed’ model was a LLR of ,25 (likelihood ratio of ,1/

32).

Encoding. To determine the contribution of stimulus dependent correlations to

stimulus encoding, we first choose the maximally informative pixel. We fit Mind

or Mpair to firing patterns conditional on this pixel’s state. We calculate the

mutual information between the model population responses and the stimulus

state via the Jensen-Shannon divergence of the model conditional distributions.

We measure the contribution of correlations to the sparseness of the popu-

lation response as the frequency at which the network is silent (for three neurons,

the ‘000’ pattern) under Mind and Mpair. We measure the information transmit-

ted when the network is active by removing this ‘all-silent’ firing pattern and

calculating the Jensen-Shannon divergence between the remaining stimulus-

conditioned firing patterns.

30. Kennel, M. B., Shlens, J., Abarbanel, H. D. & Chichilnisky, E. J. Estimating entropy
rates with Bayesian confidence intervals. Neural Comput. 17, 1531–1576 (2005).
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Regulation of parkinsonian motor behaviours by
optogenetic control of basal ganglia circuitry
Alexxai V. Kravitz1, Benjamin S. Freeze1,4,5, Philip R. L. Parker1,3, Kenneth Kay1,5, Myo T. Thwin1, Karl Deisseroth6

& Anatol C. Kreitzer1,2,3,4,5

Neural circuits of the basal ganglia are critical for motor planning
and action selection1–3. Two parallel basal ganglia pathways have
been described4, and have been proposed to exert opposing influ-
ences on motor function5–7. According to this classical model,
activation of the ‘direct’ pathway facilitates movement and activa-
tion of the ‘indirect’ pathway inhibits movement. However, more
recent anatomical and functional evidence has called into question
the validity of this hypothesis8–10. Because this model has never
been empirically tested, the specific function of these circuits in
behaving animals remains unknown. Here we report direct activa-
tion of basal ganglia circuitry in vivo, using optogenetic control11–14

of direct- and indirect-pathway medium spiny projection neurons
(MSNs), achieved through Cre-dependent viral expression of
channelrhodopsin-2 in the striatum of bacterial artificial chro-
mosome transgenic mice expressing Cre recombinase under con-
trol of regulatory elements for the dopamine D1 or D2 receptor.
Bilateral excitation of indirect-pathway MSNs elicited a parkinso-
nian state, distinguished by increased freezing, bradykinesia and
decreased locomotor initiations. In contrast, activation of direct-
pathway MSNs reduced freezing and increased locomotion. In a
mouse model of Parkinson’s disease, direct-pathway activation
completely rescued deficits in freezing, bradykinesia and loco-
motor initiation. Taken together, our findings establish a critical
role for basal ganglia circuitry in the bidirectional regulation of
motor behaviour and indicate that modulation of direct-pathway
circuitry may represent an effective therapeutic strategy for ameli-
orating parkinsonian motor deficits.

To obtain selective optogenetic control of the direct and indirect
pathways in vivo, we targeted striatal MSNs that form the origin of
these pathways. We injected an adeno-associated virus (AAV1) con-
taining a double-floxed inverted open reading frame encoding a fusion
of channelrhodopsin-2 and enhanced yellow fluorescent protein15,16

(ChR2–YFP) (Fig. 1a) into the dorsomedial striatum of bacterial
artificial chromosome (BAC) transgenic mice expressing Cre recom-
binase in direct- or indirect-pathway MSNs17 (D1-Cre and D2-Cre
mice, respectively). Functional ChR2–YFP is transcribed only in neu-
rons containing Cre, thus restricting expression to either direct- or
indirect-pathway MSNs. Dorsomedial striatum was chosen as a target
because it is thought to be involved in earlier stages of motor proces-
sing1 and thus would be more likely to yield global changes in motor
behaviour.

To confirm the expression pattern of ChR2 in the dorsomedial
striatum, we prepared sagittal sections at two weeks post-injection
that included the striatum, globus pallidus and substantia nigra pars
reticulata (SNr) (Fig. 1b). In D1-Cre mice, numerous ChR2–YFP-
positive cell bodies were observed in the striatum, along with fibres

traversing the globus pallidus that projected to the entopeduncular
nucleus and SNr (Fig. 1c), which are the canonical targets of direct-
pathway MSNs. In D2-Cre mice, ChR2–YFP-positive cell bodies were

1Gladstone Institute of Neurological Disease, 1650 Owens St, San Francisco, California 94158, USA. 2Departments of Physiology and Neurology, University of California, San Francisco,
California 94143, USA. 3Neuroscience Graduate Program, University of California, San Francisco, California 94158, USA. 4Biomedical Sciences Program, University of California, San
Francisco, California 94143, USA. 5Medical Scientist Training Program, University of California, San Francisco, California 94143, USA. 6Departments of Bioengineering and Psychiatry
and Behavioral Sciences, Stanford University, California 94305, USA.
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observed in the striatum, and fibres projected to the globus pallidus
but not the entopeduncular nucleus or SNr, consistent with proper
targeting of ChR2–YFP to indirect-pathway MSNs (Fig. 1d).
Immunostaining for Cre and the MSN marker DARPP-3218 (also
known as PPP1R1B) confirmed that the vast majority (.90%) of
ChR2–YFP-positive cells expressed both Cre and DARPP-32
(Supplementary Fig. 1 and Supplementary Table 1).

To investigate whether ChR2–YFP was expressed in striatal inter-
neurons, we immunostained each line for choline acetyltransferase,
parvalbumin and neuropeptide Y (Fig. 1e–g), which are markers of
cholinergic, fast-spiking and low-threshold-spiking interneurons,
respectively19. Very few (,5%) interneurons expressed ChR2–YFP
(Fig. 1g and Supplementary Table 1). These findings were confirmed
electrophysiologically, by comparing the passive and active mem-
brane properties of ChR2–YFP-positive neurons with the properties
of known striatal neuron subtypes20. All recorded neurons exhibited
characteristics of MSNs (Supplementary Fig. 2 and Supplementary
Table 1). We found no evidence for expression of ChR2–YFP in
striatal afferent fibres from either the substantia nigra pars compacta
(Supplementary Fig. 3) or cortex (Supplementary Fig. 4).

To confirm that ChR2–YFP expression alone did not alter the
electrophysiological properties of MSNs, we performed whole-cell
recordings in brain slices prepared from D1-Cre or D2-Cre mice
injected with ChR2–YFP virus (subsequently referred to as D1-
ChR2 or D2-ChR2 mice, respectively). The current–firing relation-
ships for direct- and indirect-pathway MSNs expressing ChR2–YFP
were not significantly different from control MSNs (D1-ChR2 versus

control: P . 0.30 for all points; D2-ChR2 versus control: P . 0.26 for
all points; Fig. 2a, b), and ChR2–YFP expression did not significantly
change the passive properties of MSNs (Supplementary Table 2).
However, consistent with previous reports21, D1-ChR2-positive
MSNs were significantly less excitable than D2-ChR2-positive
MSNs, providing further evidence that these subpopulations were
selectively labelled by ChR2–YFP. Illumination of ChR2–YFP-
positive MSNs with 470-nm light elicited large light-evoked currents
in voltage clamp and robust spiking in current clamp (Fig. 2c, d),
indicating that ChR2 was functional in these neurons.

We next tested ChR2 function in vivo in the striatum of anaesthetized
D1-ChR2 and D2-ChR2 mice. Recordings were performed with an
optrode22 that consisted of a linear, 16-site silicon probe with an
integrated laser-coupled optical fibre that could elicit light-induced
spiking at least 800mm from the fibre tip (Supplementary Fig. 5). In
both mouse lines, we observed significant firing rate increases in
approximately 35% of recorded neurons during 473-nm laser illu-
mination (1 mW at fibre tip) (Fig. 2e-h), although this is probably
an overestimate of the actual percentage of ChR2-positive MSNs. We
considered the possibility that illumination recruited previously silent
neurons that could infiltrate the recording and bias our quantification
of firing rate changes. However, we observed no difference in the spike
waveforms during illumination (Fig. 2f, g, insets), nor did light-
induced spikes occur within the refractory period of the recorded
neuron, indicating that no additional units were recruited. Overall,
average MSN firing rates in D1-ChR2 mice increased from 0.03 Hz to
1.16 Hz with illumination; in D2-ChR2 mice, average firing rates
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increased from 0.06 Hz to 0.76 Hz with illumination (D1-ChR2:
n 5 16, P , 0.0001; D2-ChR2: n 5 10, P , 0.005). The light-induced
firing rate of MSNs (,1 Hz) was well below the maximal firing rate of
MSNs, indicating that we did not drive these neurons strongly under
conditions of anaesthesia. However, basal MSN firing rates under
anaesthesia were approximately tenfold lower than those observed
in awake mice, suggesting that our light-induced firing rate changes
may not reflect the efficacy of optical stimulation in awake mice.

According to the classical model of basal ganglia function, selective
expression of dopamine D1 receptor and dopamine D2 receptor in
the direct and indirect pathways, respectively, allows differential
modulation of direct- and indirect-pathway MSNs5,23. To test this
hypothesis experimentally, we recorded from optically identified
direct- or indirect-pathway MSNs in vivo and administered D1 or
D2 agonists. However, no consistent effects were observed (Sup-
plementary Fig. 6), highlighting the complexity of pharmacological
modulation in intact circuits.

To confirm that activation of direct- or indirect-pathway MSNs
can drive activity in basal ganglia circuits in vivo, we next performed
recordings in the main basal ganglia output nucleus (SNr) during
striatal illumination in D1-ChR2 or D2-ChR2 mice (Fig. 2i). In SNr
regions innervated by optically stimulated MSNs (as assessed by local
field potential modulation), eight of ten SNr neurons responded to
direct-pathway activation, whereas four of eleven SNr neurons
responded to indirect-pathway activation (Supplementary Fig. 7).
All responsive SNr neurons showed robust changes in firing rate
(D1-ChR2 mice: 8.6 6 3.0% of baseline firing rate, n 5 8; D2-ChR2
mice: 162 6 19% of baseline firing rate, n 5 4) that were consistent
with the classical model: direct-pathway activation inhibited firing of
SNr neurons, whereas indirect-pathway activation excited SNr neu-
rons (Fig. 2j–l).

After verifying the expression pattern of ChR2 in the direct or
indirect pathways, and confirming our ability to drive direct- and
indirect-pathway basal ganglia circuits in vivo, we examined the
behavioural effects of activating basal ganglia circuits in awake mice.
Cannulae were surgically implanted over dorsomedial striatum
(Fig. 3a) and used to guide both viral injections and fibre-optic
placements. Unilateral illumination of dorsomedial striatum in
D1-ChR2 and D2-ChR2 mice elicited rotational behaviour
(Supplementary Fig. 8; also see Supplementary Movie 1). Direct-
pathway activation led to contraversive rotations, whereas indirect-
pathway activation yielded ipsiversive rotations. Thus, unilateral
indirect-pathway activation mimics rotational behaviour induced
by unilateral dopamine depletion24, consistent with the classical
model of basal ganglia function.

Bilateral illumination of direct-pathway MSNs elicited decreases
in freezing and fine movements and an increase in the percentage of
time spent in ambulation (n 5 9, P , 0.05; Fig. 3b, c). In contrast,
when we stimulated the indirect pathway, we observed decreases in
ambulation and fine movements (n 5 8, P , 0.05) and a sharp
increase in the amount of time spent freezing (n 5 8, P , 0.001;
Fig. 3b, c; also see Supplementary Movie 2). Changes in the percent-
age of time spent performing fine movements were not correlated
with changes in grooming frequency for either ChR2-expressing line
(D1-ChR2: n 5 9, P 5 0.30; D2-ChR2: n 5 8, P 5 0.93). However,
fine movements were more vigorous during direct-pathway activa-
tion (increased centre-point velocity) and less vigorous during indir-
ect-pathway activation (D1-ChR2: n 5 9, P . 0.005; D2-ChR2:
n 5 8, P . 0.05; Fig. 3d). As a control, we injected Cre-dependent
virus expressing only YFP (D1-YFP and D2-YFP mice). We observed
no difference in time spent ambulatory, freezing or performing fine
movements in either of these mouse lines during illumination (n 5 5
for each line, P . 0.23 for all conditions).

Next we analysed ambulation patterns during bilateral activation
of the direct or indirect pathways (Fig. 3e–g). During illumination,
D1-ChR2 mice initiated more frequent ambulatory bouts (n 5 9,
P , 0.005), and these bouts lasted longer (n 5 9, P , 0.05); no

changes in ambulation velocity occurred (n 5 9, P 5 0.21). In con-
trast, indirect-pathway activation led to less frequent initiation of
ambulation (n 5 8, P , 0.0005). When ambulation did occur, it
lasted a shorter time (n 5 8, P , 0.05) and had a lower velocity
(n 5 8, P , 0.0005). There were no differences in any measures of
ambulation for the YFP-expressing controls during illumination
(n 5 5 for each line, P . 0.35 for all measures; Supplementary Fig. 9).
We then examined the frequency and duration of freezing bouts
during illumination (Fig. 3h, i). D1-ChR2-expressing mice exhibited
less frequent freezing bouts (n 5 9, P , 0.05), and these bouts were
shorter (n 5 9, P , 0.0001). D2-ChR2 expressing mice had more
frequent freezing bouts during illumination (n 5 8, P , 0.05), and
freezing bouts that did occur lasted much longer (n 5 8, P , 0.05).
There were no differences in either measure of freezing for the YFP-
expressing controls during illumination (n 5 5 for each line, P . 0.20
for each measure; Supplementary Fig. 9). Together, these data establish
a causal role for the direct pathway in decreasing freezing and increas-
ing locomotor initiations, and for the indirect pathway in increasing
freezing, decreasing locomotor initiations and inducing bradykinesia.

Laser off

D1 
Laser on

D2 
Laser on

b

c d
Freezing

Ambulation

Fine 
movement

0

100

P
er

ce
nt

ag
e 

of
 t

im
e 

D1-ChR2                              D2-ChR2

D1 D2
a 

e f g

h i j

0

2

N
or

m
al

iz
ed

 fi
ne

- 
m

ov
em

en
t 

 v
el

oc
ity

D2D1

D2D1D2D1D2D1

D2D1D2D1D2D1

*

2.5

N
or

m
al

iz
ed

 a
m

b
ul

at
io

n
fr

eq
. (

in
iti

at
io

ns
 p

er
 m

in
)

   0   0

2.5

N
or

m
al

iz
ed

 a
m

b
ul

at
io

n
 v

el
oc

ity

0.0

2.5

N
or

m
al

iz
ed

 a
m

b
ul

at
io

n 
b

ou
t 

d
ur

at
io

n

0

5
N

or
m

al
iz

ed
 fr

ee
zi

ng
 

fr
eq

ue
nc

y

0

5

N
or

m
al

iz
ed

 fr
ee

zi
ng

b
ou

t 
d

ur
at

io
n 

*

*

*

*
*

*
*

*

*

*

*

* *

* *
*

Pre
La

se
r
Pos

t
Pre

La
se

r
Pos

t
Pre

La
se

r
Pos

t
Pre

La
se

r
Pos

t

Pre
La

se
r
Pos

t
Pre

La
se

r
Pos

t
Pre

La
se

r
Pos

t
Pre

La
se

r
Pos

t
Pre

La
se

r
Pos

t
Pre

La
se

r
Pos

t

Pre
La

se
r
Pos

t
Pre

La
se

r
Pos

t
Pre

La
se

r
Pos

t
Pre

La
se

r
Pos

t 0

1.5

N
or

m
al

iz
ed

 v
al

ue
s

Str

Stride
length

Stance
width

Figure 3 | In vivo activation of direct or indirect pathways reveals pathway-
specific regulation of motor function. a, Coronal schematic of cannula
placement and bilateral fibre-optic stimulation. b, Example of altered motor
activity during bilateral striatal illumination in D1-ChR2 (left) and D2-
ChR2 (right) mice. Lines represent the mouse’s path; dots represent the
mouse’s location every 300 ms. Grey paths represent 20 s of activity before
illumination; coloured paths represent 20 s of activity during subsequent
illumination. c, Motor activity before, during and after bilateral striatal
illumination in D1-ChR2 (left, red) and D2-ChR2 (right, green) mice.
d–i, Effect of illumination on the velocity of fine movements (d), initiation of
ambulatory bouts (e), ambulation bout duration (f), ambulation velocity
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(red bars, n 5 9) and D2-ChR2 (green bars, n 5 8) mice. j, No change in gait
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bars, n 5 5) mice. *P , 0.05; error bars, s.e.m.
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To test whether changes in ambulation patterns reflected altered
locomotor coordination, we examined gait parameters in D1-ChR2
and D2-ChR2 mice in response to illumination, using a treadmill
equipped with a high-speed camera. We quantified multiple gait para-
meters with the laser on and off, and found no significant differences
in the average or variance of stride length, stance width, stride fre-
quency, stance duration, swing duration, paw angle and paw area on
belt for either line (n 5 4 for D1-ChR2, n 5 5 for D2-ChR2, P . 0.05
for all; Fig. 3j and Supplementary Fig. 10). This indicates that activa-
tion of direct and indirect pathways in the dorsomedial striatum
regulates the pattern of motor activity, without changing the coordi-
nation of ambulation itself.

Parkinsonian motor deficits are proposed to result from an over-
active indirect pathway and an underactive direct pathway5,25–27.
Surgical treatments for Parkinson’s disease are focused on redu-
cing activity in the indirect pathway, through lesions or deep-brain

stimulation. However, there has been no experimental test of whether
increasing direct-pathway activity in Parkinson’s disease models can
ameliorate parkinsonian motor symptoms. We tested this hypothesis
using bilateral illumination of ChR2 in bilateral 6-hydroxydopamine
(6-OHDA)-lesioned mice. We injected 6-OHDA bilaterally into the
dorsomedial striatum, resulting in a near-total loss of dopaminergic
innervation of this region after one week (tyrosine hydroxylase intensity
in dorsomedial striatum: 4 6 12% of control, n 5 4, P , 0.005; Fig. 4a,
b), which was accompanied by parkinsonian motor deficits that
included bradykinesia (decreased fine-movement velocity), decreased
time spent ambulatory, decreased locomotor initiation and increased
freezing (both frequency and duration) (n 5 10, P , 0.05 for all ana-
lyses; Fig. 4e–k). We attempted to rescue these symptoms using bilateral
direct-pathway activation in the same region of dorsomedial striatum
that lacked dopamine innervation (Fig. 4c, d; also see Methods).
Unexpectedly, direct-pathway activation completely restored motor
behaviour to pre-lesion levels (Fig. 4e–k). Direct-pathway activation
eliminated bradykinesia (increased fine-movement velocity to pre-
lesion levels, P , 0.01), increased locomotor initiations (P , 0.05)
and decreased freezing (P , 0.05). Changes in gait parameters were
not observed after 6-OHDA injection or direct-pathway activation
(P . 0.14; Fig. 4l). Taken together, these findings provide the first evid-
ence that direct-pathway activation can ameliorate a constellation of
motor deficits in a mouse model of Parkinson’s disease. However,
future studies using a comprehensive battery of sensorimotor tests will
be required to characterize fully the role of direct- and indirect-pathway
circuit activity in motor function and dysfunction in Parkinson’s
disease.

METHODS SUMMARY
Viral expression of DIO-ChR2–YFP in BAC transgenic mice. Injections of

recombinant AAV1 virus targeted the dorsomedial striatum in BAC transgenic

D1-Cre and D2-Cre (BAC) transgenic mice17. DIO constructs encoding ChR2–

YFP restricted expression to Cre-positive cells15,16.

Electrophysiology. For in vivo recordings, we coupled an 80-mW through-the-

lens-controlled 473-nm laser to a silicon optrode (NeuroNexus) using a fibre-optic
patch cord, and attenuated the laser power to yield 1 mW at the fibre tip.

Recordings were performed using a 64-channel multichannel acquisition processor

(Plexon). Single units were discriminated with principal component analysis.

Optical stimulation and behavioural analysis in awake mice. Two 3-m glass

fibres (AFS105/125Y, Thorlabs) were connectorized with SMA connectors at one

end and cleaved flat at the other end, and were inserted through guide cannulae

into the dorsomedial striatum. The laser power was adjusted to yield 1 mW at tip

of each fibre. The positions of the nose, tail and centre of mass of each mouse

were tracked using Noldus ETHOVISION 7.0 software. Animals were recorded

for a 1–10-min baseline period before any laser illumination, to obtain baseline

behavioural measures. Then the striatum was illuminated in a series of 10 trials.

Each trial had a variable period during which the laser was on (constant illu-

mination, 30-s average, 20–40-s range) followed by a variable period in which the

laser was off (60-s average, 50–70-s range).

6-OHDA treatment. Mice were cannulated and injected with ChR2–YFP as

described above. Nine days after viral injection, pre-lesion behavioural data

was collected from these animals. Directly following this data collection, mice

were anaesthetized with ketamine and xylazine, and 6-OHDA (5mg ml21) was

injected through the same cannulae as the virus (1ml per hemisphere). Mice were

allowed to recover for five days before post-lesion behavioural testing.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.

Received 13 January; accepted 11 May 2010.
Published online 7 July 2010.

1. Yin, H. H. & Knowlton, B. J. The role of the basal ganglia in habit formation. Nature
Rev. Neurosci. 7, 464–476 (2006).

2. Hikosaka, O., Takikawa, Y. & Kawagoe, R. Role of the basal ganglia in the control of
purposive saccadic eye movements. Physiol. Rev. 80, 953–978 (2000).

3. Graybiel, A. M., Aosaki, T., Flaherty, A. W. & Kimura, M. The basal ganglia and
adaptive motor control. Science 265, 1826–1831 (1994).

4. Smith, Y., Bevan, M. D., Shink, E. & Bolam, J. P. Microcircuitry of the direct and
indirect pathways of the basal ganglia. Neuroscience 86, 353–387 (1998).

5. Albin, R. L., Young, A. B. & Penney, J. B. The functional anatomy of basal ganglia
disorders. Trends Neurosci. 12, 366–375 (1989).

Freezing

Ambulation

Fine 
movement

0

100

P
er

ce
nt

ag
e 

of
 t

im
e 

Pre-lesion

*

D1-ChR2 + 6-OHDA

*
*

*

*
*

a b c d
TH TH MergeChR2

Control 6-OHDA 6-OHDA 6-OHDA

e

N
or

m
al

iz
ed

 fi
ne

-
m

ov
em

en
t 

ve
lo

ci
ty

0

2

0

2

0

2

0

2

f

N
or

m
al

iz
ed

 a
m

b
ul

at
io

n
fr

eq
. (

in
iti

at
io

ns
 p

er
 m

in
)

Pre
La

se
r

Pos
t

Pre
La

se
r

Pos
t

Pre
La

se
r

Pos
t

Pre
La

se
r

Pos
t

*
*

Pre-lesion 6-OHDA 

Pre-lesion 6-OHDA Pre-lesion 6-OHDA Pre-lesion 6-OHDA 

Pre
La

se
r

Pos
t

Pre
La

se
r

Pos
t

Pre-lesion 6-OHDA Pre-lesion
Stride
length

Stance
width

6-OHDA 

N
or

m
al

iz
ed

 a
m

b
ul

at
io

n
b

ou
t 

d
ur

at
io

n*
*

N
or

m
al

iz
ed

 a
m

b
ul

at
io

n
ve

lo
ci

ty

ihg

N
or

m
al

iz
ed

 fr
ee

zi
ng

fr
eq

ue
nc

y

*

j

N
or

m
al

iz
ed

 fr
ee

zi
ng

b
ou

t 
d

ur
at

io
n

0

5

0

1.5

0

5
k

**

N
or

m
al

iz
ed

  v
al

ue
s

l

Pre Laser Post

Con
tro

l
Off

La
se

r

Con
tro

l
Off

La
se

r

Figure 4 | Direct-pathway activation rescues motor deficits in the 6-OHDA
model of Parkinson’s disease. a, Visualization of striatal dopaminergic
afferents by tyrosine hydroxylase (TH) staining in coronal slices. Scale bar,
1 mm. b, Loss of dopaminergic innervation in dorsomedial striatum one
week after 6-OHDA injection. The arrow marks the injection site.
c, ChR2–YFP expression in dorsomedial striatum of 6-OHDA-lesioned
mice. d, Merged image shows overlap of ChR2 expression with the 6-OHDA
lesion. e, Motor behaviour before (left, black bars) and after (right, red bars)
6-OHDA lesion in D1-ChR2 mice (n 5 10). In 6-OHDA-lesioned mice,
behaviour is shown before, during and after activation of the direct pathway.
f–k, Effect of 6-OHDA lesion and direct pathway rescue on fine-movement
velocity (f), initiation of ambulatory bouts (g), ambulation bout duration
(h), ambulation velocity (i), frequency of freezing (j) and duration of
freezing bouts (k). l, No change in gait was observed after 6-OHDA lesioning
or direct-pathway activation. *P , 0.05; error bars, s.e.m.

NATURE | Vol 466 | 29 July 2010 LETTERS

625
Macmillan Publishers Limited. All rights reserved©2010

www.nature.com/nature


6. DeLong, M. R. Primate models of movement disorders of basal ganglia origin.
Trends Neurosci. 13, 281–285 (1990).

7. Alexander, G. E. & Crutcher, M. D. Functional architecture of basal ganglia circuits:
neural substrates of parallel processing. Trends Neurosci. 13, 266–271 (1990).

8. Kawaguchi, Y., Wilson, C. J. & Emson, P. C. Projection subtypes of rat neostriatal
matrix cells revealed by intracellular injection of biocytin. J. Neurosci. 10,
3421–3438 (1990).

9. Surmeier, D. J., Mercer, J. N. & Chan, C. S. Autonomous pacemakers in the basal
ganglia: who needs excitatory synapses anyway? Curr. Opin. Neurobiol. 15,
312–318 (2005).

10. Gatev, P., Darbin, O. & Wichmann, T. Oscillations in the basal ganglia under
normal conditions and in movement disorders. Mov. Disord. 21, 1566–1577
(2006).

11. Boyden, E. S., Zhang, F., Bamberg, E., Nagel, G. & Deisseroth, K. Millisecond-
timescale, genetically targeted optical control of neural activity. Nature Neurosci.
8, 1263–1268 (2005).

12. Adamantidis, A. R., Zhang, F., Aravanis, A. M., Deisseroth, K. & de Lecea, L. Neural
substrates of awakening probed with optogenetic control of hypocretin neurons.
Nature 450, 420–424 (2007).

13. Arenkiel, B. R. et al. In vivo light-induced activation of neural circuitry in transgenic
mice expressing channelrhodopsin-2. Neuron 54, 205–218 (2007).

14. Huber, D. et al. Sparse optical microstimulation in barrel cortex drives learned
behaviour in freely moving mice. Nature 451, 61–64 (2008).

15. Sohal, V. S., Zhang, F., Yizhar, O. & Deisseroth, K. Parvalbumin neurons and
gamma rhythms enhance cortical circuit performance. Nature 459, 698–702
(2009).

16. Cardin, J. A. et al. Driving fast-spiking cells induces gamma rhythm and controls
sensory responses. Nature 459, 663–667 (2009).

17. Gong, S. et al. Targeting Cre recombinase to specific neuron populations with
bacterial artificial chromosome constructs. J. Neurosci. 27, 9817–9823 (2007).

18. Ouimet, C. C., Langley-Gullion, K. C. & Greengard, P. Quantitative
immunocytochemistry of DARPP-32-expressing neurons in the rat
caudatoputamen. Brain Res. 808, 8–12 (1998).

19. Tepper, J. M. & Bolam, J. P. Functional diversity and specificity of neostriatal
interneurons. Curr. Opin. Neurobiol. 14, 685–692 (2004).

20. Kreitzer, A. C. Physiology and pharmacology of striatal neurons. Annu. Rev.
Neurosci. 32, 127–147 (2009).

21. Kreitzer, A. C. & Malenka, R. C. Endocannabinoid-mediated rescue of striatal LTD
and motor deficits in Parkinson’s disease models. Nature 445, 643–647 (2007).

22. Gradinaru, V. et al. Targeting and readout strategies for fast optical neural control
in vitro and in vivo. J. Neurosci. 27, 14231–14238 (2007).

23. Gerfen, C. R. et al. D1 and D2 dopamine receptor-regulated gene expression of
striatonigral and striatopallidal neurons. Science 250, 1429–1432 (1990).

24. Schwarting, R. K. & Huston, J. P. Unilateral 6-hydroxydopamine lesions of meso-
striatal dopamine neurons and their physiological sequelae. Prog. Neurobiol. 49,
215–266 (1996).

25. Bergman, H., Wichmann, T. & DeLong, M. R. Reversal of experimental
parkinsonism by lesions of the subthalamic nucleus. Science 249, 1436–1438
(1990).

26. Bergman, H., Wichmann, T., Karmon, B. & DeLong, M. R. The primate subthalamic
nucleus. II. Neuronal activity in the MPTP model of parkinsonism. J. Neurophysiol.
72, 507–520 (1994).

27. Mallet, N., Ballion, B., Le Moine, C. & Gonon, F. Cortical inputs and GABA
interneurons imbalance projection neurons in the striatum of parkinsonian rats. J.
Neurosci. 26, 3875–3884 (2006).

Supplementary Information is linked to the online version of the paper at
www.nature.com/nature.

Acknowledgements We thank T. Marzullo and NeuroNexus Technologies for their
assistance with the custom probe design, the Nikon Imaging Center at UCSF for
assistance with image acquisition, R. Javier and A. Gittis for assistance with slice
electrophysiology experiments, and L. Shoenfeld for assistance with genotyping
and histology. A.C.K and co-workers are funded by the W.M. Keck Foundation, the
Pew Biomedical Scholars Program, the McKnight Foundation and the NIH.

Author Contributions A.V.K., P.R.L.P. and M.T.T. collected and processed tissue,
and analysed immunohistochemical experiments. B.S.F. performed and analysed in
vitro electrophysiology experiments. A.V.K., B.S.F. and P.R.L.P. performed and
analysed in vivo electrophysiology experiments. A.V.K., P.R.L.P. and K.K. performed
and analysed optogenetic/behavioural experiments. K.D. provided Cre-dependent
ChR2–YFP and YFP-control constructs. A.C.K. designed and coordinated the study,
and A.C.K. and A.V.K wrote the paper.

Author Information Reprints and permissions information is available at
www.nature.com/reprints. The authors declare no competing financial interests.
Readers are welcome to comment on the online version of this article at
www.nature.com/nature. Correspondence and requests for materials should be
addressed to A.C.K. (akreitzer@gladstone.ucsf.edu).

LETTERS NATURE | Vol 466 | 29 July 2010

626
Macmillan Publishers Limited. All rights reserved©2010

www.nature.com/nature
www.nature.com/reprints
www.nature.com/nature
mailto:akreitzer@gladstone.ucsf.edu


METHODS
Subjects. BAC transgenic mouse lines that express Cre recombinase under con-

trol of the dopamine D1 receptor (D1-Cre) and Dopamine D2 receptor (D2-

Cre) regulatory elements17 were obtained from GENSAT. Animals entered the

study at ,4 weeks of age, weighing 15–20 g. All procedures were approved by the

UCSF Institutional Animal Care and Use Committee.

Viral expression of DIO-ChR2–YFP and DIO-YFP. We used DIO constructs to

express ChR2–YFP fusions and YFP alone in Cre-expressing neurons. The DIO

constructs virtually eliminate recombination in cells that do not express Cre

recombinase15,16. The double-floxed reverse ChR2–YFP or YFP cassette was

cloned into a modified version of the pAAV2-MCS vector (Stratagene) carrying

the EF-1a promoter and the WPRE to enhance expression. The recombinant

AAV vectors were serotyped with AAV1 coat proteins and packaged by the viral

vector core at the University of North Carolina. The final viral concentration was

4 3 1012 viral particles per millilitre (by Dot Blot, UNC vector core).

Stereotaxic viral injections. Anaesthesia was induced with a mixture of keta-

mine and xylazine (100 mg ketamine plus 5 mg xylazine per kilogram of body

weight i.p.) and maintained with isoflurane through a nose cone mounted on a

stereotaxic apparatus (Kopf Instruments). For mice used in acute recording and

histological analysis, the scalp was opened and a hole was drilled in the skull

(10.5 mm AP, 21.5 mm ML from bregma). DIO-ChR2–YFP virus (1 ml) was

injected into the left dorsomedial striatum (23.0 mm DV from top of brain)

through a 33-gauge steel injector cannula (PlasticsOne) using a syringe pump

(World Precision Instruments) that infused the virus over 4 to 10 min. The

injection cannula was left in place for 5–10 min following the injection and then

slowly removed.

Mice that were used in behavioural experiments were first implanted with

guide cannulae (26-gauge, 3-mm deep, measured from top of skull; PlasticsOne)

aimed at the above coordinates (10.5 mm AP, 61.5 mm ML from bregma).

After implantation of the guide cannula, viral injections (ChR2–YFP or YFP)

were made through a 33-gauge injection cannula that was passed through the

guide cannula, such that the tip of the injection cannula extended 0.5 mm from

the end of the guide cannula. Injection parameters for these mice were identical

to those described above. Following the injections, dummy cannulae were

inserted into the guide cannulae to maintain patency, and plastic caps were

attached to secure the dummy cannulae in place. All surgical procedures were

performed under aseptic conditions.

To allow time for viral expression, animals were housed for at least two weeks

following injection before any recording or behavioural experiments were

initiated.

Striatal 6-OHDA injections. Cannulae were implanted over dorsomedial stria-

tum and AAV1 DIO-ChR2–YFP virus was injected as described above. Nine days

after viral injection, ‘pre-lesion’ behavioural data was collected from these animals.

Animals were tethered with fibre-optic cables during the collection of all pre-lesion

data. Directly following this data collection, animals were anaesthetized with

ketamine and xylazine (100 mg ketamine plus 5 mg xylazine per kilogram of body

weight i.p.), and 6-OHDA (5 mg ml21; Sigma-Aldrich) was injected through the

implanted cannulae (1ml per side). Animals were allowed to recover for five days

before post-lesion behavioural testing commenced.

Implantation of electrode arrays for awake recordings. To record waveforms

of fast-spiking interneurons (Supplementary Fig. 2), we implanted multi-

electrode arrays into striatum. Anaesthesia was induced with a mixture of keta-

mine and xylazine (100 mg ketamine plus 5 mg xylazine per kilogram of body

weight i.p.) and maintained with isoflurane through a nose cone mounted on a

stereotaxic apparatus (Kopf Instruments). The scalp was opened and a hole was

drilled in the skull (0.0 to 11.0 mm AP, 21.0 to 22.0 mm ML from bregma).

Two skull screws were implanted in the opposing hemisphere. Dental adhesive

(C&B Metabond, Parkell) was used to fix the skull screws in place and coat the

surface of the skull. An array of 16 microwires (2 3 8 array, 35-mm tungsten

wires, 100-mm spacing between wires, 200-mm spacing between rows; Innovative

Physiology) was lowered into the striatum (3.0 mm below the surface of the

brain) and cemented in place with dental acrylic (Ortho-Jet, Lang Dental).

After the cement dried, the scalp was sutured shut. Animals were allowed to

recover for at least seven days before striatal recordings were made.

Slice recordings. Coronal sections (300-mm thick) containing dorsal striatum

were prepared from brains of six-week-old heterozygous D1-Cre or D2-Cre

BAC transgenic mice that were unilaterally injected at four weeks with

AAV1 DIO-ChR2–YFP virus. Slices were prepared with a vibratome (Leica

VT1000S) in carbogenated ACSF containing 125 mM NaCl, 26 mM NaCHO3,

2.5 mM KCl, 1 mM MgCl2, 2 mM CaCl2, 1.25 mM NaH2PO4, 12.5 mM glucose,

2 mM Mg-ATP and 0.3 mM Na-GTP, pH 7.25, 300 mosM. After recovery for

0.5–5 h, experiments were performed on slices perfused with ACSF, warmed to

31–33 uC.

Striatal slices were visualized using an Olympus BX51WI microscope

equipped with epifluorescence. ChR2–YFP-positive neurons were selected for

whole-cell recording. For voltage-clamp characterization of ChR2-mediated

currents, the internal solution contained 120 mM CsMeSO3, 15 mM CsCl,

8 mM NaCl, 0.5 mM EGTA, 10 mM HEPES, 2 mM Mg-ATP, 0.3 mM Na-

GTP, 5 mM QX-314, pH 7.3. For current-clamp characterization, the internal

solution contained 130 mM KMeSO3, 10 mM NaCl, 2 mM MgCl2, 0.16 mM

CaCl2, 0.5 mM EGTA, 10 mM HEPES, 2 mM Mg-ATP, 0.3 mM Na-GTP, pH

7.3. All recorded neurons exhibited electrophysiological characteristics of med-

ium spiny neurons (Supplementary Fig. 2).

Excitation of ChR2 was achieved by epifluorescence (100-W mercury arc

lamp, excitation filter; Chroma ET470/40x) and gated by a Uniblitz VS25 shutter

(Vincent Associates) under through-the-lens control. Measured light intensity at

the slice was approximately 1 mW cm22. Data were collected with a MultiClamp

700B amplifier (Molecular Devices) and ITC-18 A/D board (HEKA) using IGOR

PRO 6.0 software (Wavemetrics) and custom acquisition routines (mafPC,

courtesy of M. A. Xu-Friedman). Current-clamp recordings were filtered at

10 kHz and digitized at 40 kHz; voltage-clamp recordings were filtered at

2 kHz and digitized at 10 kHz. Electrodes were made from borosilicate glass

(pipette resistance, 2–4 MV).

The action potential half-width was calculated as the time it took the mem-

brane potential to surpass and return to a point halfway between the action

potential threshold (defined as the voltage at which the acceleration in voltage

exceeded 3 3 105 V s22) and the peak. The maximum firing rate was measured as

the average maximum firing rate over a 500-ms step that could be sustained

without entering depolarization block. The input resistance was calculated in

voltage clamp (using the K-based internal) as the deviation from the holding

current caused by a 5-mV hyperpolarizing step. The change in current was

calculated as the difference between baseline holding current and the average

current during the last 10 ms of a 50-ms hyperpolarizing voltage step. Whole-cell

capacitance was calculated by integrating the area under the transient following a

5-mV, 50-ms hyperpolarizing voltage step from the holding potential

(270 mV).

Construction of a silicon optrode. Recordings under conditions of anaesthesia

were made with a custom silicon probe that was fabricated by NeuroNexus

Technologies. This probe contained sixteen 413-mm recording sites, arranged

linearly with 50-mm spacing between each site (model a1x16-5mm50-413,

NeuroNexus Technologies). A short (15-cm) glass optical fibre (AFS105/125Y,

Thorlabs) was connectorized with an LC connector at one end and cleaved flat at

the other end. This fibre was secured in place with epoxy such that the cleaved

fibre tip was positioned ,50 mm above the first recording site (Supplementary

Fig. 5). The four sites closest to the fibre were not able to record any single-unit

activity, and these sites were therefore not used in further analyses.

Anaesthetized striatal optrode recordings. Twelve to sixteen days after the ChR2

injection, anaesthesia was induced with a mixture of ketamine and xylazine

(100 mg ketamine plus 5 mg xylazine per kilogram of body weight i.p.) and

maintained with both isoflurane and ketamine/xylazine injections. The scalp of

the animal was opened and the craniotomy that was used for the viral injection

was cleaned out and expanded with a surgical drill. The optrode was then lowered

through this craniotomy. We coupled the silicon optrode to a 473-nm laser

(Laserglow) via a fibre-optic patch cord, and used the optrode to record striatal

activity in anaesthetized D1-ChR2 and D2-ChR2 mice, as well as wild-type mice.

Each optrode recording lasted 10 min, during which time the laser alternated 60

times between 5 s on (constant illumination) and 5 s off. After each recording, the

probe was lowered or moved to a new recording tract such that multiple record-

ings were made from each mouse. The laser power was between 1 and 2 mW at the

tip of the optical fibre for all optrode recordings (measured with a PM100D

optical power meter with an S120C sensor, Thorlabs). Recordings from wild-type

mice were identical, except that the laser was not activated in these recordings.

Dopamine agonist treatment during striatal optrode recordings. Animal pre-

paration and optrode recording parameters in these experiments were identical

to those described in the preceding paragraph. These recordings lasted 80 min,

during which time the laser was illuminated once per minute for 5 s. After 20 min

of baseline recording, a dopamine agonist (SKF81297 or quinpirole) was injected

(1.0–5.0 mg kg21, i.p.). The recording then continued for an additional 60 min.

Anaesthetized SNr recordings. Twelve to sixteen days after the ChR2 injection,

anaesthesia was induced with a mixture of ketamine and xylazine (100 mg ketamine

plus 5 mg xylazine per kilogram of body weight i.p.) and maintained with both

isoflurane and ketamine/xylazine injections. The scalp of the animal was opened

and the striatal craniotomy that was used for the viral injection was cleaned out and

expanded with a surgical drill. In addition, a SNr craniotomy was drilled at the

following coordinates: 23.0 to 24.0 mm AP, 21.0 to 22.0 mm ML from bregma.

A 200-mm fibre was coupled to the 473-nm laser and lowered 3.0 mm into the

striatal craniotomy. In addition, a silicon probe (model a1x16-10mm100-413,
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NeuroNexus Technologies) was lowered through the SNr craniotomy. Recordings

of SNr neurons were made at depths of between 4.0 and 5.0 mm below the surface of

the brain. After electrode insertion, we tested for modulation of the local field

potential (LFP) during striatal illumination. For these tests, the laser was illumi-

nated in an alternating pattern of 1 s on (constant illumination) and 9 s off. If

recording sites showed LFP modulation, we recorded single-unit activity in this

region of the SNr in response to striatal illumination. On recordings that had a

responsive unit, we recorded the response of the unit to at least 50 presentations of

the above pattern. An electrolytic lesion was then made at the most ventral electrode

site by passing 25mA of current through each recording array site for 10 s. The

location of this lesion was verified to be in the SNr through post hoc histological

analysis. The laser power was between 1 and 4 mW at the tip of the optical fibre for

all SNr recordings (measured with a PM100D optical power meter with an S120C

sensor, Thorlabs).

Analysis of anaesthetized recordings. Voltage signals from each recording site

on the silicon probe were band-pass-filtered, such that activity between 0.7 and

300 Hz was analysed as LFPs and activity between 150 and 8,000 Hz was analysed

as spiking activity. Both types of data were amplified, processed and digitally

captured using commercial hardware and software (Plexon). Single units were

discriminated with principal component analysis (OFFLINE SORTER 3.0.1,

Plexon). Two criteria were used to ensure quality of recorded units: (1) recorded

units smaller than 100mV (,3 times the noise band) were excluded from further

analysis and (2) recorded units in which more than 1% of interspike intervals

were shorter than 2 ms were excluded from further analysis.

We tested each recorded neuron for a significant increase in firing rate during

the entire period when the laser was on (5 s in striatal recordings, 1 s in SNr

recordings), relative to an identical time period directly preceding the laser

illumination (paired t-tests across all 60 laser presentations). In the experiments

with dopamine agonists, all light-responsive striatal neurons were tested for a

response to the dopamine agonist. For these tests, the ten trials immediately

preceding the agonist injection were compared with the ten trials that occurred

ten minutes after the injection (unpaired t-tests).

Spike cross- and auto-correlation analyses were performed in

NEUROEXPLORER 4.06 (Nex Technologies) with 5-ms bins over 600 ms

(cross-correlation) or 2 s (auto-correlation) of spike data. For both cross- and

auto-correlations, the first 100 ms of the correlogram was used as a baseline. For

cross-correlations, a significant correlation in spiking between two neurons was

defined as a peak value greater than two standard deviations above the mean of

the baseline. For auto-correlations, a significant oscillation was defined as at least

three peaks greater than two standard deviations above the mean of the baseline.

Auto-correlations and the average delay to first spike were calculated for all laser-

modulated neurons (n 5 26), whereas cross-correlations were calculated for all

simultaneously recorded pairs of laser-modulated striatal neurons (n 5 21). We

calculated the prevalence of modulated neurons, the change in firing rate of

modulated neurons and the average magnitude of LFP deflection at each record-

ing site on the optrode. We also performed a current source density analysis of

the LFP data recorded on the optrode, using the CSDplotter toolbox (http://

arken.umb.no/,klaspe/iCSD.php).

Analysis of awake striatal recordings. Voltage signals from each recording site

on the microwire array were band-pass-filtered, such that activity between 150

and 8,000 Hz was analysed as spiking activity. This data was amplified, processed

and digitally captured using commercial hardware and software (Plexon). Single

units were discriminated with principal component analysis (OFFLINE

SORTER, Plexon). Two criteria were used to ensure quality of recorded units:

(1) recorded units smaller than 100mV (,3 times the noise band) were excluded

from further analysis and (2) recorded units in which more than 1% of interspike

intervals were shorter than 2 ms were excluded from further analysis. Average

waveforms were exported with OFFLINE SORTER. Neurons with a shoulder–

shoulder duration of less than 500ms were classified as putative fast-spiking

interneurons, and all other neurons were classified as putative medium spiny

neurons (Supplementary Fig. 2).

Optical stimulation in awake mice. Two 3-m glass fibres (AFS105/125Y,

Thorlabs) were connectorized with SMA connectors at one end and cleaved flat

at the other end. The cleaved ends were epoxied to a double injector guide

(PlasticsOne) such that when both fibres were inserted fully into the bilateral

guide cannulae, the cleaved ends of the fibre emerged ,0.5 mm past the end of

the guide cannulae. The SMA-connectorized ends were attached to SMA bulk-

heads on a project board that contained a splitter that divided the laser into two

beams; adjustable mirrors and collimators focused each beam into its corres-

ponding SMA bulkhead. Each beam also passed through a variable neutral-

density filter, which was adjusted such that the power was 1 mW at each fibre

tip. The cleaved ends of the optical fibres were inserted through the guide can-

nulae into the dorsomedial striatum of the mice. In almost all cases (35 of 38 mice

across all experiments), fibres were inserted without anaesthesia. In three cases,

brief isoflurane anaesthesia was required to insert the fibres. In these cases, we

waited at least 15 min after the mice regained consciousness before starting any

behavioural experiments.

Behavioural analysis. After optical fibres were inserted, each mouse was placed

in a round activity chamber (14-inch diameter, 8-inch high) and video-

monitored from above. The positions of the nose, tail and centre of mass of each

mouse were tracked using ETHOVISION 7.0 software (Noldus). A smoothing

algorithm was applied to all video tracks before analysis, to reduce system noise

(locally weighted scatterplot smoothing based on ten points before and after each

data point, performed in ETHOVISION 7.0). Animals were recorded for a 1–10-min

baseline period before any laser illumination. Then the laser (473 nm, Laserglow) was

illuminated in a series of ten trials. Each trial had a variable period during which the

laser was on (constant illumination, 30-s average, 25–35-s range), followed by a

variable period during which the laser was off (60-s average, 55–65-s range).

For each trial, we calculated all behavioural measures during three analysis

periods, termed ‘pre’, ‘laser’ and ‘post’. The ‘pre’ period was the 25-s period

preceding the illumination of the laser. The ‘laser’ period was the period starting

5 s after the illumination of the laser and lasting until the end of the laser

illumination (average duration, 25 s). The ‘post’ period was the period between
5 and 30 s after the end of the laser illumination.

Ambulation was defined as periods when the velocity of the animal’s centre

point averaged more than 2 cm s21 for at least 0.5 s. The accuracy of this defini-

tion was validated by two observers, and it excluded other movements such as

rearing and sniffing. Immobility was defined as continuous periods of time

during which the average pixel change of the entire video image was less than

2% for at least 1 s. This definition was very strict, such that any movement of the

head, limbs or tail would not be scored as immobility. Fine movement was

defined as any movement that was not ambulation or immobility. The frequency

of grooming bouts during fine movement was scored manually. Rotations were

defined as each 360u rotation that contained no turn of more than 90u in the

opposite direction.

The frequency, average duration and total time spent performing specific beha-

viours were calculated using ETHOVISION 7.0. Except for the 6-OHDA experi-

ments, all behavioural measures were normalized by dividing them by the group

average ‘pre’ values. For the 6-OHDA experiments, all data was normalized by

dividingthembythe‘pre-lesion’data.Weperformedpaired t-testsonthenormalized

data, comparing the ‘laser’ period to both the ‘pre’ period and the ‘post’ period for

each measure. We also used paired t-tests to compare ‘pre-lesion’ measures to ‘pre’

measures in the 6-OHDA experiments.

Gait analysis. Gait was analysed with an automated gait analysis system

(DigiGait, Mouse Specifics). This system imaged the mice from below with a

high-speed camera (,150 frames per second) while they ran on a treadmill.

Software then identified specific paw steps, and from the position and timing

of the paw steps calculated metrics used in this study (stride length, stride width,

stance time, swing time and strides per second). The treadmill was set at

15 cm s21 for all experiments, which is a moderate running pace. We analysed

changes in gait of each mouse with the laser off versus on, with bilateral illu-

mination (paired t-tests).

Histology. Animals were killed with a lethal dose of ketamine and xylazine

(400 mg ketamine plus 20 mg xylazine per kilogram of body weight i.p.) and

transcardially perfused with first PBS and then 4% paraformaldehyde. Following

perfusion, brains were left in 4% paraformaldehyde for 16–24 h and then moved

to a 30% sucrose solution in PBS for 2–3 days. Brains were then frozen and cut
into 30-mm sections (either coronal or sagittal) with a sliding microtome (Leica

Microsystems, model SM2000R) equipped with a freezing stage (Physiotemp).

For immunostaining, sections were divided into ten interleaved sets, such that

each set contained a series of slices through the striatum at 300-mm intervals. We

prepared sections from D1-ChR2 and D2-ChR2 mice and processed sections for

immunohistochemistry using antibodies against Cre recombinase (EMD

Bioscience, 1:500), tyrosine hydroxylase (Pel-Freez, 1:200), DARPP-32 (Santa

Cruz, 1:500), choline acetyltransferase (Millipore, 1:500), parvalbumin (Swant,

1:1,000), neuropeptide Y (ImmunoStar, 1:1,000), and c-Fos (Calbiochem,

1:2,000). All antibodies were rabbit polyclonal and were labelled with a donkey

anti-rabbit Alexa 568 or 647 secondary antibody (Invitrogen, 1:500). YFP fluor-

escence from the ChR2–YFP fusion protein remained intense after immuno-

staining and was visualized without any further immunohistochemistry.

Immunostaining was done on free-floating sections, which were then mounted

on slides and coverslipped.

To identify cannula and electrode lesion locations, sections containing tissue

displacement from the cannulae or lesions were identified and set aside during

slicing, stained with hematoxylin and mounted on slides. Sections were then

photographed in bright field on a Nikon E600 microscope with a 32 objective.

From these photographs, cannula and electrode locations were identified and

marked on a coronal schematic of the striatum at 0.5 mm anterior to bregma.
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Microscopy. To quantify immunostaining with ChR2–YFP fluorescence, we
acquired images using a BioRad Radiance 2000 confocal system mounted on

an Olympus BX-60 microscope. Images were collected from single optical sec-

tions using a 340 Plan Fluor objective (0.75 numerical aperture). Excitation of

YFP fluorescence was achieved using a 488-nm laser, and Alexa 647 fluorescence

was achieved using a 647-nm laser line. Two observers performed all cell counts.

To quantify levels of TH, one 320 field of view was captured from the dor-

somedial striatum and cortex of each tested brain. All images were captured under

identical conditions, and the overall fluorescence of each image was measured

with IMAGEJ 1.42q (W. S. Rasband, http://rsb.info.nih.gov/ij/). In 6-OHDA-
lesioned mice, TH fluorescence from dorsomedial striatum was background-

subtracted and compared with dorsomedial TH levels in a group of control

mice.

To acquire whole-brain images, mice were perfused and processed as above.

Sagittal or coronal sections were mounted on slides and imaged on a Nikon D6

epifluorescence microscope with a motorized stage (Nikon Imaging Center,

UCSF). Nikon ELEMENTS 3.1 software was used to control the motorized stage

and stitch together a mosaic of 310 images of the entire brain slice.
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LETTERS

Disruption of the clock components CLOCK and
BMAL1 leads to hypoinsulinaemia and diabetes
Biliana Marcheva1,2, Kathryn Moynihan Ramsey1,2, Ethan D. Buhr2, Yumiko Kobayashi1,2, Hong Su3, Caroline H. Ko2,
Ganka Ivanova1,2, Chiaki Omura1,2, Shelley Mo4, Martha H. Vitaterna5, James P. Lopez6, Louis H. Philipson6,
Christopher A. Bradfield7, Seth D. Crosby8, Lellean JeBailey9, Xiaozhong Wang3, Joseph S. Takahashi10,11

& Joseph Bass1,2,5

The molecular clock maintains energy constancy by producing
circadian oscillations of rate-limiting enzymes involved in tissue
metabolism across the day and night1–3. During periods of feeding,
pancreatic islets secrete insulin to maintain glucose homeostasis,
and although rhythmic control of insulin release is recognized to
be dysregulated in humans with diabetes4, it is not known how the
circadian clock may affect this process. Here we show that pancreatic
islets possess self-sustained circadian gene and protein oscillations
of the transcription factors CLOCK and BMAL1. The phase of oscil-
lation of islet genes involved in growth, glucose metabolism and
insulin signalling is delayed in circadian mutant mice, and both
Clock5,6 and Bmal17 (also called Arntl) mutants show impaired glu-
cose tolerance, reduced insulin secretion and defects in size and
proliferation of pancreatic islets that worsen with age. Clock disrup-
tion leads to transcriptome-wide alterations in the expression of islet
genes involved in growth, survival and synaptic vesicle assembly.
Notably, conditional ablation of the pancreatic clock causes diabetes
mellitus due to defective b-cell function at the very latest stage of
stimulus–secretion coupling. These results demonstrate a role for
the b-cell clock in coordinating insulin secretion with the sleep–
wake cycle, and reveal that ablation of the pancreatic clock can
trigger the onset of diabetes mellitus.

The circadian clock drives cycles of energy storage and utilization
in plants, flies and mammals in anticipation of changes in the
external environment imposed by the rising and setting of the
Sun1. In mammals, the transcription factors CLOCK and BMAL1
drive the central oscillator within the hypothalamus and even in
peripheral tissues, yet a major question remains regarding the link
between cellular rhythms and organismal homeostasis, including the
constancy of energy and fuel utilization cycles8,9. In humans, one of
the most pronounced rhythmic aspects of physiology involves the
daily variation of glucose tolerance and insulin sensitivity across the
24-h day, and importantly, disruption of circadian oscillation of
glucose metabolism is a hallmark of type 2 diabetes4. Moreover, there
is growing evidence that metabolic and circadian systems are inter-
connected at the transcriptional level, as genomic analyses have
revealed that both neural and peripheral clocks regulate the 24-h
periodicity of RNAs that mediate rate-limiting steps in glycolysis,
fatty acid oxidation and oxidative phosphorylation, indicating that
these processes are primed to occur at the optimal time during glu-
cose and fatty acid utilization cycles2,10–13.

Prompted by the hypothesis that the circadian clock exerts effects on
metabolism through cellular actions, we sought to dissect the impact of
clock function within the pancreatic islet, a principal regulator of
glucose homeostasis. We used real-time bioluminescence imaging in
isolated pancreatic islets from Per2Luc knock-in mice (mice expressing
a period2–luciferase fusion protein) to determine whether the clock is
expressed autonomously within pancreas14. Continuous monitoring
of light emission from individual islets revealed a self-sustained high-
amplitude rhythm of PER2–LUC expression with a period length of
23.58 6 0.3 h (Fig. 1a, b and Supplementary Movies 1 and 2), which
closely matched that of other peripheral tissues and the suprachias-
matic nucleus (Fig. 1b)14,15. The oscillation gradually dampened after
3 days, similar to pituitary and liver (Fig. 1b), and addition of 10mM
forskolin to islets led to immediate re-initiation of robust rhythms
(Fig. 1c). Bioluminescence from individual islets from ClockD19/D19

mutant mice lacked a circadian rhythm, even after forskolin stimu-
lation (Fig. 1c). Quantitative real-time polymerase chain reaction
(PCR) showed that Per2 RNA expression was reduced and rhythmicity
abolished in islets from ClockD19/D19 mutant mice (Fig. 1d). Together,
the PER2 protein and mRNA oscillation in wild-type islets, as well as
the loss of rhythmicity of Per2 in ClockD19/D19 islets, provide evidence
for a self-sustained clock in endocrine pancreas.

Because a major mechanism of circadian regulation involves the
cycling of genes involved in cell metabolism and proliferation, we
examined 24-h RNA rhythms of essential transcripts involved in
insulin secretion and b-cell growth in isolated islets (Supplemen-
tary Fig. 1). ClockD19/D19 mutant islets showed decreased expression
levels of genes downstream of CLOCK and BMAL1 that comprise the
core circadian loop, as well as the D-box and ROR feedback loops
(Fig. 1d). ClockD19/D19 mutant mice also showed decreased levels of
expression and/or phase shifts of RNA oscillation of genes involved in
insulin signalling (Insr, Irs2, PI3K (also called Pik3r1), Akt2), glucose
sensing (Glut2 (Slc2a2), Gck), and islet growth and development
(Ccnd1, Gsk3b, Hnf4a, Hnf1a, Pdx1, Neurod1) (Supplementary Fig. 1).
The alterations in temporal patterns of gene expression in ClockD19/D19

mutant islets were distinct from those in ClockD19/D19 mutant liver,
reflecting partitioning of metabolic functions within these two tissues
at different times of day (Supplementary Figs 1 and 2 and Sup-
plementary Description 1).

To determine whether molecular disruption of the clock in pancreas
corresponds with abnormalities in the temporal control of glucose
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metabolism, we analysed 24-h glucose and insulin profiles in 8-month-
old ClockD19/D19 mutant mice and their wild-type littermates during ad
libitum feeding. In ClockD19/D19 mutant mice, glucose levels were ele-
vated across the entire light/dark cycle without a rise in insulin levels,
whereas insulin rises in wild-type mice during the beginning of the
feeding period (Fig. 2a, b). ClockD19/D19 mutant mice also displayed
significantly elevated fasting glucose levels at both ZT2 and ZT14
(Zeitgeber time) (Supplementary Fig. 3e, f). Glucose tolerance tests
further revealed a 50% reduction in insulin release, corresponding with
elevated glucose levels in ClockD19/D19 mutant mice, particularly at
the beginning of the dark period (Fig. 2c, d and Supplementary
Description 2). The likelihood that impaired glucose tolerance in
ClockD19/D19 mutant mice involves a primary defect in pancreatic func-
tion was further supported by the finding that these animals have
normal insulin tolerance (Supplementary Fig. 3c, d).

For a better understanding of the impact of the circadian gene
mutation on pancreatic function, we examined glucose-stimulated

insulin secretion (GSIS) in isolated size-matched pancreatic islets
from 8-month-old mice. Islets from ClockD19/D19 mice displayed a
,50% reduction in GSIS (Fig. 3a) and failed to respond to KCl
(Fig. 3b), indicating a defect in insulin exocytosis. Consistent with
a predominant defect in insulin release rather than glucose meta-
bolism, we observed normal calcium flux in response to 12 mM
glucose in ClockD19/D19 mutant compared to wild-type islets (Sup-
plementary Fig. 5d, e). Also consistent with defects in exocytosis,
islets from ClockD19/D19 mutant mice displayed diminished insulin
secretory responses to the cyclase activators forskolin and exendin 4,
as well as to 8-bromoadenosine 39,59-cyclic monophosphate (8-bromo-
cAMP), localizing the impaired function of ClockD19/D19 mutant islets to
a late stage in stimulus–secretion coupling16 (Fig. 3b). Finally, in agree-
ment with an exocytic defect as the cause of decreased insulin release in
circadian mutant mice, we did not observe a significant difference in
either absolute insulin mRNA levels (Supplementary Fig. 1b) or in islet
insulin content (wild type, 38.2 ng insulin per islet; ClockD19/D19, 32.9 ng
insulin per islet, P 5 0.08).
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Figure 1 | Cell autonomous oscillator in pancreas. a, Islets from Per2Luc

mice were imaged, and the orange trace at the right represents the
bioluminescence rhythm collected from the islet in the orange square (left).
Traces from other islets are shown below. See also Supplementary Movies 1
and 2. b, Periods of luminescence and damping rate in multiple tissues
(mean 6 s.e.m., n 5 6 mice per genotype). SCN, suprachiasmatic nucleus.
c, Whole-field and individual traces from wild-type and ClockD19/D19 islets.
The red arrow indicates exposure to 10 mM forskolin for 1 h. d, Oscillation of
clock genes in wild-type (WT) and ClockD19/D19 mutant islets across 24 h
(mean 6 s.e.m., n 5 4 mice per genotype per time point, two-way ANOVA,
*P , 0.05).
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2 or 3 g kg21 body weight, respectively (n 5 15–18). Data were analysed by
Student’s t-test (a, b) and one-way ANOVA (c, d). *P , 0.05; **P , 0.01;
***P , 0.001. All values represent mean 6 s.e.m.
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In contrast to 8-month-old ClockD19/D19 mutant mice, we found
that fasting and fed glucose levels in 3-month-old ClockD19/D19

mutants were normal and that they had enhanced insulin sensitivity,
possibly due to clock disruption at the level of either liver, skeletal
muscle or adipose tissue (Supplementary Fig. 4a–f). Nonetheless, iso-
lated islets even from young ClockD19/D19 mutant mice displayed
impaired GSIS (Supplementary Fig. 4g). These observations are con-
sistent with early onset of a primary islet cell defect that only manifests
as overt diabetes in .8-month-old ClockD19/D19 mutants, probably
due to the gradual onset of insulin resistance during ageing (compare
Supplementary Fig. 3c, d and Supplementary Fig. 4e, f), unmasking
the b-cell defect and thereby resulting in age-associated hyperglycae-
mia and hypoinsulinaemia.

Functional defects in insulin secretion have previously been shown
to arise because of impairment of genetic pathways that alter islet
proliferation and survival17–21. In this regard, although indirect
immunofluorescence revealed normal overall architecture of islets
of ClockD19/D19 mice (Fig. 3c), light microscopy of isolated islets
revealed that ClockD19/D19 mutant islets were smaller than those of
wild type (Fig. 3d). Total islet area was also reduced by ,20% in
ClockD19/D19 mice based on morphometric analysis of intact pan-
creata, corresponding with a trend towards decreased total pancreatic
insulin content (Supplementary Fig. 5a, b). To determine whether
the observed decrease in islet size corresponded with decreased islet
proliferation, we stained pancreatic sections with the proliferation
marker Ki67. Surprisingly, we found a 23% decrease in proliferation
in islets from ClockD19/D19 mutant animals (Fig. 3e), together with a
trend towards increased islet apoptosis (Supplementary Fig. 5c).
Microarray analysis revealed decreased levels of genes encoding com-
ponents of E-box, D-box and ROR transcription modules (Per1,
Per3, Rev-erba (also called Nr1d1), Tef, Dbp) (Supplementary
Description 3, Supplementary Fig. 6b and Supplementary Tables 1
and 2). Gene Ontogeny enrichment revealed significant alterations in
vesicular docking and trafficking factors (including Vamp3 and Stx6)
and increases in the cell death factor S100a6 (Supplementary Fig. 7
and Supplementary Description 4), consistent with reduced function
and size of islets from ClockD19/D19 mutant mice.

To determine whether the defects of islet function and size are
unique to ClockD19/D19 mice, or instead reflect a generalized role for
the core circadian network in islet function, we analysed both GSIS and

islet size in Bmal12/2 mutant mice7. Bmal12/2 islets exhibited up to a
60% reduction in insulin secretion compared with littermate controls
in response to glucose, KCl, exendin 4, forskolin and 8-bromo-cAMP
(Fig. 3f, g). Furthermore, there was a twofold reduction in the percent-
age of large islets in Bmal12/2 mice compared with wild-type litter-
mates (Fig. 3d). The similarity of defects in islets from ClockD19/D19

mutant mice and Bmal12/2 mice suggests that multiple core circadian
genes have an impact on b-cell function and development.

To evaluate further the contribution of the pancreatic clock to both
whole-body glucose metabolism and to islet function, we generated
pancreas-specific Bmal1 mutant mice using the promoter of the
homeodomain transcription factor PDX1 to drive expression of Cre
recombinase22,23 (Fig. 4). We performed immunofluorescent staining
to confirm loss of BMAL1 expression specifically within pancreatic
islets (Fig. 4a) and not within brain regions such as the suprachiasmatic
nucleus, arcuate nucleus, dorsomedial hypothalamus and paraventri-
cular nucleus (Fig. 4b and Supplementary Fig. 8). Quantitative real-
time PCR analysis of key circadian genes in islet and liver from
PdxCre Bmal1flx/flx (where coding exon 4 of Bmal1 is flanked by loxP
sites) and control mice revealed islet-specific alterations in gene
expression profiles (Fig. 4c and Supplementary Description 5), further
confirming the specificity of the Bmal1 mutation to the islet. Notably,
the pancreas-specific Bmal1 knockout mice showed normal circadian
activity, feeding rhythms and body weight and composition (Sup-
plementary Fig. 8b–h). Remarkably, however, we found that 2–4-
month-old PdxCre Bmal1flx/flx mice displayed significantly elevated
ad libitum glucose levels throughout the day (Fig. 4d), as well as
markedly impaired glucose tolerance and decreased insulin secretion
(Fig. 4e, f, Supplementary Fig. 9c, d and Supplementary Table 3). It is
important to note that these phenotypes develop in PdxCre Bmal1flx/flx

mice at a young age (2–4 months) compared to the global ClockD19/D19

mutant mice. Furthermore, the impaired glucose tolerance in the
pancreas-specific Bmal1 mutant mice was much more pronounced
than in either the global ClockD19/D19 or Bmal1 nullizygous mice, con-
sistent with compensation occurring in the global mutant mice and
emphasizing the primary role of the islet clock in maintaining eugly-
caemia. Finally, because the pancreas-specific Bmal1 mutant mice have
normal activity and feeding rhythms, as well as normal body weight
(Supplementary Fig. 8), the metabolic phenotypes that develop must
be due to disruption of the clock network within the islet, rather than to
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Figure 3 | Reduced islet size, proliferation and insulin release in 8–10-
month-old circadian mutant mice. a, Glucose-stimulated insulin release in
isolated ClockD19/D19 islets compared to similar-sized wild-type islets
(n 5 9–10 mice per genotype), normalized to per cent insulin content.
b, Insulin secretion from ClockD19/D19 islets in response to secretagogues
(n 5 6–14). Insulin release was calculated as in a, and ClockD19/D19 values are
expressed as a percentage of wild type. c, Representative islet morphology in
ClockD19/D19 and wild-type pancreata (body weight and pancreata weight

were not different). d, Size of islets isolated from ClockD19/D19 and Bmal12/2

mice compared to wild type (n 5 6–9). e, Ki67 staining of islet proliferation
(ClockD19/D19 and wild type, n 5 5–6). f, Glucose-stimulated insulin
secretion in Bmal12/2 islets compared to wild type (n 5 5). g, Insulin
secretion from Bmal12/2 islets in response to secretagogues (n 5 6–10). Five
islets per mouse were analysed in triplicate for each test condition; data were
analysed by Student’s t-test. *P , 0.05; **P , 0.01; all values represent
mean 6 s.e.m.
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secondary changes in activity or behaviour. Interestingly, our isolated
islet studies in the pancreas-specific Bmal1 knockout mice revealed
diminished insulin responsiveness to glucose, KCl, exendin 4, forskolin
and 8-bromo-cAMP, indicating a block in exocytosis (Fig. 4g, h),
similar to that of ClockD19/D19 and Bmal1 mutant mice. Thus, ablation
of the pancreatic clock is sufficient to render the islet refractory to
glucose and insulin secretagogues, resulting in hyperglycaemia.

The recent availability of both global and tissue-specific genetic
models of circadian disruption offers unique opportunities to define
the role of circadian oscillators in physiology. For instance, our pre-
vious studies in ClockD19/D19 mutant mice showed that these mice are
susceptible to obesity and certain features of metabolic syndrome
including steatosis, adipose hypertrophy and hyperlipidaemia, due
to primary defects within both hypothalamus (decreased anorexigenic
peptidergic signalling) and also liver. Yet, ClockD19/D19 mice have suf-
ficientb-cell reserves early in life to drive adiposity, although eventually
their weight gain plateaus coincident with progressive b-cell failure. In
contrast, ablation of the clock within liver results in hypoglycaemia24,25,
whereas clock function within liver is also tied to reduced cholesterol

extrusion as bile, steatosis and hypertriglyceridaemia, all features of
metabolic syndrome26–28. In summary, obesity in circadian mutants is
separable from insulin resistance, and the same defects that cause
changes inb-cell function can ameliorate insulin resistance in the liver,
through mechanisms that require further investigation. Our findings
in b-cell conditional knockout mice underscore the intimate integ-
ration of circadian and metabolic systems within multiple tissues
and the complex effect of clock function in separate tissues on energy
and metabolic homeostasis in the whole animal. In addition to orches-
trating the daily cycles of glucose metabolism, the islet circadian tran-
scription network also participates in the determination of islet cell
mass, similar to previously reported effects of the clock on growth and
regeneration of bone29 and liver30. Clinical evidence further indicates
that temporal defects in insulin secretion are early indicators of b-cell
dysfunction. Therefore, consideration of the dynamics of clock func-
tion across temporally distinct phases of the day/night cycle, and within
different tissues as the cycle progresses, may also explain obesity and
metabolic pathologies that emerge in states of circadian disruption
including shift work and night eating.
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weight, respectively. g, Insulin release in response to glucose in
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denote significance between PdxCre and PdxCre Bmal1flx/flx. All values
represent mean 6 s.e.m.
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METHODS SUMMARY
Islet isolation and in vitro insulin secretion analysis. Pancreatic islets were

isolated and secretion assays performed as described in Supplementary

Information. Briefly, for insulin release, five islets were statically incubated in

Krebs-Ringer buffer and stimulated for 1 h at 37 uC with various glucose con-

centrations, 30 mM KCl, 100 nM exendin 4, 2.5mM forskolin, or 1 mM

8-bromo-cAMP.

Circadian expression of PER2–LUC. Bioluminescence from Per2Luc and

Per2Luc ClockD19/D19 islets was continuously imaged using an XR/MEGA-10Z

cooled CCD camera, as islets were cultured at 37 uC in a Lucite environmentally

controlled chamber (full details in Supplementary Information). Period and
damping rate were calculated using Lumicycle Analysis software (Actimetrics).
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Cross-species genomics matches driver mutations
and cell compartments to model ependymoma
Robert A. Johnson1*, Karen D. Wright1,2*, Helen Poppleton1, Kumarasamypet M. Mohankumar1, David Finkelstein3,
Stanley B. Pounds4, Vikki Rand5, Sarah E. S. Leary6, Elsie White1, Christopher Eden1, Twala Hogg1, Paul Northcott7,
Stephen Mack7, Geoffrey Neale3, Yong-Dong Wang3, Beth Coyle8, Jennifer Atkinson1, Mariko DeWire2,
Tanya A. Kranenburg1, Yancey Gillespie9, Jeffrey C. Allen10, Thomas Merchant11, Fredrick A. Boop12,
Robert. A. Sanford12, Amar Gajjar2, David W. Ellison13, Michael D. Taylor7, Richard G. Grundy8

& Richard J. Gilbertson1,2

Understanding the biology that underlies histologically similar
but molecularly distinct subgroups of cancer has proven difficult
because their defining genetic alterations are often numerous, and
the cellular origins of most cancers remain unknown1–3. We sought
to decipher this heterogeneity by integrating matched genetic
alterations and candidate cells of origin to generate accurate dis-
ease models. First, we identified subgroups of human ependy-
moma, a form of neural tumour that arises throughout the
central nervous system (CNS). Subgroup-specific alterations
included amplifications and homozygous deletions of genes not
yet implicated in ependymoma. To select cellular compartments
most likely to give rise to subgroups of ependymoma, we matched
the transcriptomes of human tumours to those of mouse neural
stem cells (NSCs), isolated from different regions of the CNS at
different developmental stages, with an intact or deleted Ink4a/Arf
locus (that encodes Cdkn2a and b). The transcriptome of human
supratentorial ependymomas with amplified EPHB2 and deleted
INK4A/ARF matched only that of embryonic cerebral Ink4a/Arf2/2

NSCs. Notably, activation of Ephb2 signalling in these, but not
other, NSCs generated the first mouse model of ependymoma,
which is highly penetrant and accurately models the histology
and transcriptome of one subgroup of human supratentorial
tumour. Further, comparative analysis of matched mouse and
human tumours revealed selective deregulation in the expression
and copy number of genes that control synaptogenesis, pinpointing
disruption of this pathway as a critical event in the production of
this ependymoma subgroup. Our data demonstrate the power of
cross-species genomics to meticulously match subgroup-specific
driver mutations with cellular compartments to model and inter-
rogate cancer subgroups.

Ependymomas are tumours of the brain and spinal cord4. Surgery
and irradiation remains the mainstay of treatment of this disease
because chemotherapy is ineffective in most patients. Consequently,
ependymoma is incurable in up to 40% of cases5. Despite histologic
similarities, ependymomas from different regions of the CNS show
disparate prognoses, transcriptional profiles and genetic alterations6–8,

indicating that they are different diseases and confounding efforts to
study, model and treat these tumours.

To understand the biological basis of ependymoma heterogeneity,
we catalogued DNA copy number alterations (CNAs) among 204
tumour samples and generated messenger (m)RNA and micro
(mi)RNA expression profiles for 83 and 64 of these tumours, respect-
ively (Supplementary Fig. 1, Supplementary Table 1). mRNA profiles
segregated tumours by CNS location and unmasked previously
unknown subgroups among supratentorial, posterior fossa and spinal
ependymomas (subgroups A–I, Fig. 1). Notably, miRNAs segregated
tumours by location and subgroup in a manner that matched signifi-
cantly that of mRNA profiles (Rand index for mRNA subgroup
match 5 0.88, P , 0.0001; Supplementary Fig. 2). Large chromosomal
CNAs occurred most frequently in spinal tumours, enriching their
mRNA expression signature for genes gained and overexpressed on
chromosomes 4, 7, 9, 12, 15q and 18q and deleted and under-expressed
on 22q (permutation analysis of each, P , 0.005; Supplementary Figs 3
and 4; Supplementary Table 2a). Similarly, deletion and under-
expression of chromosomes 3, 9 and 22q enriched the expression sig-
nature of subgroup C, whereas deletion and under-expression of 6q
was observed in subgroup H (Supplementary Fig. 4). The observation
that mRNA, miRNA and CNA profiles cluster ependymomas into
similar subgroups supports the notion that these subgroups are true
biological entities.

In addition to large chromosomal alterations we identified 175
focal amplifications (average size 159 kilobases) and 157 focal dele-
tions (average size 199 kb) encoding 1,236 and 1,209 transcripts,
respectively (see Supplementary Methods, Supplementary Table 3
and Supplementary Gene Cards). In contrast to large alterations,
focal CNAs occurred most frequently in supratentorial ependymo-
mas (Supplementary Table 2b). Alignment of each focal CNA against
the database of copy number variants (CNVs) revealed which over-
lapped with known CNVs (http://projects.tcag.ca/variation/), but
these were not excluded from further analysis because recent data
indicate that CNVs might contribute to disease states, including
cancer9. Fifty-one of 57 selected CNAs that were likely to encode
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oncogenes or tumour suppressor genes (TSGs) were validated by
real-time PCR and/or fluorescence in situ hybridization (FISH)
(Fig. 1; Supplementary Table 4; Supplementary Gene Cards; see
Supplementary Methods for selection criteria). This extensive ana-
lysis confirmed and refined previously reported CNAs (for example,
deletion of CDKN2A7, amplification of NOTCH1, ref. 8, and three
discrete focal 22q deletions), and identified 28 and 23 novel recurrent
focal amplifications and deletions, respectively.

To prioritize for further study genes within focal CNAs that may
have driven clonal selection, we correlated DNA copy number with
the level of transcripts encoded by each affected locus
(Supplementary Gene Cards). Seventeen percent (n 5 107/632) of
genes located within 28 validated focal amplicons showed evidence
of copy-number-driven expression, highlighting them as potential
ependymoma oncogenes (Supplementary Table 5a). Notably, these
included several regulators of stem cell proliferation, pluripotency
and neural differentiation for example, THAP11 (ref. 10), PSPH (ref.
11), EPHB2 (ref. 12), ten genes within the PCDH cluster13, KCNN1
(ref. 14), RAB3A15,16, PTPRN2 (ref. 17) and NOTCH1 (ref. 18), the

latter being the only candidate ependymoma oncogene identified to
date8. Eighteen-percent (n 5 130/728) of genes located within 23
validated focal deletions showed copy-number-driven decreased
expression compatible with these being TSGs (Supplementary
Table 5b and Supplementary Gene Cards). These included estab-
lished TSGs implicated previously in ependymoma7 (for example
PTEN, INK4A/ARF), as well as genes with no previously known role
in cancer (for example STAG1 [3q22.3] and TNRC6B [22q13.1]).
Because the few known candidate ependymoma oncogenes and
TSGs were identified by our comprehensive bioinformatics, we sug-
gest that the other genes identified here are highly enriched for those
involved in ependymoma tumorigenesis.

Recently, we showed that intracranial and spinal ependymomas
are propagated by radial glia-like cancer stem cells7. Radial glia func-
tion as NSCs in the embryo and give rise to adult NSCs19,20.
Throughout development NSCs located in the different regions of
the CNS show intrinsic biological differences that include the
expression of variable transcription factor profiles and the produc-
tion of different kinds of neurons19,21. Therefore, we reasoned that

#1:1p36.33-UBE2J2

A C E G I

Site:
Age:

#4:1q21-CGN

#1:1p35.3-GMEB1

#2:3p25.3-IL17RC

#3:3p21.31-PRKAR2A

#4:3q22.3-STAG1 #7:4p16.3-GAK
#8:4p16.3-CRIPAK

#9:5p15.33-SEC6L1

#10:5q31-PCDHB8

#11:6p25.2-RIPK1

#5:6p21.1-USP49
#6:6q12-PTP4A1

#7:6q16.1-EPHA7
#8:6q21-CDC2L6
#9:6q25.1-LATS

#10:6q25.2-RBM16
#12:7p11.2-GBAS

#13:7q36.3-PTPRN2

#14:8p23.3-ERICH1
#11:9p21.3-MTAP

#12:9q34.11-CDK9
#15:9q31.3-LTB4DH

#16:9q34.3-NOTCH1

#13:10q21.3-CXXC6
#14:10q23.31-PTEN

#15:10q23.32-CBEP3

#16:10q24.32-PPRC1

#17:11p15.5-HRAS

#19:12q14.1-CDK4

#20:13q12.11-GJA3

#17:14q13.1-SNX6

#18:14q21.2-FANCM

#21:16p13.3-CLDN6
#22:16p11.2-STX4A
#23:16q22.1-FBXL8

#19:17p13.3-SRR

#20:17p11.2-NCOR1

#25:19p13.3-TJP3
#26:19p13.13-JUNB

#28:19q13.2-SPTB

#21:22q11.23-BCR
#22:22q12.2-SF3A1

#23:22q13.2-TNRC6B

Focal
amplifications

Focal
deletions

SNP copy
number score

#2:1p36.32-TP73

#5:1q42.13-WNT3A
#6:1q43-EXO1

#18:11q13.3-CCND1

#24:18q11.2-RBBP8

#27:19p13.11-JUND

HFDB

–4 0 +4

Figure 1 | The ependymoma genome. Dendrogram at top segregates 83
human ependymomas into nine subgroups (A to I) according to mRNA
expression profiles. Clusters were validated by two distinct methods that
confirmed agreement for location (Rand index 5 0.93, P , 0.0001) and
subgroup (Rand index 5 0.87, P , 0.0001). Heat map below reports in
columns for each case chromosomal gains (red) and losses (blue). Each row

represents a chromosome. Red ‘dots’ report focal amplifications (details
right), blue ‘dots’ focal deletions (details left). Details are reported in the
Supplementary Gene Cards. Site: supratentorial (pink), posterior fossa
(blue), spine (yellow). Age: patients ,3 years (red), 3–21 years (orange),
.21 years (green).
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individual subgroups of ependymoma might arise from regionally
and developmentally distinct NSCs that are susceptible to trans-
formation by different gene mutations. To test this hypothesis, we
first established a robust source of radial glia (hereafter called embry-
onic NSCs) and adult NSCs. Enhanced green fluorescent protein
(eGFP)1 cells were isolated from the cerebrum, hindbrain and spine
of embryonic day (E) 14.5 and adult Blbp–eGFP (Blbp is also known
as Fabp7) transgenic mice that express eGFP within the embryonic
NSC-astroglial-adult NSC lineage22–24 (Fig. 2). eGFP1 cells were iso-
lated from both Ink4a/Arf1/1 and Ink4a/Arf2/2 mice because this
locus is frequently deleted from human supratentorial ependymomas

(Fig. 1; Supplementary Gene Cards). When cultured under condi-
tions that promote stem cell growth, all 12 distinct eGFP1 cell isolates
were demonstrated to be NSCs that had a Nestin1/Prom11/Gfap1/
Rc21/Blbp1 immunophenotype19 (Nestin also known as Nes) and
self-renewed as clonal multipotent neurospheres (Fig. 2a, b;
Supplementary Fig. 5). mRNA expression profiles of 177 separate
NSC cultures segregated these cells according to location (intracra-
nial versus spine) and developmental stage (embryonic versus adult),
and further segregated adult intracranial NSCs by brain region
(cerebral versus hindbrain) and Ink4a/Arf status (Fig. 2b). Notably,
cerebral and hindbrain NSCs isolated from Ink4a/Arf2/2 adult mice
showed an increased self-renewal capacity (Fig. 2b). Together, these
data confirm functional differences between regionally, develop-
mentally and genetically defined NSC isolates and validate reports
that increasing Cdkn2a expression negatively regulates self-renewal
in ageing cerebral NSCs25.

To pinpoint which NSCs might give rise to ependymoma sub-
groups, we developed a novel algorithm that we termed agreement
of differential expression (AGDEX) that detects transcriptomic sim-
ilarities between tissues from different species by comparing the
expression of shared orthologues (see Supplementary Methods).
The transcriptome of supratentorial ependymomas significantly
matched only that of embryonic cerebral Ink4a/Arf2/2 NSCs
(n 5 14,261 orthologues, permuted P , 0.05). Conversely, spinal
ependymomas were most similar to adult spinal NSCs (permuted
P , 0.005). Interestingly, these development–dependent correlations
reflect the epidemiology of the disease: supratentorial ependymomas
affect three times more paediatric than adult patients, whereas spinal
ependymomas are five times more common in adults26. These data
pinpoint embryonic cerebral NSCs and adult spinal NSCs as putative
cells of origin of supratentorial and spinal ependymoma, respectively,
and support genetic evidence that deletion of the INK4A/ARF locus is
important in the development of supratentorial ependymoma.

To test directly if embryonic cerebral Ink4a/Arf2/2 NSCs represent
a specific source of supratentorial ependymomas, we challenged
these cells with Ephb2 that we identified to be selectively amplified
and/or overexpressed in these tumours (Fig. 3a, b) and that was
shown recently to regulate stem cell proliferation and tumorigenesis
in the intestine27. For comparative purposes, we also challenged a
panel of four other NSC isolates (Fig. 3c, d). Freshly isolated
eGFP1 NSCs were transduced at second neurosphere passage with
Ephb2–red fluorescence protein (EphB2RFP) or control (cRFP) viruses
(Fig. 3c). eGFP1/RFP1 NSCs (1 3 106) were then implanted in the
cerebrum of immunocompromised mice that were observed for signs
of tumour development. None of 120 mice implanted with control-
transduced NSCs developed tumours (median follow up 227 days,
Fig. 3d). Mice implanted with Ephb2RFP-transduced embryonic
cerebral Ink4a/Arf1/1, adult cerebral Ink4a/Arf2/2, embryonic hind-
brain Ink4a/Arf2/2 or adult spinal Ink4a/Arf2/2 NSCs developed
tumours with non-ependymal histologies at very low rates (9.6%,
n 5 9/94 median follow up 241 days; Fig. 3d; Supplementary Fig.
6). In contrast, 50% of mice implanted with Ephb2RFP-transduced
embryonic cerebral Ink4a/Arf2/2 NSCs developed EphB21/eGFP1/
RFP1 brain tumours within 200 days of implantation, and less than
30% were tumour-free by 300 days (log-rank P , 0.0005, median
follow up 230 days, Fig. 3d). Notably, these mouse tumours were
histologically indistinguishable from human ependymomas, display-
ing characteristic pseudo-rosettes, a uniform (non-nodular) distri-
bution of cells and clear cell phenotype—all hallmarks of certain
supratentorial ependymomas (Fig. 4a)28. Furthermore, electron
microscopy identified microvilli, cilia and tight junctions in these
mouse tumours that are classic ultrastructural features of human
ependymoma (Fig. 4b). Thus, the specific combination of embryonic
cerebral NSCs, deletion of Ink4a/Arf and amplification of EphB2
generates supratentorial ependymoma, supporting strongly the
hypothesis that ependymoma variants arise from specific combina-
tions of susceptible NSCs and matched mutations.
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To test further the fidelity of this new mouse model of supraten-
torial ependymoma, we used the AGDEX algorithm to correlate the
orthologue expression profiles of 12 Ephb2-driven mouse ependy-
momas with those of human ependymoma subgroups (A–I) as well
as previously described molecular subgroups of human glioblas-
toma29 and medulloblastoma30. This analysis confirmed a highly

significant and selective match between mouse and human supraten-
torial ependymoma, but no other tested human brain tumour (per-
muted P , 0.0001, Fig. 4c). Notably, the transcriptome of our mouse
model matched a single human supratentorial ependymoma sub-
group (D), validating subgroup D as a true disease entity. Review
of the orthologues that were most significantly and differentially
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expressed in both Ephb2-driven mouse ependymomas (relative to
embryonic cerebral Ink4a/Arf2/2 NSCs) and human subgroup D
tumours (relative to other human tumours) showed these to be
highly enriched for regulators of neural differentiation and mainten-
ance, particularly ion transport and synaptogenesis (n 5 70/160,
Fisher’s exact test, Q , 0.0001, Supplementary Table 6). Eleven of
these common signature orthologues were also targeted by CNAs in
subgroup D tumours, of which six directly regulate neurogenesis and
maintenance (Supplementary Table 6). Thus, we predict that aber-
rant EPHB2 signalling and deletion of Ink4a/Arf disrupt key neural
differentiation pathways in embryonic cerebral NSCs during the
formation of subgroup D ependymoma.

We describe a novel cross-species genomic approach that meticu-
lously matches subgroup-specific driver mutations and appropriate
cellular compartments to model human cancer subgroups. Similar
efforts are underway to model and validate the remaining human
ependymoma subgroups. The approach described here could be
applied to other cancers, enabling the identification and matching
of candidate cells of origin with appropriate mutations to decipher
molecular subgroups.

METHODS SUMMARY
Tissue samples and genomics. Human ependymoma samples were obtained

from tumour banks with Institutional Review Board approval. Human and

mouse tumours comprised a minimum of 85% tumour cells. Expression profiles

were generated using Affymetrix U133 Plusv2 (mRNA human) and 430v2

(mRNA mouse) arrays and Agilent miRNA arrays (human). Expression profiles

of 53 human medulloblastomas and 76 glioblastomas were obtained from stud-

ies published previously29,30. DNA copy number analyses were performed using

the Affymetrix 500K SNP mapping arrays. CNAs were validated by real-time

PCR (see Supplementary Table 4) and/or FISH as appropriate7. mRNA and

miRNA expression profiles and DNA CNAs were analysed, validated and inte-

grated using established and novel bioinformatic and statistical approaches (see

Supplementary Methods). Common orthologues were filtered from human

mouse mRNA expression arrays using sequence mapping.

NSC cultures and implants. Blbp–eGFP transgenic mice were the generous gift

of N. Heintz, FVB.129-Cdkn2atm1Rdp mice were from the MMHCC repository.

eGFP1 cells were isolated from Blbp–eGFP mouse brains and spines and cultured

in neural stem cell medium as described7. NSCs were transduced with RFP-

retroviruses and eGFP1/RFP1 cells sorted using a Becton Dickinson Aria II

Cell Sorter. Clonal neurosphere formation and differentiation capacities were

assessed in serial dilutions of single-cell suspensions7. NSCs were implanted

under stereotactic control into the forebrain of immunocompromised mice

and animals were observed daily for signs of tumour development7. All mouse

brains were inspected by macroscopic dissection post-mortem. Fresh tumour

cells were recovered from mouse brains as described7.

Histology. Sections of human and mouse ependymomas were prepared from

formalin-paraffin-embedded tissues. Protein expression was detected in form-

alin fixed tissue sections and differentiated NSCs using standard immunohisto-

chemical and immunofluorescence techniques. Electron microscopy was

performed using standard tissue preparations and a FEI Tecnai 20 200KV FEG

Electron Microscope. Western blot analysis was used to detect protein express-

ion in fresh tissue and cells (for antibodies see Supplementary Methods).
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Pathogenic LRRK2 negatively regulates
microRNA-mediated translational repression
Stephan Gehrke1, Yuzuru Imai2, Nicholas Sokol3 & Bingwei Lu1

Gain-of-function mutations in leucine-rich repeat kinase 2
(LRRK2) cause familial as well as sporadic Parkinson’s disease
characterized by age-dependent degeneration of dopaminergic
neurons1,2. The molecular mechanism of LRRK2 action is not
known. Here we show that LRRK2 interacts with the microRNA
(miRNA) pathway to regulate protein synthesis. Drosophila e2f1
and dp messenger RNAs are translationally repressed by let-7 and
miR-184*, respectively. Pathogenic LRRK2 antagonizes these
miRNAs, leading to the overproduction of E2F1/DP, previously
implicated in cell cycle and survival control3 and shown here to be
critical for LRRK2 pathogenesis. Genetic deletion of let-7, antag-
omir-mediated blockage of let-7 and miR-184* action, transgenic
expression of dp target protector, or replacement of endogenous
dp with a dp transgene non-responsive to let-7 each had toxic
effects similar to those of pathogenic LRRK2. Conversely, increas-
ing the level of let-7 or miR-184* attenuated pathogenic LRRK2
effects. LRRK2 associated with Drosophila Argonaute-1 (dAgo1)
or human Argonaute-2 (hAgo2) of the RNA-induced silencing
complex (RISC). In aged fly brain, dAgo1 protein level was nega-
tively regulated by LRRK2. Further, pathogenic LRRK2 promoted
the association of phospho-4E-BP1 with hAgo2. Our results
implicate deregulated synthesis of E2F1/DP caused by the
miRNA pathway impairment as a key event in LRRK2 pathogen-
esis and suggest novel miRNA-based therapeutic strategies.

Analyses of Dicer knockout mice have implicated the miRNA
pathway in maintaining post-mitotic neurons4,5. To test whether
LRRK2 might affect miRNA function, we generated an in vivo
enhanced green fluorescent protein (EGFP) reporter with let-7-bind-
ing sites in the 39 untranslated region (UTR) (EGFP-let-7-39UTR).
The loss of one copy of Drosophila dicer-1 or argonaute 1 (ago1) genes
of the miRNA pathway enhanced reporter expression (Fig. 1a), sug-
gesting that this reporter faithfully monitors endogenous miRNA
activity. Daughterless (Da)-Gal4-directed ubiquitous or tyrosine
hydroxylase (TH)-Gal4-directed dopaminergic-neuron-specific co-
expression of pathogenic dLRRK(I1915T) or hLRRK2(G2019S) all
stimulated reporter expression, more so than wild-type proteins
(Fig. 1a, b). This effect was correlated with differential toxicity6 rather
than expression levels of the proteins, because the pathogenic pro-
teins were actually expressed at lower levels (Fig. 2a). dLRRK RNA-
mediated interference (RNAi) led to decreased reporter expression,
indicating that endogenous dLRRK also affects miRNA function
(Fig. 1a). The kinase-dead dLRRK(3KD) did not affect reporter
expression (Fig. 1a and Supplementary Fig. 1a). This result, together
with the observation that I1915T and G2019S mutations augmented
kinase activity7,8, suggests that the effect of LRRK2 is kinase depend-
ent. Levels of gfp mRNA were not affected (Supplementary Fig. 1b, c).
Moreover, the expression of an EGFP transgene without let-7-bind-
ing sites in the 39 UTR was not affected by dLRRK(I1915T)

(Supplementary Fig. 3a). LRRK2 thus antagonizes let-7 function at
the translational level.

We further tested the effect of pathogenic LRRK2 on miRNA-
regulated translation in HEK293T cells, using a luciferase reporter
harbouring let-7-binding sites in the 39 UTR9. hLRRK2(I2020T) or
hLRRK2(G2019S) efficiently suppressed the inhibitory effect of let-7
on reporter expression (Supplementary Fig. 2a, b). The introduction
of kinase-inactivating mutations (3KD) into hLRRK2-G2019S or
hLRRK2-I2020T abolished the effects of these proteins on reporter
expression (Supplementary Fig. 2b), supporting the dependence of
pathogenic LRRK2 action on kinase activity. Mutant hLRRK2 car-
rying another pathogenic mutation, R1441G, had no effect on let-7
miRNA function (Supplementary Fig. 2b), and transgenic flies
expressing dLRRK carrying the equivalent R1069G mutation showed
no loss of dopaminergic neurons (Supplementary Fig. 2c), suggesting
that this mutation acts through a different mechanism.

We next investigated how LRRK2 regulates miRNA function.
No significant change in let-7 level in hLRRK2(G2019S) or
dLRRK(I1915T) transgenics was detected (Supplementary Fig. 4a).
We examined whether LRRK2 impairs miRNA function through
RISC components10. In fly dopaminergic neurons, hLRRK2 and
dAgo1 were both cytoplasmic and partly co-localized (Supplemen-
tary Fig. 5a). In co-immunoprecipitation assays, transfected hLRRK2
associated with hAgo2 in HEK293T cells (Fig. 1c), transgenic hLRRK2
associated with dAgo1 in fly head extracts (Fig. 1f), and endogenous
hLRRK2 or dLRRK associated with hAgo2 or dAgo1, respectively
(Fig. 1d, e and Supplementary Fig. 6b). Because similar co-immuno-
precipitation results were obtained with (Fig. 1c, f) or without
(Supplementary Fig. 6a, c) treatment of extracts with RNase A, the
interaction was probably direct and not mediated by RNA.

We examined the physiological consequence of the interaction
between LRRK2 and dAgo1. Although no significant change in
dAgo1 level was observed in young flies (Supplementary Fig. 7a),
in aged flies dAgo1 protein was significantly decreased by pathogenic
hLRRK2 (Fig. 1g and Supplementary Fig. 5b). Conversely, the level of
dAgo1 was increased in a dLRRK mutant (Fig. 1g and Supplementary
Fig. 7a). Consistent with a negative regulation of dAgo1 by LRRK2,
ago1 heterozygosity exacerbated the climbing defect (Supplementary
Fig. 8b) and dopaminergic-neuron-loss phenotypes (Fig. 1i) in
pathogenic dLRRK or hLRRK2 transgenics. The aged ago1 hetero-
zygote showed a roughly 26% decrease in dAgo1 protein compared
with the control and did not show obvious phenotypes (Fig. 1i and
Supplementary Fig. 7b). We also examined genetic interaction
between LRRK2 and Dicer1. In TH-Gal4.dLRRK(I1915T) back-
ground, Dicer1 overexpression suppressed dLRRK(I1915T) toxicity
but Dicer1 RNAi exacerbated it, although similar manipulations
in a wild-type background had no obvious effect (Fig. 1h and
Supplementary Fig. 8a). However, stronger inhibition of Dicer1 by
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Dicer1 RNAi in a dicer1 heterozygous background did result in dopa-
minergic neuron loss and climbing defects (Fig. 1j and Supplementary
Fig. 8c), which were partly decreased by dLRRK RNAi (Supplementary
Figs 8d and 19a). Because decreasing bulk translation through the
overexpression of active forms of 4E-BP did not rescue the toxicity
of Dicer1 knockdown (data not shown), the rescue by dLRRK RNAi
may not be attributable to decreased bulk translation. These results
support a specific link between LRRK2 and the miRNA pathway.

Because the miRNA-antagonizing function of LRRK2 is kinase
dependent, we investigated possible interaction between the miRNA
pathway and LRRK2 substrate 4E-BP (ref. 6). 4E-BP1 associated with
hAgo2 in HEK293T cells (Supplementary Fig. 10a). dLRRK(I1915T)
and hLRRK2(G2019S) promoted this interaction more effectively
than wild-type proteins did. This presumably resulted from increased
phosphorylation of 4E-BP1 by pathogenic LRRK2 (ref. 6), and
preferential binding of phospho-4E-BP1 to hAgo2 (Supplementary
Fig. 10b, c). Moreover, the phospho-mimetic 4E-BP carrying T to E
mutations (4E-BP(TE)) was more effective than wild-type 4E-BP (4E-
BP(WT)) or non-phosphorylatable 4E-BP carrying T to A mutations
(4E-BP(TA)) in attenuating the effect of let-7 in vivo or in 4E-BP1(2/
2) mouse embryonic fibroblast (MEF) cells (Supplementary Fig. 10d,
e), and overexpression of 4E-BP(TE) was toxic to dopaminergic neu-
rons (Supplementary Fig. 10f, g). Because no change in dAgo1 level
was detected in aged Da-Gal4.d4E-BP(TE) animals (Supplementary
Fig. 10h), and loss of dAgo2 had no effect on dopaminergic neuron
number (Supplementary Fig. 10i), phospho-4E-BP effect is unlikely to

be through the regulation of dAgo1 or dAgo2. Pathogenic hLRRK2
with hyperactive kinase activity thus promotes the association of
phospho-4E-BP with hAgo2, relieving miRNA-mediated trans-
lational repression. Non-phosphorylatable 4E-BP(TA) consistently
blocked the effect of hLRRK2(G2019S) in antagonizing let-7 (Sup-
plementary Fig. 10j).

We next sought to identify mRNA targets whose translation is
upregulated by pathogenic LRRK2. Da-Gal4.dLRRK(WT) or Da-
Gal4.dLRRK(I1915T) fly heads were subjected to mRNA trans-
lational profiling11. From a list of candidate genes showing differ-
ential polysome association (Supplementary Table 1), we chose e2f1
and dp for further analysis, because previous studies have implicated
E2F deregulation in Parkinson’s disease12. Treatment with puromy-
cin, which specifically releases actively translating polysomes, showed
that most e2f1 and dp mRNAs were associated with active polysomes
(Supplementary Fig. 11b). Western blot analysis confirmed the upre-
gulation of E2F1 and DP by dLRRK(I1915T) or hLRRK2(G2019S)
(Fig. 2a and Supplementary Fig. 12a, b); conversely, both proteins
were downregulated in dLRRK(2/2) mutant (Fig. 2b), with mRNA
levels not significantly changed in both conditions (Supplementary
Fig. 12c, d). Removing one copy of e2f1 or dp, or overexpressing the
Drosophila retinoblastoma homologue RBF, a negative regulator of
E2F1/DP13, suppressed the dopaminergic neuron phenotypes in TH-
Gal4.dLRRK(I1915T) animals (Fig. 2c). Removing one copy of lkb1,
another potential target identified by translational profiling, showed
no effect (Fig. 2c). Removing one copy of e2f1 or dp, but not lkb1, also
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Figure 1 | Pathogenic LRRK2 suppresses let-7
function and interacts with RISC component
Argonaute. a, Effects of various genotypes on the
expression of EGFP in Da-Gal4.EGFP-let-7-
39UTR flies. Da-Gal4/1 served as control
(asterisk, P , 0.05, n 5 3). WT, wild type.
b, EGFP level in TH-Gal4.EGFP-let-7-39UTR
flies co-expressing hLRRK2(WT) or
hLRRK2(G2019S), compared with TH-Gal4/1
control (asterisk, P , 0.05, n 5 3). c–f, Co-
immunoprecipitation experiments between
transfected hLRRK2(G2019S) or hLRRK2(3KD)
and hAgo2 in culture (c), endogenous hAgo2 and
hLRRK2 in culture (d), endogenous dAgo1 and
dLRRK in fly head extracts (e), or transgenic
hLRRK2 and endogenous dAgo1 in fly head
extracts (f). IP, immunoprecipitation.
g, Endogenous dAgo1 level in fly head extracts of
the indicated genotypes (asterisk, P , 0.05, n 5 3,
65 days). h, i, Effects of genetic interaction
between dLRRK(I1915T) and Dicer1 (h; asterisk,
P , 0.05, n 5 8) or hLRRK2(G2019S) and dAgo1
(i; asterisk, P , 0.05, n 5 10) on dopaminergic
neuron number. j, Effects of Dicer1 knockdown
in dopaminergic neurons (asterisk, P , 0.0001,
n 5 10). Error bars represent s.d.
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attenuated the sensitivity of Da-Gal4.dLRRK(I1915T) transgenics
to oxidative stress (Supplementary Fig. 13).

To test whether dLRRK and hLRRK2 affect the translation of E2F1
and DP through the miRNA pathway, we used the RNAhybrid algo-
rithm to predict potential miRNA-binding sites within e2f1-39 UTR
and dp-39 UTR. One candidate miR-184*-binding site in e2f1-
39 UTR responded to miR-184* activity in reporter assays (Fig. 3a).
Mutating two central nucleotides in the seed sequence completely
abolished this miR-184* effect (Fig. 3c and Supplementary Fig. 16a).
Similarly, we identified one functional let-7-binding site within dp-
39 UTR (Fig. 3d, f and Supplementary Fig. 16b). Co-transfection of
pathogenic hLRRK2 strongly relieved the repressive effects of let-7
and miR-184* on the expression of dp-39 UTR or e2f1-39 UTR repor-
ters, respectively (Fig. 3b, e).

To test whether let-7 and miR-184* regulate endogenous e2f1 and
dp translation, we overexpressed precursor (pre)-miRNAs or injected
synthetic mature miRNAs into wild-type fly heads. Ubiquitous over-
expression of pre-let-7 (Supplementary Fig. 4b) or injection of syn-
thetic let-7 (Supplementary Fig. 3b) significantly decreased the level of
DP in head extracts (Fig. 4a, b). Overexpressed pre-miR-184* or
injected miR-184* decreased the level of E2F1 (Fig. 4a, b), validating
E2F1 and DP as in vivo targets of miR-184* and let-7. Overexpression
of pre-let-7 or pre-miR-184* specifically in dopaminergic neurons or
injection of mature miRNA partly rescued TH-Gal4.dLRRK(I1915T)
mutant phenotypes, whereas injection of buffer or control miR-10 had
no effect (Fig. 4a, b and Supplementary Fig. 8e). Injection of miRNAs
into wild-type fly heads also had no effect (Supplementary Fig. 8g).

Regulation of E2F1 and DP by miRNA is therefore causally involved in
dLRRK(I1915T) pathogenesis.

We further tested whether inhibition of let-7 or miR-184* func-
tion in wild-type animals is sufficient to phenocopy pathogenic
LRRK2. We first verified that let-7 is expressed in dopaminergic
neurons (Supplementary Fig. 14). Homozygous let-7 mutant (Dlet-
7) showed decreased locomotor activity and a specific decrease in
dopaminergic neurons, which could be rescued by a let-7 transgene
(Fig. 4c and Supplementary Figs 8f and 15c, d). Consistent with let-7
regulating DP expression in vivo, the DP level was increased in Dlet-7
animals (Fig. 4c). Removing one copy of dp or e2f1 suppressed Dlet-7
mutant phenotypes (Fig. 4c and Supplementary Fig. 8f). These results
support the notion that DP overproduction contributes significantly
to Dlet-7 phenotypes. Alternatively, we injected antagomirs into fly
heads to block miRNA function. Injected anti-let-7fS attenuated endo-
genous let-7 function in dopaminergic neurons (Supplementary Fig.
3b). Injection of anti-let-7fS into wild-type flies increased the DP level in
head extracts, whereas a control antagomir (anti-let-7mutfS) had no
effect. Similarly, anti-miR-184*fS increased the E2F1 level (Fig. 4d).
Injection of anti-let-7fS and anti-miR-184*fS resulted in a specific loss
of dopaminergic neurons (Fig. 4d and Supplementary Fig. 15a, b), and
decreased climbing activity (Supplementary Fig. 9c). In comparison,
injection of anti-let-7fS into a dLRRK mutant failed to produce such
effects (Supplementary Fig. 9a), suggesting that the miRNA pathway is
more robust when dLRRK is absent. The toxic effects of anti-miR-
184*fS and anti-let-7fS were attenuated by e2f1/1 or dp/1 heterozyg-
osity (Supplementary Fig. 9b, c), supporting the notion that E2F1/DP
are important mediators of antagomir toxicity. Consistently, E2F1 over-
expression is sufficient to cause the degeneration of dopaminergic neu-
rons and decreased locomotor activity (Supplementary Figs 9f and 15e).

To prove more conclusively the critical role of the specific
miRNA–mRNA interactions in dopaminergic neurons, we employed
two approaches. First, we generated transgenics expressing a dp target
protector (dp-TPlet-7; Supplementary Fig. 16d), which is expected to
interfere specifically with let-7-miRNA/dp mRNA 39 UTR inter-
action14. dp-TPlet-7 is functional in a reporter assay (Supplementary
Fig. 18a). Ubiquitous expression of dp-TPlet-7 using Da-Gal4 resulted
in DP overproduction without affecting the dp mRNA level (Fig. 4e
and Supplementary Fig. 18b), and TH-Gal4-driven dp-TPlet-7

expression led to a loss of dopaminergic neurons and decreased
climbing activity (Fig. 4e and Supplementary Figs 9d and 19b).
Second, we generated genomic transgenes expressing a mutant form
of dp (gDPmut) with potential let-7-binding sites rendered non-
functional (Supplementary Fig. 16b, c). In comparison with the
wild-type gDPwt, gDPmut caused DP accumulation in a dp Df/1
background (Fig. 4f). Although both gDPwt and gDPmut rescued
the viability of Df/dpR217H transheterozygote, gDPmut-rescued
animals showed a loss of dopaminergic neurons and locomotor
defects (Fig. 4f and Supplementary Figs 9e and 19c). Taken
together, these in vivo studies establish the importance of LRRK2-
regulated interaction between let-7-miRNA and dp mRNA in dopa-
minergic neurons. Glass multiple reporter (GMR)-Gal4-driven
dLRRK(I1915T) expression in the eye did not affect the activities
of bantam and miR-14 miRNAs (Supplementary Fig. 17a, b), which
protect against neurodegeneration induced by MJD.tr-Q78 and
Reaper, respectively15,16. Thus, pathogenic dLRRK may regulate
miRNA function in a miRNA-specific and/or tissue-specific man-
ner. The recent identification of let-7 miRNA-specific ribonucleo-
protein complexes supports miRNA-specific regulation17.

We have identified let-7 and miR-184* and their targets E2F1 and
DP as critical mediators of pathogenic LRRK2 in dopaminergic neu-
rons. E2F1 and DP are better known for their roles in driving the cell
cycle. In post-mitotic neurons their upregulation may lead to abort-
ive cell division and cell death, as shown in dopaminergic neurons
of patients with Parkinson’s disease and in animal models12.
Mechanistically, pathogenic LRRK2 associates with and regulates
dAgo1 stability and promotes the association of phospho-4E-BP with
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dAgo1. The exact mechanism of phospho-4E-BP action in this pro-
cess and the potential involvement of other LRRK2 targets await
further investigation. Overexpression of 4E-BP was first shown to
be neuroprotective in the LRRK2 model6, and was later extended to
other models of Parkinson’s disease18, supporting a general role of
deregulated protein translation in Parkinsonism. The fact that
the effects of LRRK2 manifest only in aged animals suggests that
LRRK2 is particularly important for miRNA regulation under stress
conditions, in which the function of 4E-BP is also most pro-
nounced19. This may have implications for understanding the patho-
genesis of Parkinson’s disease.

METHODS SUMMARY

Counting of TH-staining and FMRFamide (Phe-Met-Arg-Phe-NH2)-staining

neurons was performed by whole-mount immunostaining of brain samples

from adult flies raised at 25 uC for 65 days, unless otherwise indicated. For co-

immunoprecipitation in HEK293 cells, cells were co-transfected with hLRRK2

constructs and Flag-tagged human Ago2 (ref. 20). For western blotting, the

following primary antibodies were used: Drosophila DP21 (Yun3; Dyson labor-

atory), Drosophila E2F1 (ref. 22) (Wharton laboratory), Drosophilab-tubulin (E7;

University of Iowa Hybridoma Bank), EGFP (11E5 and 3E6; Qbiogene, Inc.),

FMRFamide (C. Zeng), Flag (M2; Sigma), dAgo1 (Abcam), hLRRK2 (Novus),

4E-BP1 (Cell Signaling), phospho-4E-BP1(Thr37/46) (Cell Signaling), hAgo2

(11A9; Meister laboratory23).

UAS-dLRRK, UAS-4E-BP, UAS-4E-BP(TA), UAS-dLRRK RNAi and dLRRK

mutant lines were used as described6. The UAS-eIF4E RNAi and UAS-dicer1

RNAi flies were obtained from the Vienna Drosophila RNAi Center, and UAS-

dicer1 flies from B. Dickson; UAS-rbf and UAS-e2f1 were requested from

B. Edgar13; dcr-1Q1147X was from R. W. Carthew24; lkb14A was from

D. St Johnston25; UAS-4E-BP and UAS-4E-BP(LL)w were from N. Sonenberg26;

UAS-hLRRK2 was from W. Smith27; ago2(414) was from H. Siomi10; GMR-miR-

14 was from B. Hay16; and UAS-banD was from S. Cohen28. The Dlet-7 mutant,

Dlet-7 mutant rescued with a let-7 transgene, and let-7-C-Gal4 flies were as

described29. All other stocks are from Bloomington Drosophila Stock Center.

The 4E-BP1-depleted MEF line was obtained from N. Sonenberg30.

The oxidative stress assay and climbing activity assay were performed essen-

tially as described6. To measure climbing activity, we used flies aged at 25 uC for

65 days unless otherwise indicated. Each measurement was repeated with three

independent fly cohorts per genotype.

Unpaired Student’s t-tests were used for statistical analysis between two

groups and one-way analysis of variance was used for statistical analysis invol-

ving more than two experimental groups. The RNAhybrid algorithm (http://

bibiserv.techfak.uni-bielefeld.de/rnahybrid/submission.html) was used to pre-

dict potential miRNA target sites.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Isolation of polysomal mRNA, complementary DNA synthesis and DNA

microarray analysis. Four hundred fly heads (50% males and 50% females of

25-day-old flies) were dissected in ice-cold dissection buffer (137 mM NaCl,

2.7 mM KCl, 10 mM Na2HPO4, 2 mM KH2PO4 pH 7.4, 0.1 mg ml21 cyclohex-

imide (Sigma), 0.05% Triton X-100). Fly heads were transferred to extraction

buffer (125 mM sucrose, 25 mM HEPES pH 6.9, 100 mM KCl, 5 mM mgCl2,

1 mM dithiothreitol (DTT) supplemented with RNase inhibitor and Complete

protease inhibitor cocktail) and subjected to ten strokes of homogenization in a

pre-chilled homogenizer. The extract was centrifuged at 9,300g. for 5 min at 4 uC
and loaded on the top of 10–50% sucrose gradients prepared in 300 mM NaCl,

15 mM mgCl2, 15 mM Tris-HCl pH 7.5, containing 0.1 mg ml21 cycloheximide.

After centrifugation at 35,000 r.p.m. for 3 h at 4 uC on an SW40Ti rotor

(Beckman), fractions were harvested from the bottom. The RNA from each

polysomal fraction (fractions 2–7) was extracted with guanidinium chloride

and precipitated with 100% ethanol. Equal amounts of mRNA were reverse

transcribed into cDNA and amplified with a SMART PCR cDNA Synthesis Kit

(Clontech) in accordance with the manufacturer’s recommendation. The

Klenow fragment was used to incorporate biotin-16-dUTP (Roche) into the

cDNA. After a subsequent treatment with DNase I, the fragmented and biotiny-

lated cDNA was hybridized onto the Drosophila Genome 2.0 Array (Affymetrix)

and data were analysed in accordance with the manufacturer’s instruction.

Quantitative real-time PCR, reverse-transcription PCR and northern blot ana-

lysis of gene expression. Total RNA was extracted from fly heads with an RNeasy

Mini kit (Qiagen). Quantitative real-time PCR (qPCR) was performed with an ABI

PRISM 7700 (Applied Biosystems) and Power SYBR Green PCR Master Mix

(Applied Biosystems) as a one-step reaction mixture supplemented with

Superscript Reverse Transcriptase (LifeTechnologies) and sequence-specific pri-

mers, in accordance with the manufacturer’s protocol. Data were generated from

three independent qPCR reactions and normalized with rp49 mRNA level as control.

For RT–PCR analysis, total RNA was extracted from fly heads with an RNeasy

Mini kit and one-step RT–PCR was performed with an RT–PCR kit (Qiagen).

For RT–PCR analysis of polysomal mRNAs, we prepared extracts from 150 fly

heads and incubated the extracts in the presence of RNase inhibitor

(protectRNA; Sigma) and 0.1 mg ml21 cycloheximide or 1 mM puromycin for

2 h at 37 uC and subsequently fractionated on 10–50% sucrose gradients.

Fractions 2–7 from the bottom were pooled, RNA was extracted, and one-step

RT–PCR was performed with the RT–PCR kit.

The primer sequences were as follows: rp49 internal control, 59-

CCAAGGACTTCATCCGCCACC-39 (59 primer) and 59-GCGGGTGCGCTTG

TTCGATCC-39 (39 primer); b-actin internal control, 59-GCGGGAAATCGTG

CGTGACATT-39 (59 primer) and 59-GATGGAGTTTGAAGGTAGTTTCGTG-

39 (39 primer); Drosophila dp, 59-GAGCTGATGGTGCCGCCG-39 (59 primer)

and 59-GGGCATGTGGTTTCGCGG-39 (39 primer); Drosophila e2f1, 59-CAA

CACAAAATTGCCGCG-39 and 59-GGCTGGGACTGCTTGGCGG-39 (39 pri-

mer); Renilla luciferase, 59-ATGACTTCGAAAGTTTATGTCC-39 (59 primer)

and 59-CTCGAAGCGGCCGCTCTCTAG-39 (39 primer); egfp, 59-GGGCATC

GACTTCAAGGAGG-39 (59 primer) and 59-TCGCGCTTCTCGTTGGGG-39

(39 primer). Northern blot analysis was performed essentially as described

elsewhere20.

Immunohistochemistry, immunoprecipitation and western blot analysis. Fly

brains were dissected and fixed at 4 uC for 2 h in PBS pH 7.2 containing 4%

paraformaldehyde and 0.3% Triton X-100. After three washing steps, primary

antibodies against TH (1:1,000 dilution; Immunostar) and FMRFamide

(1:2,000, gift from C. Zeng) were incubated overnight at 4 uC in the presence

of 5% normal goat serum. As secondary antibodies we used Alexa Fluor 568-

conjugated goat anti-mouse and Alexa Fluor 488-conjugated goat anti-rabbit

(1:500; Molecular Probes). Immunofluorescence analysis was performed with a

Carl Zeiss laser-scanning confocal microscope. A Nikon Eclipse 3000 fluor-

escence microscope was used for live imaging.

For immunoprecipitation, cell extracts of HEK293T and fly heads were homo-

genized in lysis buffer (50 mM Tris-HCl pH 7.4, 150 mM NaCl, 5 mM EDTA,

10% glycerol, 1% Triton X-100, 0.5 mM DTT, 60 mM b-glycerophosphate,

1 mM sodium vanadate, 20 mM NaF and complete inhibitor cocktail

(Roche)). After centrifugation at 16,000g for 10 min, the supernatant was sub-

jected to immunoprecipitation for 4 h at 4 uC with the indicated antibodies.

Immunocomplexes were washed three times for 5 min each at 4 uC. For immu-

noprecipitation of endogenous fly proteins, fly heads were homogenized in lysis

buffer and fractionated with 10–50% sucrose gradients. Fractions 9 and 10 from

the top were pooled and co-immunoprecipitation of dAgo1 and dLRRK was

performed. For co-immunoprecipitation in HEK293 cells, cells were co-trans-

fected with the indicated plasmids. At 48 h after transfection, cells were harvested

in lysis buffer and subjected to immunoprecipitation as described above.

To prepare head extracts for western blotting, four fly heads were directly

homogenized in SDS sample buffer (10 ml per head) with a hand-held motorized

homogenizer. After centrifugation at 16,000g for 10 min, the extract was sepa-

rated on a 10% SDS–PAGE gel, transferred to Hybond P membrane and detected

with an Enhanced Chemiluminescence Plus Western Blotting Detection kit

(Amersham). The following primary antibodies were used: Drosophila DP22

(Yun3; 1:4 dilution, mouse monoclonal supernatant; Dyson laboratory),

Drosophila E2F1 (ref. 23) (1:200, rabbit polyclonal; Wharton laboratory),

Drosophila b-tubulin (E7; mouse monoclonal, 1:20,000; University of Iowa

Hybridoma Bank), EGFP (11E5; 1:1000, mouse monoclonal; Qbiogene, Inc.),

EGFP (3E6; 1:1.000, mouse monoclonal; Qbiogene, Inc.), FMRFamide (1:2,000;

rabbit polyclonal; C. Zeng), Flag (M2; WB: 1:3,000, immunohistochemistry

(IHC): 1:500; Sigma), Drosophila Ago1 (WB: 1:500, IHC: 1:150, rabbit polyclo-

nal; Abcam), human LRRK2 (1:3,000, rabbit polyclonal; Novus), 4E-BP1

(1:1,000, rabbit polyclonal; Cell Signaling), phospho-4E-BP1(Thr 37/46)

(1:1,000, rabbit monoclonal; Cell Signaling) and human Ago2 (11A9; rat mono-

clonal; Meister laboratory24).

DNA cloning, transfection and reporter assays. Human LRRK2 cDNA was

purchased from Origene and a Flag-tag sequence was added at the carboxy ter-

minus. dLRRK cDNA was also inserted into the pcDNA5/FRT vector.

Introduction of desired point mutations was performed with a QuikChange II

XL Site-directed mutagenesis kit (Stratagene). Kinase-dead forms of dLRRK/

LRRK2 (3KD) were generated by introduction of triple mutations (K1781M,

D1882A and D1912A in dLRRK; K1906M, D1994A and D2017A in hLRRK2).

To make UAS-d4E-BP(TE) transgenic lines, the T37/46/86E mutant form of d4E-

BP generated by site-directed mutagenesis was subcloned into the pUAST vector.

To generate mammalian expression vectors encoding d4E-BP(WT), d4E-BP(TA)

and d4E-BP(TE), the appropriate cDNA fragments were cleaved with EcoRI/XhoI

from the pUAST vectors used to generate the corresponding transgenic animals

and subcloned into the same restriction sites into the pcDNA3-Nmyc vector.

The cloning of 39 UTRs was performed by RT–PCR on total RNAs. The

primers for amplifying Drosophila e2f1 39 UTR were 59-GCTCTAGAGAG

GAGACGTCCACGAACAC-39 (59 primer) and 59-ATAAGAATGCGGCCGCC

TAATTTACAGACAGTTCTAGCCC-39 (39 primer). The primers used for amp-

lifying dp 39 UTR were 59-ATAAGAATGCGGCCGCTTAAATTCTCTGTTTA

TCATATTTAC-39 (59 primer) and 59-GCTCTAGAGCTGATGGTGCCGCC

GTCATTGTGCC-39 (39 primer). The 39 UTRs were cloned into the XbaI and

NotI restriction sites of pRL-TKlet7A (Addgene). Mutations at miRNA-binding

sites were introduced by site-directed mutagenesis. To generate pUAST-EGFP-

let-7-39UTR, we first subcloned EGFP cDNA from pAc5.1A/GFP into pUAST,

using the EcoRI and XbaI sites. Subsequently, we used pRL-TKlet7A as template

and amplified the existing two incomplete let-7-binding sites as XbaI–NotI and

NotI–XbaI fragments, with restriction sites added to the PCR primers to facilitate

cloning. The two fragments were ligated and simultaneously inserted into the

XbaI site of pUAST-EGFP. For the generation of pre-miRNA transgenic flies,

genomic DNA containing the precursor sequences were amplified and subcloned

into the appropriate restriction sites of pUAST. The following primers were used

for amplifying Drosophila pre-miRNAs: for pre-let-7, 59-GAAGATCTGCATT

TTTAATATGATTTCTCCG-39 (59 primer) and 59-GCTCTAGAGGTTGCATT

TACATACTTTGGC-39 (39 primer); for pre-miR-184, 59 primer: 59-GAAGAT

CTGTTGTTCAACACCTTCCCC-39 (59 primer) and 59-GCTCTAGAGATTTT

GCACACTGAGCAGCC-39 (39 primer); and for pre-miR-10, 59 primer: 59-

GAAGATCTGACTAGAGGAAACTGCTAGCC-39 (59 primer) and 59-CCGCT

CGAGTTTCAGCTCCTATATGAGGG-39 (39 primer).

To generate Drosophila dp genomic transgenes, we performed a triple ligation

of dp 59 UTR as a HindIII–SacI fragment and dp coding sequence (CDS) as a

SacI–XhoI fragment into the HindIII–XhoI sites of pcDNA3.1/myc-His.

Mutations at nucleotide 82 of the 59 UTR and nucleotide 891 of the CDS (see

Supplementary Fig. 14a for the mutations made) were introduced with a

QuikChange II XL Site-directed mutagenesis kit (Stratagene). At the same time

we amplified the previously cloned wild-type and mutant dp 39 UTRs from pRL-

TK-dp39UTRwt and pRL-TK-dp39UTR743 as XhoI–XbaI fragments (see Fig. 3h

for the mutations introduced into dp 39 UTR). The dp promoter was amplified

from genomic DNA of wild-type animals as a BglII–HindIII fragment. The dp

promoter (BglII–HindIII) and the dp 59 UTR-CDS (HindIII–XhoI) were ligated

into the BamHI–XhoI sites of P{W30}. The dp 39 UTR was subsequently ligated

into the XhoI–XbaI sites of P{W30}/dp promoter-59UTR-CDS to generate

P{W30}/dp promoter-59UTR-CDS-39 UTR constructs containing the wild-type

sequences (gDPwt) or with three mutations (Fig. 3h and Supplementary

Fig. 14a) at potential let-7-miRNA binding sites (gDPmut). The following

primers for Drosophila dp were used: dp promoter, 59-GAAGATCTCG

AAATGTTTTCCGAAGGCCCCGGC-39 (59 primer) and 59-CCCAAGCTTA

GTCGCTATCGCACACTGGTCGCGG-39 (39 primer); dp 59 UTR, 59-CC

CAAGCTTGTCGCACACAGCTGCTTACAACACTGCG-39 (59 primer) and
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59-AGTCCGAGCTCTTTTCGGCCGCCGGAGATCAAGTG-39 (39 primer); dp
CDS, 59-AGTCCGAGCTCATGGCGCATTCGACGGGCGGTACGG-39 (59 pri-

mer) and 59-CCGCTCGAGTCAATCAATGTCGTCGTCCAGCTCG-39 (39 pri-

mer); dp 39 UTR, 59-CCGCTCGAGGCTGATGGTGCCGCCGTCATTGTGCC-

39 (59 primer) and 59-GCTCTAGAACAGTTTTGGTATATTATATTATTAAG

AGACAATTACCC-39 (39 primer). For the mutagenesis of dp 59UTR and

CDS, we used the following primers: for dp 59 UTR(nt82), 59-CAGCCTG

CTTTGAATTTCCCACATGAAAACG-39 (59 primer) and 59-CGTTTTCATG

TGGGAAATTCAAAGCAGGCTG-39 (39 primer); for CDS(nt891), 59-GCCTT

CCCCGAATGAATCGATCCAGCTACCG-39 (59 primer) and 59-CGGTAGCT

GGATCGATTCATTCGGGGAAGGC-39 (39 primer). All PCR reactions were

performed with Pfu DNA polymerase (Stratagene) and PCR products were

confirmed by DNA sequencing.

To generate dp-TPcontrol and dp-TPlet-7 (Supplementary Fig. 14b) constructs,

we ligated the following annealed and restricted primer pairs as an EcoRI–XhoI

fragment into the appropriate sites of pUAST vector. The primers used were: for dp-

TPcontrol, 59-GGAATTCGGGTCGGATTGGGTGTGGAGTGGACTCGAGCGG-

39 (59 primer) and 59-CCGCTCGAGTCCACTCCACACCCAATCCGACCCGA

ATTCC-39 (39 primer); for dp-TPlet-7, 59-GGAATTCTTGTTATTACTAATTAG
GTAGGTTGCTCGAGCGG-39 (59 primer) and 59-CCGCTCGAGCAACCTACCT

AATTAGTAATAACAAGAATTCC-39 (39 primer). All insertions were confirmed

by DNA sequencing.

For dual-luciferase reporter assays, HEK293T cells were seeded onto 12-well

plates (3.7 cm2 per well) and for each well a mixture of 100 ng of RL reporter,

50 nM final concentration of siRNA-like duplex and 20 ng of pGL3 control

vector (Promega) was transfected with Lipofectamine (Invitrogen), following

the manufacturer’s instructions. At 6 h after transfection, luciferase activities

were determined with the Dual-Glo Luciferase Assay system (Promega). For

reporter assays testing the effect of hLRRK2, we transfected 1.2mg (per 3.7-

cm2 well) of the indicated hLRRK2 construct into HEK293T cells with

Lipofectamine Plus (Invitrogen) and followed the protocol provided by the

manufacturer. At 24 h after transfection, we prepared a second transfection of

reporters and siRNA-like duplexes and measured luciferase activities as

described above.

For Renilla luciferase-let-7-39UTR reporter assay, we transfected 0.75 mg per

well (12-well plate) of empty pcDNA3.1(1) as control or plasmid DNA encod-

ing d4E-BP(WT), d4E-BP(TA) and d4E-BP(TE) into m4E-BP1-depleted 4E-
BP(2/2) MEF cells. At 24 h after the first transfection we performed a second

transfection with 120 ng per well (12-well plate) of m7GpppG-capped Renilla-

let-7(83) (Addgene) mRNA plus indicated miRNAs (100 nM) or 120 ng per well

(12-well plate) of m7GpppG-capped Renilla-let-7(83) mRNA plus indicated

antagomirs (0.5mM). All transfections were prepared with Lipofectamine in

accordance with the manufacturer’s suggested protocol. Renilla luciferase activ-

ities were measured 20 h after the second transfection.

siRNA-like duplex and antagomir injection, in vitro transcription. The

siRNA-like duplexes were formed by annealing the following sense and

anti-sense oligonucleotides: let-7, 59-UGAGGUAGUAGGUUGUAUAGU-39

(sense) and 59-UAUACAACCUACUACCUUAUU-39 (antisense); dme-mir-124,

59-UAAGGCACGCGGUGAAUGCCAAG-39 (sense) and 59-UGGCAUUCACC

GCGUGCCUCAUU-39 (antisense); dme-miR-184*, 59-CCUUAUCAUUCUC

UCGCCCCG-39 (sense) and 59-GGGCGAGAGAAUGAUAAUGUU-39 (anti-

sense); dme-miR-10, 59-ACCCUGUAGAUCCGAAUUUGU-39 (sense) and 59-

AAAUUCGGAUCUACAGGAUUU-39 (antisense). The siRNA-like duplexes

were dissolved in 5 mM KCl, 0.5 mM sodium phosphate pH 7.5 buffer at a final

concentration of 2.5mM or 100mM as indicated, and injected dorsolaterally into

the cavity between the head cuticle and central brain complex. Five injections over

an 11-day period were performed. Anti-let-7fS, anti-let-7mutfS and anti-miR-

184*fS were synthesized at Dharmacon. They contained the following sequences:

anti-let-7fS, 59-ascsusasusascsasascscsusascsusascscsuscsa-39; anti-let-7mutfS, 59-usg-

sgsasasususgs asasgsgsusasgsasascscsgsgsu-39 (introduced mutations are highlighted

in bold); anti-miR-184*fS, 59-csgsgsgsgscsgsasgsasgsasasusgsasusasasgsg-39. The

lower case letters represent 29-OMe-modified nucleotides; subscript ‘s’ represents

a phosphorothioate linkage. All antagomirs were injected five times over a 12-day

period at the indicated concentration.

The Renilla let-7 (83) reporter mRNA was transcribed with the AmpliScribe

T7-Flash transcription kit (Epicentre Biotechnologies). In brief, psiCHECK2-

let-7 83 (Renilla-let-7(83)) reporter plasmid DNA (Addgene) was linearized

with BamHI, purified and transcribed. The manufacturer’s recommended pro-

tocol was modified by decreasing the final concentration of GTP to 10 mM and

adding 10 mM m7GpppG.

Drosophila genetics. To generate UAS-EGFP-let-7-39UTR, UAS-pre-let-7, UAS-

pre-miR-184*, UAS-pre-miR-10, UAS-dp-TPControl, UAS-dp-TPlet-7, gDPwt,

gDPmut, UAS-dLRRK(R1069G) and UAS-4E-BP(TE) transgenic flies, the cor-

responding plasmids were injected into w2 embryos by following the standard

P-element-mediated transformation protocol. P[PZ]e2f107172, Df(2R)BSC272,

dp49Fk-1, P[lacW]ago1K08121, UAS-GFP, UAS-Hsap\MJD.tr-Q78 and GMR-

reaper were obtained from the Bloomington Drosophila stock centre. The

UAS-eIF4E RNAi and UAS-dicer1 RNAi flies were obtained from the Vienna

Drosophila RNAi Center, and UAS-dicer1 flies from B. Dickson; UAS-rbf and

UAS-e2f1 were requested from B. Edgar13, dcr-1Q1147X from R. W. Carthew25,

lkb14A from D. St Johnston26, UAS-4E-BP and UAS-4E-BP(LL)w from N.

Sonenberg27, UAS-hLRRK2 from W. Smith28, ago2(414) from H. Siomi10,

GMR-miR-14 from B. Hay16, and UAS-banD from S. Cohen29. The Dlet-7

mutant, Dlet-7 mutant rescued with a let-7 transgene, and let-7-C-Gal4 flies were

described previously20. All other general fly lines were obtained from

Bloomington Drosophila stock centre. 4E-BP1-depleted MEF line was obtained

from N. Sonenberg30.

Oxidative stress and climbing activity assays. The survival rate of 10-day-old

male flies (n 5 15–20) kept in a vial containing a tissue paper soaked with 2 mM

Paraquat prepared in Schneider’s insect medium was measured as described

previously6. To measure climbing activity, we aged flies at 25 uC for 65 days

unless otherwise indicated, transferred 5–23 flies into empty plastic vials and

counted the number of flies climbing up to the top quarter of vertically standing

vials within a 10-s period, after being bumped to the bottom. We repeated each

measurement with three independent fly cohorts per genotype.
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New class of gene-termini-associated human RNAs
suggests a novel RNA copying mechanism
Philipp Kapranov1*, Fatih Ozsolak1*, Sang Woo Kim2*, Sylvain Foissac3*, Doron Lipson1, Chris Hart1, Steve Roels1,
Christelle Borel4, Stylianos E. Antonarakis4, A. Paula Monaghan5, Bino John2 & Patrice M. Milos1

Small (,200 nucleotide) RNA (sRNA) profiling of human cells
using various technologies demonstrates unexpected complexity
of sRNAs with hundreds of thousands of sRNA species present1–4.
Genetic and in vitro studies show that these RNAs are not merely
degradation products of longer transcripts but could indeed have a
function1,2,5. Furthermore, profiling of RNAs, including the sRNAs,
can reveal not only novel transcripts, but also make clear predic-
tions about the existence and properties of novel biochemical path-
ways operating in a cell. For example, sRNA profiling in human
cells indicated the existence of an unknown capping mechanism
operating on cleaved RNA2, a biochemical component of which was
later identified6. Here we show that human cells contain a novel
type of sRNA that has non-genomically encoded 59 poly(U) tails.
The presence of these RNAs at the termini of genes, specifically
at the very 39 ends of known mRNAs, strongly argues for the
presence of a yet uncharacterized endogenous biochemical path-
way in cells that can copy RNA. We show that this pathway can
operate on multiple genes, with specific enrichment towards tran-
script-encoding components of the translational machinery.
Finally, we show that genes are also flanked by sense, 39 poly-
adenylated sRNAs that are likely to be capped.

To date, all sequencing reports characterizing sRNAs rely on con-
version of RNA into cDNA using ligation and/or amplification steps7.
These steps could introduce bias in detecting any class of RNA, whether
known or novel, as well as quantifying those RNAs. To minimize these
biases, we developed an approach that skips ligation and amplification,
and generates data via true single-molecule sequencing8 of first-strand
cDNA. This approach tails 39 ends of RNAs with a homopolymeric
stretch of cytosine using poly(A) polymerase, followed by conversion
of tailed RNA into first-strand cDNA using a poly(G) primer. The
cDNA is then 39 poly(A)-tailed, blocked using ddTTP and directly
sequenced without amplification8. Although this approach can be used
for small RNA profiling experiments involving as low as 10 nanogram
of RNA, there are also times when the amount of starting material is
extremely limited or when it is desirable to sub-select specific species of
RNAs, so an amplification-based approach has also been developed
that uses ligation of a poly(T) oligo to the 59 ends of RNAs, followed by
the steps described above and PCR amplification of the resultant first
strand cDNA (Supplementary Information).

Both unamplified and amplified protocols were applied to sequence
the sRNAs from HeLaS3 cells. Following true single molecule sequencing
(tSMS), the reads were mapped against sequences of 586 annotated
sRNAs, including 178 microRNAs (miR-1–miR-299; see Supplemen-
tary Information). In total, ,16.6 million unamplified and ,4.7 million
amplified reads could be mapped to known sRNAs with these

parameters (Supplementary Table 1). In the no-amplification analysis,
ribosomal RNAs were most abundant followed by small nuclear RNAs
and small nucleolar RNAs (Supplementary Table 1). miRNAs repre-
sented less than 0.5% of the total mapped reads, the most abundant
HeLaS3 miRNA being miR-21. Overall, 122/178 miRNAs could be
detected in HeLaS3 cells with at least one read and 104 detected with
at least five reads. Transfer RNAs were not heavily represented in the
sequenced RNAs (Supplementary Table 1), consistent with previous
results and probably owing to strong secondary structure that may
prevent efficient reverse-transcription9. Most of the reads corresponding
to miRNAs aligned to the mature miRNAs, indicating that the struc-
tured pre-miRNAs were not detected well either (not shown). The no-
amplification protocol was highly strand-specific, as exemplified by the
mapping of 985,516 out of 997,801 reads (98.8%) to annotated sno- and
miRNAs (from the sno/miRNA track on the UCSC browser) on the
same strand as the annotation.

Amplification preserved the general trend of abundances of different
annotated sRNAs. However, normalized abundances of individual
sRNAs varied up to 1-2 orders of magnitude between the amplification
and no-amplification protocols (Supplementary Table 1). Correlation
between two technical replicates of the no-amplification protocol per-
formed separately on the same RNA preparation was .0.98, indicating
that the difference between the amplified and non-amplified protocol
originated with the amplification or ligation steps.

To determine what additional classes of sRNA were represented
among the sequenced sRNAs, the tSMS reads were mapped to the
human genome using more stringent criteria (see Supplementary
Information). Although ensuring higher quality matches, these para-
meters eliminate RNAs shorter than 25 bases, such as mature miRNAs,
owing to increased requirement for the length of alignment. Reads
mapping to unique locations were dominated by ribosomal RNAs,
snoRNAs and reads mapping to repetitive elements included RNA
repeats representing tRNA and snRNA sequences (Supplemen-
tary Table 2). In the no-amplification protocol, these classes of
sequences accounted for ,90% of all reads. The distribution of reads
among different classes of annotations was more variable among repli-
cates of the amplification protocol (data not shown); however, these
classes of sequences still accounted for the majority of reads (,90%).
Approximately 1.7% of all reads constituted unannotated sRNAs
(Supplementary Table 2), enriched for a recently identified class of
promoter-associated short RNAs (PASRs)1,2.

Thus, tSMS technology can detect sRNAs belonging to various
well-characterized, as well as recently discovered classes of sRNAs.
Amplification caused substantial perturbations in the abundances of
many known sRNAs.
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Pittsburgh, Pennsylvania 15260, USA.
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Interestingly, we observed one class of sRNAs that included 26,815
reads: 0.4% of all unique reads or 24% of all novel reads in the no-
amplification sample. These sRNAs were found within 50 bp and
antisense to the 39 untranslated regions (UTRs) of annotated tran-
scripts. As an example, the FAU locus is shown in Fig. 1a. The antisense
sRNAs had a peculiar feature: their 59 ends were very close to the 39

ends of mRNAs to which they were antisense (Fig. 1a, b), similar to the
termini-associated short RNAs (TASRs) identified previously using
tiling arrays1. Furthermore, these sRNAs were not identified using a
different sequencing platform (Fig. 1a)2 To estimate the fraction of
antisense reads of all reads that mapped near the 39 end, sRNA map-
ping in the region up to 500 bp from the annotated 39 end of all genes
were summed up. Of the novel reads 62,000/158,454 mapped near the
39 end and these sRNAs were predominantly on the antisense strand
(42,045/62,000), indicating presence of bona fide antisense RNAs
given the high strand-specificity of this protocol as described above.

Because this novel class of sRNAs is specifically on the antisense
strand, unlike the previously characterized termini-associated short
RNAs (TASRs), we refer to them as antisense TASRs or aTASRs. Given
that they start almost exactly (see Supplementary Information) at the
end of the transcripts they are antisense to, we thought that these
RNAs could potentially be produced by copying of polyadenylated
mRNAs using an endogenous enzymatic activity similar to an RNA-
dependent RNA polymerase (RdRP) starting from the poly(A) tail
(Fig. 1c). In such a scenario, the aTASRs would have a stretch of U
residues at their 59 ends. Thus, they would not be detected with a
strategy based on short reads where sequencing starts directly from
the 59 ends of sRNAs, because such reads would be discarded as
appearing to contain only U residues. However, with the strategy we
used, a naturally-occurring 59 poly(U) stretch would be converted
into a 39 poly(A) stretch on the cDNA and this would allow the
resulting cDNA molecules to bind to the HeliScope Sequencer flow
cell surface8,10 (Fig. 1c). The 39 poly(A) stretch on the cDNA would
then be copied before initiation of sequencing and thus the detected
sequence would correspond to the first or second non-U base of an
RNA molecule (Fig. 1c; also see Supplementary Information)8.

To test this, we used two strategies (Fig. 2). First, we performed the
amplification protocol with and without ligation of a poly(T) adaptor
to the 59 ends of 39 poly(C)-tailed RNA molecules and amplified the
resultant mixes with oligo(G) and oligo(A). The amplification reac-
tion with a ligated poly(T) adaptor serves as a control in which all

sRNAs should be amplified whether they originally contained a 59

poly(U) or not. In the reaction with sRNAs containing no ligated
product, only aTASRs and any other sRNA with a 59 poly(U) should
be amplified. For the sample with a ligated poly(T) adaptor, less than
0.1% of all reads (4,077/4,807,191) were found to be within 50 bp of
gene ends. In contrast, 416,069 of the 905,492 mapped sequences (see
Supplementary Information) from the unligated sample were found
antisense and within 50 bp of gene ends (snoRNAs were removed
from the analysis). Most of the sRNA mapping to the 39 ends of genes
(92.7% or 416,069/448,968) were antisense to the 39 UTRs, thus repre-
senting aTASR molecules. In total, aTASRs were found at 5,573 dis-
tinct 39ends of the 37,138 annotated transcripts we examined.

In the second verification approach, sRNAs were not amplified and
also not poly(A)-tailed. sRNAs were poly(C)-tailed, reverse-transcribed
into cDNA using oligo(G), and then sequenced directly without
poly(A) tailing normally required to provide a sequence for binding
to the poly(T) sequencing flow cell surface. This sample showed even
higher levels of enrichment with 97,707 out of 151,930 or 64.3% of all
uniquely-mapping reads corresponded to aTASRs. These data confirm
that aTASRs must have poly(U)-like 59 tails that are not genomically
encoded and thus represent a class of RNAs not described previously.

To confirm that aTASRs are not artefacts of reverse transcription, we
investigated the presence of aTASRs in the locus encoding eukaryotic
translation elongation factor 2 EEF2, an essential factor for protein
synthesis, using northern blots and RNase protection assays (RPA;
see Supplementary Information). For northern blots based on a
recently published protocol11, we designed three 26-nucleotide long
locked nucleic acid (LNA) probes (Fig. 3a) complementary to the EEF2
aTASR (Supplementary Information). Probe 1 (Fig. 3a) was designed
to test the presence of 59 poly(U) tail and the presence of EEF2 aTASR.
Probe 2 contained an identical LNA spiking pattern as probe 1, but
without significant complementarity to the 59 poly(U) tail. Probe 2
therefore served as a control to demonstrate that the probe1 signal is
due to hybridization to both the genomic sequences and the 59 poly(U)
tail. Probe 3 was designed as an additional validation test for EEF2
aTASR. Signals from probes 1 and 3 clearly showed the presence of
EEF2 aTASR (Fig. 3b) in both HeLaS3 and MCF7 cell lines, whereas
signals from probes 1 and 2 substantiated the presence of a 59 poly(U)
tail. We also detected a sense EEF2 TASR using another probe (probe
4), also validating our sequencing results (see later). Interestingly, the
sizes of the sense and antisense TASRs in the EEF2 locus were similar
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(Fig. 3b), again suggesting a possibility that one of these RNAs could be
produced by copying from another. Having demonstrated the pres-
ence of an EEF2 aTASR, we used RPAs with a probe complementary to
both the genomic region and the 59 poly(U) tail to test further the
presence of 59 poly(U)-containing RNAs (Fig. 3c). Consistent detec-
tion of the protected RNA fragment of the expected size of 49 bases in
three experiments (one of which is shown on Fig. 3c) confirmed the
presence of 59 poly(U) tail on the aTASR. We do see additional pro-
tected bands of smaller sizes that could represent alternative isoforms
of the EEF2 aTASRs. Additional studies confirming these findings are
described in the Supplementary Information (‘‘aTASRs are not obvi-
ous artifacts of reverse transcription’’ and Supplementary Fig. 2).

To exclude the possibility that the presence of aTASRs is limited to
cancerous cell lines like HeLaS3, we performed the no-amplification-
based enrichment on a sRNA fraction from a normal liver tissue and
obtained similar results as in HeLaS3 (Supplementary Figs 5–7). We have
also tested whether aTASRs represent true RNA molecules or whether
they are DNA copies of RNA. The sRNA fraction was treated with RNase
before cDNA synthesis and this treatment virtually abolished the yield of
sequences from the no-amplification-based based enrichment of 59

poly(U)-containing RNAs from liver (data not shown). This strongly
indicates that these species are in fact RNAs. Additional evidence for the
presence of an endogenous RNA-copying mechanism comes from tran-
scripts antisense to the spliced forms of the sense transcripts seen in the
analysis of the cap-analysis of gene expression (CAGE) data12 and human
expressed sequence tags (ESTs; see Supplementary Information for
details). Taken together with our sequencing results, these experiments
confirm the presence of endogenous human aTASRs and sense TASRs
andthepresenceofa59poly(U)tailonthe latterat least fortheEEF2locus.

A significant fraction of reads (186,891/905,492 or 21% of the mapped
reads, see Supplementary Information) intheHeLaS3 libraryenrichedby
amplification for 59 poly(U) sRNAs were6500 bp from a transcriptional
start site (TSS), thus representing a previously identified PASRs1. The
aTASR reads were excluded from this analysis to avoid double-counting
of sRNAs antisense to 39 UTRs in the vicinity of the 59 ends of neighbour-
ing or overlapping genes. Unlike the aTASRs, most of the PASR
sequences from this amplified library were sense to the genes: 148,456/
186,891 or 79.4% of all such reads. Such enrichment of PASRs was not
detected in the no-amplification based enrichment approach (data not
shown). A possible explanation for this discrepancy is that the 59 poly(U)
tails on the PASRs may be shorter than those on the aTASRs: a minimal
length of ,50 residues is typically required for efficient binding to the

HeliScope Sequencer surface. A stretch of less than 50 59 U residues could
be converted into the desirable length during the amplification-
enrichment step with a fixed length oligo of 50 T residues, but not during
the no-amplification-based enrichment approach. The presence of
PASRs with 59 poly(U) stretches was also fairly common with 2,612
different promoter regions having them. We next asked whether genes
had a propensity to have both aTASRs and sense PASRs with the 59

poly(U) stretches. To do so, we first collapsed the UCSC Known Gene
annotations that had the same 59 and 39 ends. Of these 51,512 loci, 4,982
loci had 59 poly(U) aTASRs, 1,856 had 59 poly(U) sense PASRs and 564
had both. The latter is significantly higher than expected by chance (P-
value of ,2.2 10216, Pearson chi-square test). Interestingly, we have
found that translation-related functions seem to be enriched among the
genes that are flanked by 59poly(U) sRNAs, and this relationshipmay not
be just due to their level of expression (see Supplementary Information).

These results strongly indicated that the 59 poly(U) RNAs (aTASRs
and PASRs) could be copied from 39 poly(A) RNAs and prompted us
to investigate the profile of the 39-polyadenylated sRNA transcrip-
tome. The sRNA fraction from the HeLaS3 cells was reverse-tran-
scribed in the presence of a poly(dU)25 oligonucleotide, the resulting
cDNA was poly(A)-tailed and sequenced (see Supplementary
Information). For this analysis, the definition of TASR regions was
extended to be within 500 bp of a 39 end. The resulting reads were
clearly enriched in the sRNAs around the 59 and 39 ends of genes.
Reads corresponding exclusively to PASRs or TASRs were repre-
sented respectively by 500,315 (20.5%) and 578,385 (23.7%) of the
2,436,066 non-ribosomal, non-mitochondrial reads; or 7% and 8.1%
respectively from the 7,131,693 total mapped reads in this library. For
comparison, the PASR and TASR regions used in the analysis each
represented ,1% of the total genome and thus small RNAs repre-
sented ,20-fold enrichment of what would be expected randomly
considering the reads that do not map to ribosomes or mitochondria.
Unlike the 59 poly(U) sequences at the 39 ends of genes, the 39 poly(A)
sequences were clearly enriched to be sense to the genes, with 97%
(484,831/500,315) and 92.6% (535,830/578,385) of poly(A)1 PASRs
and TASRs being in the sense orientation with respect to their genes.

Comparison of the distribution of the 39 poly(A) and 59 poly(U)
sRNA data relative to each other and to the locations of the 59 and 39

ends of genes revealed some interesting features of these sRNAs
(Supplementary Fig. 3). First, the distance between the 59 ends of
the 39 poly(A) sRNA and the 39 ends of genes peaked at ,50–70 bp
upstream of the poly(A) site (Supplementary Fig. 3). This indicates a
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non-random mechanism that generates these sRNAs, presumably via
cleavage of longer, poly(A)1 RNAs similar to what has been reported2.
Interestingly, sRNAs detected by the Illumina technology as well as tags
representing 59 ends of capped RNAs (CAGE tags12) also peaked at this
position (data not shown and Supplementary Fig. 3). This latter obser-
vation shows that the 59 ends of the 39 poly(A) small RNAs could be
generated by cleavage of long RNAs 50–70 bases upstream of the
poly(A) addition site followed by re-capping2,6. Second, the distri-
bution of the 59 ends of the 39 poly(A) and 59 poly(U) PASRs with
respect to annotated TSSs was different, with the former peaking at the
TSS, and the latter peaking at 110/120 relative to the TSS (Sup-
plementary Fig. 3). In this respect, the 39 poly(A) sRNAs near the
TSSs behave similarly to PASRs1, whereas the poly(U) sRNAs at the
location behave more similarly to the tiny promoter-associated RNAs
(tiRNAs) reported elsewhere3. Together with the presence of the 59

poly(U) tail, this data further indicates that, like the tiRNAs, the 59

poly(U) PASRs are unlikely to represent mere truncated products of
the 59 ends of long RNAs that would be expected to peak at the TSS.

As reported previously for tiRNAs3, PASRs and TASRs1, the quantity
of 39 poly(A) PASRs and TASRs as well as 59 poly(U) aTASRs corre-
lated with the expression levels of long RNAs of the corresponding
transcripts. Pearson correlation coefficients between the levels of long
RNAs and the levels of sense, anti-sense 39 poly(A) and 59 poly(U)
sRNAs were found to range from 0.51 with 59 poly(U) aTASRs to 0.58
with 39 poly(A) PASRs and TASRs, indicating that although correlated
with gene expression, other factors influence the abundance of these
sRNAs as well. Moreover, association with 59 poly(U) aTASRs as well
as with 39 poly(A) PASRs and TASRs seems to represent a common
property of human transcripts. Interestingly, the 59 poly(U) PASRs had
a much weaker correlation with gene expression (0.15).

Thus, to summarize these observations, many gene loci are flanked by
sRNAs that have either 59 poly(U) stretches and/or 39 poly(A) stretches
(Fig. 3d). The 59 poly(U) sRNAs at the 39 ends of the genes (aTASRs) are
almost exclusively antisense to the gene locus, whereas their counter-
parts at the 59 ends (PASRs) tend to be on the same strand as the gene
locus itself and seem to have shorter 59 poly(U) tails. The 39 poly(A)
PASRs and TASRs tend to be on the same strand as the gene itself. The
sRNAs with the 59 poly(U)s, particularly the aTASRs, are proposed to be
the products of RdRP-mediated copying from polyadenylated RNA
molecules. Although aTASR could potentially be copied from the poly-
adenylated sRNAs at the 39 ends, the 59 poly(U) PASRs tend to have the
same strand as the 39 poly(A) PASRs (see above), indicating that most
are unlikely to be made by copying from 39 poly(A) sRNAs. This obser-
vation also goes against a general ‘loop-back’ artefact of reverse tran-
scription (as shown in Supplementary Fig. 2) as a mechanism of
generation of the 59 poly(U) molecules. The artefact would be expected
to generate palindromic cDNAs from all poly(A)1 molecules and thus
the majority of the 59 poly(U) PASRs would be antisense to the 39

poly(A) PASRs, which is not the case. Thus, 59 poly(U) PASRs are likely
to be produced from polyadenylated antisense long RNAs (Fig. 3d). This
suggests a model where an existing poly(A) RNA molecule is amplified
via RdRP-mediated copying which starts at the 39 poly(A) tail resulting
in the generation of a complementary RNA molecule which is then
polyadenylated at its 39 end. This could potentially involve an RdRP-
mediated mechanism similar to that by which the influenza virus
adds poly(A) tails to its gene products13. This would then be followed
by another round of copying to generate a cRNA molecule that is sense
to the gene (Fig. 3d). In this model the 59 poly(U) TASRs and PASRs
either function as primers for this synthesis or represent short,
potentially-incomplete products of this copying (Fig. 3d). Similarities
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between the distributions of the 59 poly(U) PASRs and the tiRNAs3 may
indicate that both classes of RNAs have similar function.

The existence of the endogenous RNA copying mechanism similar
to the one described in Fig. 3d could potentially result in amplification
of RNA molecules in a cell, similar to a model proposed previously14

based on a discovery of 59 poly(U) spliced mRNAs collinear and anti-
sense to the globin mRNA. Here we show that this phenomenon may
be widespread, potentially affecting thousands of loci. The prevalence
of these RNAs and mechanisms will require further investigation.

Our data and observations do not completely rule out mechanisms
which are distinct from that of an RdRP activity that may give rise to
these novel 59 poly(U)-like stretch-containing sRNAs. For instance, a
novel mechanism may add nucleotides to the 59 ends of RNAs in a
step-wise manner. However, it would need to somehow favour only
two classes of RNA located at the termini of annotated genes. This
combined with the fact that 59 poly(U) aTASRs tend to be located at
the 39 ends of genes just before the poly(A) tails, strongly argues for
an RNA copying mechanism as a mode of their generation.

Recently, an RdRP activity was isolated from human cells as the
ribonucleoprotein complex of telomerase reverse transcriptase catalytic
subunit (TERT) and the RNA component of mitochondrial RNA pro-
cessing endoribonuclease (RMRP)15. Unlike the previously identified
RdRP, the TERT-RMRP enzyme has a specific requirement for an
RNA template to be able to fold back on itself and thus provide a primer
for RNA synthesis15. The presence of RdRP activity in mammalian cells
was also suggested on the basis of the requirement of a host RNA-
copying activity for replication of the hepatitis delta virus16. However,
the protein(s) responsible for this activity has not been isolated yet16, and
it is thus possible that other RdRPs besides TERT-RMRP exist in human
cells. For example, RNA polymerase II was shown to have a limited
ability to copy RNA in vitro17. The TERT-RMRP RdRP was shown to
have a restricted set of targets in human cells, presumably owing to the
requirement for a template to form a secondary structure that could
generate a 39 loop-back15. Since thousands of loci were found to have
aTASRs in this work, it indicates that additional RdRPs with broader
target spectrums do exist in human cells. It also predicts the properties of
the RdRP-like activity postulated to generate aTASRs: since the RNA
copies start within the 39 poly(A) tails of sense polyadenylated RNAs,
this activity is likely to initiate copying of RNA opposite to its 39 end
similarly to some other RdRPs18. It remains to be seen whether the 59

poly(U) sRNAs are themselves just copies of 39 poly(A) sRNAs or
whether they also serve as primers for copying of long poly(A)1
RNAs. Although the exact mechanism of generation of 59 poly(U)
RNAs and their function remain open, we have provided a starting point
and the technology needed to address whether this novel class of sRNAs
has a critical role in important biological processes. The ability of SMS to
detect novel RNAs without amplification-induced biases will provide
biologists with a powerful tool for better understanding gene expression.

METHODS SUMMARY
Small RNA (,200 nucleotides, sRNA) fractions from HeLaS3 total RNA was

isolated using a mirVana miRNA isolation kit, 39-tailed with poly(C) using

poly(A) polymerase and converted into first-strand cDNA using a poly(G)-

containing oligonucleotide. The cDNA was then 39-tailed with poly(A) using

terminal transferase, blocked at the 39 end with biotin-ddATP and sequenced

using Helicos single-molecules sequencing technology.

To enrich for 59 poly(U)-containing sRNAs two methods were used, with and

without amplification. In the former, the sRNAs from HeLaS3 and normal human

liver were C-tailed and converted into cDNA using the protocol described above. The

cDNA was blocked and hybridized directly to sequencing flow cells coated with

oligo(dT) primers without A-tailing. In the latter, the sRNA fraction from HeLaS3
and liver was C-tailed, converted into cDNA and amplified using primers containing

poly(T)andpoly(G)withoutA-tailingofcDNA,blockedwithddTTPandsequenced.

To identify sRNAs with 39 poly(A) tails, HelaS3 sRNA was converted into

first-strand cDNA with oligo(dT/U) primer (59-TTTTUTTUTUTTTUTTTT

UTTTUTTV-39), treated with RNases H and If and the USER enzyme to digest

away the RNAs and 59 T/dU stretches of the cDNAs, 39 A-tailed, blocked with

biotin-ddATP and sequenced.

Mapping of the reads was done either to known sRNAs or to the entire genome

with the in-house indexDPgenomic program19 freely available on the Helicos

website (http://open.helicosbio.com/mwiki/index.php/Main_Page).

Northern blots were based on the LED protocol11. To reduce background noise,

digoxigenin-labelling of LED protocol was substituted by 32P-labelling of total RNA

(10mg) from HeLaS3 and MCF7 cells. Ribonuclease protection assays (RPAs) were

performed using the mirVana miRNA detection kit by hybridizing 5 3 104 c.p.m. of

the RNA probe with 5mg of HeLaS3 total RNA at 37 uC. Unprotected RNA was

digested using an RNase mixture containing diluted (1:100) RNase A1T1 and

RNase ONE. The radioactive signals were detected using PhosphorImager.
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Subnanometre single-molecule localization,
registration and distance measurements
Alexandros Pertsinidis1,2, Yunxiang Zhang1,2 & Steven Chu1,2,3,4{

Remarkable progress in optical microscopy has been made in the
measurement of nanometre distances. If diffraction blurs the image
of a point object into an Airy disk with a root-mean-squared (r.m.s.)
size of s 5 0.44l/2NA ( 90 nm for light with a wavelength of
l 5 600 nm and an objective lens with a numerical aperture of
NA 5 1.49), limiting the resolution of the far-field microscope in
use to d 5 2.4s < 200 nm, additional knowledge about the specimen
can be used to great advantage. For example, if the source is known
to be two spatially resolved fluorescent molecules, the distance
between them is given by the separation of the centres of the two
fluorescence images1. In high-resolution microwave and optical
spectroscopy, there are numerous examples where the line centre
is determined with a precision of less than 1026 of the linewidth. In
contrast, in biological applications the brightest single fluorescent
emitters can be detected with a signal-to-noise ratio of 100,
limiting the centroid localization precision to sloc $ 1% ($1 nm)
of the r.m.s. size, s, of the microscope point spread function (PSF)2.
Moreover, the error in co-localizing two or more single emitters is
notably worse, remaining greater than 5–10% (5–10 nm) of the PSF
size3–8. Here we report a distance resolution of sreg 5 0.50 nm (1s)
and an absolute accuracy of sdistance 5 0.77 nm (1s) in a measure-
ment of the separation between differently coloured fluorescent
molecules using conventional far-field fluorescence imaging in
physiological buffer conditions. The statistical uncertainty in the
mean for an ensemble of identical single-molecule samples is
limited only by the total number of collected photons, to
sloc < 0.3 nm, which is 3 3 1023 times the size of the optical
PSF. Our method may also be used to improve the resolution of
many subwavelength, far-field imaging methods such as those
based on co-localization of molecules that are stochastically
switched on in space6–8. The improved resolution will allow the
structure of large, multisubunit biological complexes in biologic-
ally relevant environments to be deciphered at the single-molecule
level.

Early subdiffraction measurements separated distinct fluorescent
objects by wavelength9–16 or fluorescence lifetime17, and (up to a few)
identical objects by sequential photobleaching3–5. Modern, super-
resolution fluorescence imaging techniques resolve structures
labelled with (an arbitrary number of) identical probes by switching
their emission in time in a spatially targeted18,19 or stochastic6–8 manner.
Ultimately, information on biological structure at the molecular scale
can be determined by the set of positions of each fluorescent probe.
The effective PSF in a subdiffraction reconstructed image is a two-
dimensional (2D) Gaussian with r.m.s. size sSR ; sloc, given by the
total uncertainty (sloc) in the position of each fluorescent molecule,
achieving effective full-width at half-maximum (FWHM) resolu-
tion dSR~2(2 ln 2)1=2sSR<2:35sSR. In many of these techniques, the
localization accuracy of individual emitters (and ultimately the

resolving power) is limited by noise and systematic effects that
include drift and vibration of the measurement apparatus, imperfec-
tions in the optics and detector, asymmetry in the fluorescence emis-
sion and the photostability of the fluorescent dye.

Precision in the ångström range has recently been demonstrated in
stimulated-emission depletion imaging of identical nitrogen-vacancy
defects in a bulk diamond crystal20. In biologically relevant specimens,
stimulated-emission depletion19, stochastic switching6–8 and sequential
photobleaching3–5 currently achieve sSR < 5–20 nm between same-
colour emitters. The co-localization of dissimilar fluorescent molecules
at subwavelength scales involves not only a localization error, sloc;1 and
sloc;2, in each colour channel, but also the accuracy, sreg, with which
positions between colours can be registered, giving a relative distance
uncertainty of sdistance 5 (sreg

2 1 sloc;1
2 1 sloc;2

2)1/2. Imaging a micro-
fabricated array of 1-mm holes in a metal film15 or tracking a fluorescent
bead translated in a grid pattern16 achieved uncertainties of sreg < 20–
30 nm (ref. 15) and sdistance < 10 nm (ref. 16), and for 20-nm-diameter
nanoparticles in a scanning confocal set-up with a single excitation
source13,14 (effectively sreg ; 0), sdistance < 3–10 nm. Although these
early results were an impressive and significant advance, from the
previous work it was not clear what limited the resolution of these
measurements.

Closed-loop feedback control systems were introduced to achieve
subnanometre resolution in our two-colour single-molecule imaging
instrument (Supplementary Figs 1 and 2). First, the two-colour
images were actively stabilized using a reference from a fixed illumi-
nated pinhole, projected onto both the red and green sectors of the
charge-coupled device (CCD) array (Supplementary Fig. 1). The two
bright fiducial marks thus created are localized with a precision of
,0.003 pixels (1s), and a feedback loop controls a pair of tip-tilt
piezoelectric flexure mirror mounts to lock the pinhole positions in
each image, achieving a relative 2D registration of sreg;drift , 0.01
pixels 5 0.64 nm over several hours (Fig. 1a).

A separate active system controls the position of a chosen fluor-
escent object relative to the fiducial marks by measuring in real time
the image coordinates (xgreen or xred) on the CCD and controlling the
sample position, xsample, with the three-dimensional piezoelectric
stage to lock xgreen or xred to the desired set point. Once detected
on the CCD, a Cy3 molecule can be locked within ,4 frames (2 s) and
kept to the same position until it photobleaches (Fig. 1b). Depending
on the number of collected photons, the tracking noise in each frame
is 1–4 nm, and averaging .10 frames (5 s) while locked at the same
position reduces the statistical error to sloc , 1 nm for each imaged
molecule (Supplementary Figs 3–5). By locking several individual
Cy3 molecules at the same position, we demonstrate ,0.7-nm (1s)
molecule-to-molecule reproducibility (Fig. 1c). (The mean Cy5 posi-
tions, separated by Cy3 through 20 base pairs (6.8 nm) of double-
stranded DNA (dsDNA), are reproducible to 1.5 nm (1s), possibly
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reflecting the uncertainty in the orientation of each surface-tethered
DNA.)

To reduce systematic errors that limited previous two-colour co-
localization measurements, it was essential to characterize and correct
the combined effects of the optical microscope, relay imaging optics and
CCD array. Closed-loop feedback control allowed calibration of the
mapping g 0 f{1 from green to red (f and g map xsample to xgreen and
xred, respectively; Methods Summary) at any desired subpixel sampling
interval, by linear regression of the centroid positions, {xgreen

i,
xred

i} ; {(xgreen
i, ygreen

i), (xred
i, yred

i)}, of a single fluorescent bead imaged
onto both portions of the CCD detector (Fig. 2a). Unexpectedly, the 2D
map of the absolute deviation jjg 0 f{1(xgreen

i) 2 xred
ijj, sampled at

0.5-pixel (32-nm) intervals on a 30 3 30 grid over a 15-pixel-wide
region of interest, reveals errors as large as 5–6 nm on the 3–5-pixel
scale (Fig. 2b), in large contrast to long-wavelength image distortions
expected from geometric and chromatic aberrations.

Although defects or dirt on optics may partially account for the
features in Fig. 2b, detailed calibrations showed that much of the
irregularity of the transformations f and g is due to the interpixel
photoresponse non-uniformity (PRNU) of the CCD array (Sup-
plementary Figs 6–9). We conjecture that these high-frequency spa-
tial distortions are common to all wide-field, CCD-based imaging
systems and become worse for front-illuminated than for back-
illuminated detectors, especially at the boundaries between pixels21.
Unless the mapping functions f 0 g{1 and g 0 f{1 are calibrated to
subpixel resolution, these distortions will limit the accuracy of any
centroid distance measurement, and probably were the primary lim-
iting factor in previous attempts to map two-colour images.
Additionally, subdiffraction images reconstructed by localizing
same-colour fluorophores would have several-nanometre distortions
over 3–5-pixel scales (180–300 nm) in the image plane.

A higher-resolution scan of g 0 f{1 with 0.1-pixel spacing (Fig. 2c,
d) reveals that instead of mapping the PRNU of the entire CCD array,
sreg 5 0.5-nm accuracy over distances of order 1 pixel may be
achieved if the centroid of all fluorescent images to be measured
can be placed onto the same pixel with subpixel accuracy. We note
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that a larger mapping dynamic range, up to the entire field of view,
should be possible by tiling such individually calibrated regions.
Furthermore, although 0.5-nm accuracy is adequate for most appli-
cations, the nonlinear mapping functions f and g can be directly
calibrated to account for intrapixel PRNU, in the presence of instru-
mental drift and noise, with ,1-Å precision (A.P. and S.C., manu-
script in preparation).

To test our mapping calibration experimentally, we imaged a
1.6-kilobase dsDNA construct with a Cy3 dye near the surface immo-
bilized end and an Alexa 647 dye attached in a mid position. A
0.5-mm-diameter polystyrene bead attached to the free end was
trapped with optical tweezers, and the Cy3 dye in the green channel
was locked at a set point 950 nm away from the trap centre, stretching
the DNA in the horizontal direction (Fig. 3 and Supplementary
Figs 10 and 11). Simultaneously, we measured the position of the
Alexa 647 in the red images and used the mapping calibration to
estimate its distance from the Cy3.

The results for varying Cy3/Alexa 647 spacing are shown in Fig. 3b.
The precision of our measurements, that is, the ability to resolve small
differences in distances, is limited only by the number of collected
photons. Tracking a single molecule open-loop, that is, without any
feedback activated2, allows the collection of ,104 photons in ,1 s, and
the uncertainty is sloc;open-loop < 1.5 nm. Our feedback control system
allows the collection of O(105) photons from a single molecule until
photobleaching, achieving a precision of sloc;closed-loop # 0.5 nm.
Moreover, an arbitrary number of photons can be collected by locking
multiple molecules at exactly the same position. For N < 10 molecules
and ,106 collected photons, the statistical uncertainty, given by the
error in the mean in each Cy3/Alexa 647 distance measured, becomes
sdistance;random < 0.25nm (Supplementary Table 1). For comparison,
previous work using N < 100 molecules achieved statistical errors of
,1 nm. The accuracy of our measurements, including systematic
errors and indicating how close the measured distances are to the
real distances, is given by the typical deviation from linearity and is
sdistance;total 5 0.77 nm (1s) (Fig. 3c).

We have also applied the technology described above to resolve
closely spaced fluorescent probes of the same spectral characteristics,
whose emission is separated in time3–8,18,19. As a prelude to eventual
all-optical reconstruction of molecular-scale biological structures, we
briefly describe a structural analysis of individual epithelial cadherin
(E-cadherin) dimer complexes.

Cadherin-mediated Ca21-dependent cell adhesion is thought to
involve intermolecular interactions both on the same (cis) as well as
on opposing (trans) cell surfaces. However, the molecular structures of
cadherin binding have not been resolved. Structural biology tech-
niques22–24 have identified a trans-binding interface on the outermost
extracellular cadherin domain (EC1), whereas proposed cis-interactions

involve domains EC123,24 and EC222. In contrast, biochemical experi-
ments25 indicate that adhesive interactions require domains EC2 to EC5
and rupture force measurements show a hierarchy of binding
strengths26, reflecting multiple possible bound configurations.

Recent single-molecule fluorescence resonance energy transfer
(FRET) measurements27 between Cy3 and Alexa 647 attached to
the EC1 domains of E-cadherin dimers show a state with a high
FRET efficiency, of 0.8, consistent with EC1–EC1 interaction in an
extended trans-dimer. Absence of FRET in pairs that were forced in a
cis-orientation through interactions mediated by carboxy-terminal
immunoglobulin-G Fc domain fusions indirectly ruled out EC1–EC1
cis-dimerization. However, the EC1–EC2 cis-dimer or even EC1–EC1
configurations with intermediate compactness could not be directly
excluded. A possible alternative configuration with an EC1–EC1
FRET efficiency of zero was also observed above a Ca21 concentra-
tion ([Ca21]) of 500 mM.

The improved stability of our apparatus (Fig. 4a, b) allowed accurate
measurements of intersubunit distances of E-cadherin dimer complexes,
tethered to the surface at the two EC5 domains by biotin–streptavidin
linkages (Fig. 4c). Measuring by sequential photobleaching3–5 the dis-
tance, xEC5–EC5, between two Alexa 647 fluorophores attached at each
EC5 domain revealed that the majority (52%) of the E-cadherin dimers
in 1 mM Ca21 adopt an extended trans-conformation (xEC5–EC5 5

32.2 6 0.6 nm), consistent with the crystal structure of the full
C-cadherin ectodomain22. Our measurements also show a smaller popu-
lation (32%) with xEC5–EC5 < 25nm, which may be an alternative con-
formation due to flexibility of the strand-exchange EC1–EC1 interaction
interface24 and/or interdigitation of the inner domains26. Finally, we find
little evidence for the existence of putative cis-dimer configurations with
the expected xEC5–EC5 < 10 nm (ref. 22) (the peak at 4 nm probably
reflects 17% of the molecules being tethered at one end only). Our
high-resolution data directly address the global structure of
E-cadherin dimers and resolve cis- versus trans-configurations, being
more conclusive than our initial FRET studies, which were only sensitive
to intermolecular EC1–EC1 and EC5–EC1 interactions.

Electron micrographs28 of E-cadherin monomers, in the presence
or absence of 2 mM Ca21, show a striking difference between fully
extended and collapsed structures. Various indirect techniques28,29

indicate that the rigidity of the rod-shaped cadherin molecule is
maintained by cooperative binding of three Ca21 ions at the interface
between successive EC domains30, with affinity in the 30–200 mM
range. However, direct measurements of the E-cadherin conforma-
tion through this transition were lacking.

Our data show a continuous decrease of the position of the main
peak in the EC5–EC5 distance distribution as a function of [Ca21]
(Supplementary Fig. 12) and can be fitted to a Hill-type equation
(Fig. 4d) with cooperativity n 5 1.31 6 0.07 and dissociation constant

Cy3
Alexa 647

–15

0

15

30

45

60

Distance (bp)

–20 0 –30 0 30 60 90 120 150 18020 40 60
0

20

40

60

80

100

120

Cy3/Alexa 647 distance (nm)

 Trap off
 105 bp
 115 bp
 125 bp
 145 bp

–0.2
2,560 2,580 2,600 2,620 2,640 2,660

0.0

0.2

0.4

0.6

0.8

D
is

ta
nc

e 
(p

ix
el

s)

O
cc

ur
re

nc
e

D
is

ta
nc

e 
(n

m
)

Trap
on

Trap
off

Time (500 ms)

a cb

Figure 3 | Distance measurements on optically manipulated molecules.
a, Cy3/Alexa 647 distance trace from a single DNA molecule follows the
periodic switching of the trap. Interdye separation on the DNA is 125 bp.
b, Distributions of Cy3/Alexa 647 distance measurements. Each histogram
reflects the data from N < 10 molecules, boxcar-averaged over nine frames.
Bin size is 0.025 pixels (1.6 nm). The solid lines show least-squares fitting to

Gaussian peaks (see Supplementary Table 1 for the fitting parameters).
c, Positions of the Gaussian peaks versus separation of the dyes on the DNA;
error bars, 1 s.d. The solid line shows a linear fit through zero, with slope
0.3168 6 0.0027 nm bp21, predicting 97.0% extension of the DNA. The
typical deviation of each point from the linear fit is D, 5 0.77 nm for
distances , < 40 nm; thus, D,/, # 2%.

NATURE | Vol 466 | 29 July 2010 LETTERS

649
Macmillan Publishers Limited. All rights reserved©2010



KD 5 56.5 6 2.3mM, in good agreement with previous results23,28,29. If
uncertainties due to probe size and probe–molecule linkage can be
accounted for, these proof-of-principle experiments demonstrate that
biological structures down to the molecular scale can be analysed with
effective FWHM resolution of d 5 2.35sloc < 1–2 nm at room temper-
ature in physiological buffer conditions with far-field fluorescence
imaging optics. This technology, and extensions to isotropic, three-
dimensional, subnanometre resolution, will provide insights on com-
plex multicomponent biological processes at the single-molecule
level.

Our methodology might also prove valuable to characterize/design
precision photometric imaging systems in fields such as atomic physics
or astronomy. Finally, the subnanometre closed-loop control and
registration afforded by our technique could become essential concepts
in design of future sub-10-nm optical lithography tools and may allow
new nanometrology applications.

METHODS SUMMARY

Building on the previous two-colour work, we imaged two differently coloured

fluorophores in an objective-based, total-internal-reflection microscope onto

separate portions of a CCD detector (Supplementary Fig. 1a). The location,

xsample ; (xsample, ysample), of a molecule in the sample determines its coordinates

on the CCD chip through the mapping functions xgreen ; f(xsample) and

xred ; g(xsample), and once f and g are known, distance measurements between

the two-colour images can be made through the functions f 0 g{1 and g 0 f{1

(Supplementary Fig. 1b).

To calibrate the green-to-red mapping, g 0 f{1, we image a fluorescent bead

that simultaneously appears in the two channels, locking its green-channel image

at (xgreen
i, ygreen

i) using feedback control while recording (xred
i, yred

i). Owing to

the CCD interpixel PRNU, even if the two colours are sampled at subpixel

intervals and registered by interpolation to ,1 nm (not shown), two-colour

distance measurements will still have residual errors due to the nonlinear terms

in f and g (Supplementary Methods). In a limited field-of-view, however, smaller
that the typical CCD PRNU length scale (,3 pixels), it is adequate to use linear

functions given by xgreen 5 MGxsample 1 const and xred 5 MRxsample 1 const,

where the matrices MG and MR are the magnifications in the green and red

images, respectively. The mapping

xred~g 0 f{1xgreen~MR(MG){1xgreenzconst

from green to red is also linear.

To co-localize spectrally identical probes in the same colour channel we used

the bright-field image of a surface-immobilized 0.5-mm bead in a separate detec-

tion channel actively to stabilize the microscope (Supplementary Fig. 13). With

the microscope locked, closely spaced probes were imaged at the same pixel on the

CCD, reducing systematic errors due to CCD PRNU. The localization precision

after tracking a single molecule for N frames becomes s(N) 5 s01(s 2 s0)/N1/2,

where s is the precision afforded by a single CCD frame and s0 accounts for the
long-term stability of the bead–surface linkage and for residual motions of the

surface-tethered molecules. We achieve subnanometre localization precision

(Fig. 4a), which is a .10-fold improvement over drift subtraction without active

stabilization6,7.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
DNA construct preparation. DNA oligonucleotides modified with Cy3, Cy5,

biotin and digoxigenin were synthesized and HPLC purified by Integrated DNA

Technologies. An internally labelled oligonucleotide, with Alexa 647 dye

attached by a carbon-chain linker to a modified thymine base, was synthesized

and gel-purified by GeneLink Technologies. To prepare short Cy3–Cy5

duplexes, we annealed the two complementary strands at 2 mM in 20 mM

Tris-HCl (pH 7.9), 50 mM NaCl buffer at 95 uC for ,15 min followed by cooling

to room temperature (,22 uC) over ,2–3 h. The ,1.6-kb Cy3/Alexa 647 con-

structs were prepared by PCR from a plasmid template containing the Thermus

aquaticus gene rpoC. A ,1.5-kb fragment was prepared with a 59-digoxigenin

primer and the Alexa 647 primer. The Alexa 647 primer contained an EcoRI site

at its 59-end. Four fragments 100–150 bp long were prepared with a primer

containing 59-Cy3 and a biotin dT at 13 bp and four different primers with

an EcoRI site. After digestion with EcoRI (New England Biolabs) and subsequent

ligation (Roche Rapid Ligation Kit) of each short fragment with the long frag-

ment, we obtained four DNA constructs with 59-Cy3 on one end, a biotin-dT

3 bp from the Cy3 end, an internal Alexa 647 at variable distance from the Cy3

and a 59-digoxigenin at the other end (Supplementary Fig. 14). Ligation effi-

ciency and correct product length were confirmed with gel electrophoresis. All

the enzymatic reactions were cleaned-up using a kit from QIAGEN.

Cross-linked E-cadherin dimer preparation. The E-cadherin construct used in

this study is a monomeric Q523C E-cadherin mutant containing the full extra-

cellular region fused to a biotinylation sequence (AVI tag), a TEV cleavage

sequence and a polyhistidine tag that has been used in previous single-molecule

studies27,31. The E-cadherin protein sample was purified, biotinylated and

labelled with Alexa 647 dyes and then crosslinked with BS3 at the designated

[Ca21]. Detailed preparation methods were essentially the same as described in

the previous studies, except that only one dye colour (Alexa 647) was used and no

TEV protease reaction was performed to eliminate the histidine tag.

Modified microspheres. Aliphatic amine polystyrene spheres (IDC; 0.5-mm dia-

meter) were modified with Traut’s reagent (Pierce) to introduce thiols on the

surface and bifunctional PEG (Nektar, NHS-PEG-maleimide 3.4 kDa) was

grafted to the beads in PBS buffer (pH 7.4). After an antibody against digoxigenin

(Roche) was covalently attached through primary amines in 0.1 M NaHCO3, the

beads were washed and stored in PBS at 4 uC. Biotin-PEG (Nektar, Biotin-PEG-

NHS 3.4 kDa) was grafted at 10% w/v to the same 0.5-mm aliphatic amine beads in

a 0.1 M sodium bicarbonate solution (pH ,9).

Sample cells. Glass slides and coverslips were cleaned in a 0.5 M KOH solution,

sonicated in deionized water and dried in a nitrogen stream. Then they were

silanized by immersion in a 3% v/v solution of 3-aminopropyltriethoxysilane

(Sigma Aldrich, 3-APTES) in acetone for ,15 min. Amine-reactive polyethylene

glycol (Nektar, mPEG-SPA 5kDa and biotin-PEG-NHS 3.4kDa, 5:1 ratio) was

coupled to the surfaces in a 10% w/v ‘clouding-point’ solution32 of 0.1 M

NaHCO3 and 0.4 M K2SO4 for ,30 min at room temperature. For experiments

with DNA duplexes labelled with biotin on both ends, we grafted a shorter

polyethylene oxide polymer (Pierce, NHS-PEO4-biotin) to get dense biotin

coverage on the surface. A PEG-coated glass coverslip and a PEG-coated glass

slide were sandwiched with ,100-mm-thick double-sticky tape as a spacer and

5-min epoxy. Assembled sample cells were incubated with a 10% w/v solution of

bovine serum albumin (EMD Biosciences, BSA fraction V) in PBS (pH 7.4)

buffer for ,1 h to block any sites of non-specific interaction on the surface,

rinsed with PBS, incubated with a 50 mg ml21 streptavidin (Molecular Probes)

solution in PBS for ,15 min, rinsed with PBS and (if applicable) incubated with

0.5mm biotin-PEG beads to obtain fiducial marks on the surface. Subsequently,

the samples were incubated with DNA molecules or E-cadherin complexes

diluted to 2–20 pM for ,15 min to get roughly one molecule per several square

micrometres. For optical trapping experiments, a ,0.1% v/v solution of beads

was incubated in the cell for ,30 min. Finally, oxygen-scavenging imaging buffer

was introduced and the samples were sealed to prevent oxygen diffusion in the

solution.

Imaging buffer. For DNA experiments, oxygen-scavenging imaging buffer was

100 mM HEPES-KOH (pH 7.5), 160 mM KCl, 0.9% w/v glucose, 2 mM Trolox

(Sigma Aldrich), 31 glucose oxidase/catalase enzyme stock2, 1.4 mM (nucleo-

tides) polydG-dC (Amersham) and 0.2% w/v BSA. Trolox was prepared as a

200 mM stock in DMSO and was used to reduce blinking of the Cy533. The

composition of the imaging buffer was essential for achieving stable, oxygen-

free conditions in the sample cell, allowing uninterrupted data collection for up

to ,1 d. A HEPES concentration of #50 mM results in inefficient buffering

capacity and pH drops below 6, presumably owing to gluconic acid accumula-

tion from the enzymatic action of glucose oxidase. Moreover, within a few hours

of the initial imaging buffer injection, the beads/DNA tethers begin to stick to the

surface if non-specific DNA and protein competitors are omitted from the

solution. E-cadherin complexes were imaged in essentially the same buffer,

replacing 2 mM Trolox with a combination of 1 mM ascorbic acid and 1 mM

methyl viologen34 while omitting polydG-dC and adding the desired concentra-

tion of CaCl2.

Microscope. The set-up (Supplementary Fig. 2) was built around an inverted

optical microscope (Olympus, IX-71) with an oil immersion (Nikon,

360, NA 5 1.49) objective lens. For fluorescence excitation of Cy3 and Cy5,

we used a 532-nm solid-state laser (Crystalaser) and a 635-nm diode laser

(Thorlabs), coupled into single-mode optical fibres. For optical trapping, we

used a 1,064-nm NIR Nd:YVO4 solid-state continuous-wave laser (Coherent,

Compass 2500MN). The laser beams were combined using dichroic mirrors

(Chroma) and delivered to the microscope with a polychroic mirror

(Chroma) that reflected all laser beams but allowed transmission of emitted

fluorescence. A blue LED (Thorlabs; 455-nm emission peak) facilitated simul-

taneous bright-field fluorescence imaging. The image on the side port of the

microscope was split with a long-pass dichroic (Omega, 505DCLP) and the blue

light was projected with relay lenses on a fast CCD (Andor, DV860DCS-BV). The

fluorescence image was further magnified with a pair of achromatic lenses

(Thorlabs), combined with the image of a pinhole (that acted as a bright fidu-

ciary mark to stabilize the two-colour imaging optics) with a 95:5 partial mirror,

and collimated with an achromatic lens with f 5 5 cm. The collimated light was

split into two separate paths by a long-pass dichroic with extended reflection

(Chroma, 645DCXR), band-pass-filtered to select Cy3 and Cy5 emission

(Chroma, HQ570/50 and HQ700/100), and projected onto the CCD (Andor,

DV897CSO-BV) with an imaging lens with f 5 5 cm. A pair of homemade piezo-

electric tip-tilt flexure mirror mounts was used to adjust the position of each

colour image on the CCD independently.

A three-axis closed-loop piezoelectric stage (Physik Instrumente, 561-3DD)

equipped with capacitive position sensors was used to control the position of the

sample on the microscope stage. The stage was calibrated in the factory to sub-

nanometre accuracy with a laser interferometer and the nonlinearity of the

capacitive sensors was corrected to 0.01% with a digital controller (Physik

Instrumente, E-710).

The data acquisition and instrument control was performed with software

written in LABVIEW (National Instruments). Off-line data analysis was per-

formed in IDL (ITT Visual Information Solutions, versions 6.0–6.4).

Single-molecule localization. Each fluorescent spot was fitted to a 2D

Gaussian2,35 to locate the centre position of the fluorophores, xgreen ; (xgreen,

ygreen) and xred ; (xred, yred), on the CCD detector. Because the apparent width of

the 2D Gaussian peaks depends on the axial position of the sample36, zgreen and

zred were also measured and used to actively stabilize the microscope focus

(Supplementary Methods).

We note that accurate localization was achieved with freely rotating dyes that

appeared as isotropic emitters, which was the case for DNA tethered at only one

end and stretched away from the surface with the optical trap, as well as for the

dyes on the E-cadherin dimers. When we attached Cy3 and Cy5 to the ends of

short DNA duplexes of known length and immobilized such molecules to the

surface with biotin–streptavidin interactions at both ends, asymmetric fixed-

emission dipole patterns were observed, causing 5–10-nm localization errors

(Supplementary Fig. 15).

Mapping offset calibration using Cy3–Cy5 DNA duplexes. To confirm whether

the bead calibration would be valid for measurements with Cy3 and Cy5, we

repeated the calibration of the same 1-square-pixel area using multiple fluorescent

beads. Although the linear mapping coefficients are consistent to 1–2%, nominally

identical beads had systematic offset errors of a few nanometres (Supplementary

Information), perhaps owing to variations in the distribution of fluorescence

material in each bead. We performed an independent calibration in the same

region using individual 20-bp Cy3–Cy5 DNA duplexes attached to the surface

by a flexible single-stranded linker. For each molecule, we locked the position,

xgreen, of the Cy3 and measured the position, xred, of the Cy5. The Cy3–Cy5 duplex

calibration verified to ,2% the values of the linear coefficients obtained with

beads. However, the reproducibility between individual Cy3–Cy5 molecules,

0.7–1.5 nm, was superior to that for the fluorescent beads (Fig. 2c), allowing

calibration of the offset terms with 0.3–0.6-nm precision after averaging the cal-

ibration data from N < 10 duplexes on each grid point (Supplementary Fig. 16).

Optical trap calibration. The forward-scattered trapping beam was collected with

a condenser lens whose back focal plane was imaged on a quadrant photodetector

to track the position of the trapped bead. The signals from the photodetector were

acquired for processing either with a spectrum analyser (Stanford Research

Systems) or with a 16-bit data acquisition board (National Instruments), installed

in a personal computer. The sensitivity of the photodetector position detector,

2.5 6 0.25 mV nm21, was calibrated by raster-scanning with the piezo-stage

microspheres stuck on the coverglass. The trap stiffness, kT, was calibrated using

the equipartition theorem and was found to depend linearly on the laser power.

doi:10.1038/nature09163

Macmillan Publishers Limited. All rights reserved©2010

www.nature.com/doifinder/10.1038/nature09163
www.nature.com/nature
www.nature.com/nature


The trap was passively kept fixed with respect to the DNA tethering point on
the sample stage by stabilizing the room temperature (,0.5 uC peak to peak),

which reduced instrumental drift to at most a few nanometres over several hours,

causing a negligible change in the geometry. The trapping beam intensity

remained constant to within a few per cent at 400 mW during the measurements,

creating a trap stiffness of kT 5 0.05 6 0.006 pN nm21.

Manipulation of Cy3/Alexa 647 DNA constructs. With the trap on and the Cy3

position locked at the set point, each DNA-tethered microsphere was measured to

be 187 nm away from the trap centre, with ,10-nm bead-to-bead reproducibility,

perhaps owing to the polydispersity of the DNA–surface and DNA–bead linkers.

From the trap stiffness we estimate a force of 9.3 6 1.0 pN, and from the geometry

(Supplementary Fig. 10) we estimate a fractional extension of 96.7 6 2% for the

,1.6-kb dsDNA tethers.

Elimination of cyanine-dye enhanced photobleaching. During combined

optical trapping/single molecule fluorescence imaging37, absorption of a NIR

photon during the excited-state lifetime of certain cyanine dyes (Cy3 and

Alexa 555) can cause irreversible photodestruction38. Because the excited-state

lifetime of Cy3 is ,1 ns and relevant experimental time scales are ,1 ms or

longer, this problem is circumvented by alternating the excitation and trapping
beams39 (A.P., unpublished observations). However, alternating frequencies

close to the viscous relaxation time of the bead can compromise the performance

of the trap39 and increase position noise. In previous work39, modulation fre-

quencies up to only 50 kHz were possible. In our set-up (Supplementary Fig. 2),

the same radio-frequency signal from a voltage-controlled oscillator drives both

the 532-nm and the 1,064-nm acousto-optic deflectors (Isomet, 1205-C), and a

radio-frequency switch (Mini-Circuits, ZYSWA-2-50DR; 6-ns rise/fall time)

alternates between the two. The signal driving the switch is a square wave from

a function generator and the radio-frequency signal is amplified to ,1 W to

drive the acousto-optic deflectors. By reducing the beam waist (,100mm) inside

the acousto-optic crystals, our home-made electronics achieve modulation fre-

quencies of at least 1 MHz, as verified by a fast photodiode, which is a 20-fold

improvement. Chopping the trapping beam at these frequencies has no adverse

effects, other than a twofold reduction in the trap stiffness due to the 50% duty

cycle, and simultaneously eliminates the enhanced photobleaching of the Cy3

(Supplementary Fig. 17).

Measurements of Alexa 647/Alexa 647 distances by sequential photobleach-

ing. For two identical fluorophores at positions x1 and x2, separated by distance
d 5 jx1 2 x2j= l, the centroid, xpre, of the combined image, Ipre 5 I1 1 I2,

before one of them bleaches will be xpre 5 (I1x1 1 I2x2)/Ipre. After molecule

one bleaches, for example, the centroid of the image will be displaced by

Dx~xpre{x2~
I1(x1{x2)

Ipre

~
Ipre{Ipost

Ipre

d~
DI

Ipre

d

That is, the distance d can be estimated from the displacement of the image

centroid and the relative change in total image intensity as d 5DxIpre/DI. For

two identical Alexa 647 dyes attached to the EC5 domains of an E-cadherin

dimer, DI/Ipre < 0.5 and the direction of the vector Dx is randomly distributed

over 2p (Supplementary Fig. 18a, b). In the analysis of the EC5–EC5 distance

distribution, we included only molecules with DI/Ipre in the range [0.45, 0.55].

Refinement of the EC5–EC5 distance distribution. The statistical error in the 2D

EC5–EC5 distance is sEC5{EC5
2D~2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2s2

A647;prez2s2
A647;post

q
, with a distribution

peaked at ,1.9 nm (Supplementary Fig. 18c). Selecting molecules that yielded

increasingly higher photon counts and correspondingly smaller localization errors
(to reject the subpopulation that was not tracked to high enough precision) can

improve the resolution of the main peak at xEC5–EC5 < 32 nm from sdistance 5 3 nm

to sdistance 5 1.5 nm (Supplementary Fig. 19), reflecting errors of sloc 5 (1.5/

2!2) nm 5 0.6 nm in the x and y coordinates of the dyes before and after photo-

bleaching. For a random subset of the data, the resolution is not increased.
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CORRIGENDUM
doi:10.1038/nature09031

Asymptomatic deer excrete infectious prions
in faeces
Gültekin Tamgüney, Michael W. Miller, Lisa L. Wolfe,
Tracey M. Sirochman, David V. Glidden, Christina Palmer,
Azucena Lemus, Stephen J. DeArmond & Stanley B. Prusiner

Nature 461, 529–532 (2009)

In this Letter, there was an error in the calculation of infectious doses.
The correct sentence should read: Assuming a constant infectious
dose of 0 log ID50 units in 3 mg of faeces (equivalent to 2.5 log
ID50 units per gram of wet faeces), the cumulative total dose of prions
shed during a 10-month period based on 780 g wet weight of faeces
produced per day25 is 7.9 log ID50 units, which is similar to 7.8–9.3 log
ID50 units found in brains of terminally sick mule deer, assuming an
average brain weight of 200 g. Because the estimated values in faeces
and deer brain are both ,1,000-fold lower than originally published,
this error does not affect the overall conclusions of the paper.

It is noteworthy that mule deer brain samples were bioassayed in
Tg(ElkPrP) mice by inoculation of 30 ml of a 1% (w/v) homogenate,
and faecal samples by inoculation of 30 ml of a 14% (w/v) homo-
genate. The resulting ID50 units in brain and faecal homogenates were
normalized to reflect the ID50 units in 30 ml of 10% brain and 10%
faecal homogenates to facilitate comparisons (see Supplementary
Information associated with original manuscript).

25. Arthur, W. J. & Alldredge, A. W. Seasonal estimates of masses of mule deer fecal
pellets and pellet groups. J. Wildl. Mgmt 44, 750–752 (1980).

CORRECTIONS & AMENDMENTS NATUREjVol 466j29 July 2010

652
Macmillan Publishers Limited. All rights reserved©2010



CORRIGENDUM
doi:10.1038/nature09316

NLRP3 inflammasomes are required for
atherogenesis and activated by cholesterol
crystals
Peter Duewell, Hajime Kono, Katey J. Rayner, Cherilyn M. Sirois,
Gregory Vladimer, Franz G. Bauernfeind, George S. Abela,
Luigi Franchi, Gabriel Nuñez, Max Schnurr, Terje Espevik, Egil Lien,
Katherine A. Fitzgerald, Kenneth L. Rock, Kathryn J. Moore,
Samuel D. Wright, Veit Hornung & Eicke Latz

Nature 464, 1357–1361 (2010)

In this Letter, the address for author Veit Hornung was listed in-
correctly. The correct address is: The Institute of Clinical Chemistry
and Pharmacology, University Hospitals, University of Bonn, 53127
Bonn, Germany. Also, Veit Hornung was funded by the European
Research Council and by the Deutsche Forschungsgemeinschaft.
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Happier male academics 
Among untenured biological and physical 
sciences faculty members in the United 
States, men and women report marked 
differences in job satisfaction, according 
to a 12 July report by Harvard University’s 
Collaborative on Academic Careers in 
Higher Education. In both disciplines, men 
are happier than women about the time 
allotted for research, and the compatibility 
of working for tenure while raising a family. 
In biological sciences, men are more 
content with their teaching responsibilities 
and work–life balance; in physical 
sciences, men are happier with their 
opportunities to collaborate with tenured 
faculty members. Men are generally more 
satisfied across all academic areas, and 
physical sciences faculty members are 
happier than those in any other field. 

Women’s health grants
The US National Institutes of Health 
has awarded about $6 million in grants 
to 12 US universities and medical 
centres in the fifth funding round of 
a career-development programme in 
women’s health research. Up to 60 junior 
researchers will take part in the Building 
Interdisciplinary Research Careers in 
Women’s Health programme, as principal 
investigators can select up to five junior-
level researchers from their institution or 
others. Some 378 early-career scientists 
have participated in the development 
programme, which launched in 2000, 
and many have since written their own 
grant applications. “This is a step to 
independence,” says Joyce Rudick, NIH 
director of programmes and management. 

Largest EU science budget
Up to 110,000 science research posts will 
be created at 16,000 universities, research 
institutions and companies as part of a 
€6.4-billion (US$8.25-billion) investment 
by the European Commission (EC), says 
Mark English, EC spokesman for research, 
innovation and science. The 2011 budget 
— the largest ever for EC research and up 
12% from 2010 — will help to lift Europe’s 
economy by speeding discoveries into the 
market, said Máire Geoghegan-Quinn, 
commissioner for research, innovation and 
science, on 19 July. The funds will largely 
support research into climate change, food 
security and health. Innovation is the best 
way to create “good jobs that will withstand 
globalization”, said the commissioner.

PROSPeCTS

Backlash against multitasking

Four centuries after the 
renaissance, the halcyon 
days of the polymath may 
have returned — and some 
budding scientists are not 
pleased. Young investigators 
might not be required 
to emulate Leonardo da 
Vinci, the epitome of the 
renaissance man, but 
scientists are urged more 
and more often — including in the pages of 
Naturejobs — to expand their skill sets to make 
themselves more marketable for research 
positions, and to bring them more in touch 
with the financial realities of today’s science. 
sometimes it seems that being good at the 
research itself is no longer enough, especially 
given the tight job market in some regions and 
sectors. This is not necessarily a good thing.

at a 1 July conference called ‘Tomorrow’s 
giants’, convened by the royal society in 
London as part of its 350th-anniversary 
celebrations and co-organized by Nature, 
postdocs from across the United Kingdom 
weighed in on the issues that they feel are 
most important to them and their future 
colleagues. esteemed senior scientists and 
administrators listened in and offered their 
own views; UK science ministers, university 
chancellors and Nature’s editor-in-chief 
were among the panellists. several postdocs 
raised the topic of training, but they weren’t 
calling for more — they wanted less. These 
young scientists argued that they had not 
steeped themselves in the movements of 
mitochondria, the make-up of molecules or 
the fundamental foundations of the Universe 
in the hope of learning how to ‘expand their 
skill set’. most work long hours at low pay so 
they can be scientists: investigators unveiling 
the mysteries of the natural world.

Yet they’re often told that they must 
be much more. career counsellors say 
that young researchers must also be good 
communicators, able to explain their work to 
the taxpayers who often indirectly fund it. it 
is true that the importance of that work must 
be made clear; researchers should fight any 
perception that they are tinkerers using public 
money simply to satisfy inconsequential 
curiosities. ideally, scientists should have 
public-relations skills and be able to articulate 
clearly and concisely to the media how their 
findings — however basic or fundamental — 
might one day make a difference to society.  
a little bit of salesmanship is not a bad idea. in 
a perfect world, they should also know how to 

manage a lab and delegate 
responsibilities efficiently.

so how might young 
scientists face expectations 
and stay marketable? 
some commentators 
take a hard-line stance, 
as articulated at the royal 
society meeting by adrian 
smith, director-general of 
science and research at the 

UK Department for Business, innovation and 
skills. The reality, as he and others would have 
it, is that scientists must master multiple skill 
sets, in addition to research, to succeed. if they 
don’t have both the scientific acumen and the 
ancillary soft skills, commentators say, their 
careers could suffer. Deal with it.

others — including some postdocs at the 
royal society meeting — take a different 
view. They say that scientists should consider 
the benefits of a training course or two, but 
not neglect the science — ever. researchers 
should concentrate first and foremost on 
their work, and not worry too much about 
management skills that may or may not end 
up being germane to their career. Distractions 
from the science increase the likelihood of 
failing to finish a project and acquire much-
needed publication credentials. after all, 
researchers are passionate about their 
science, not about media training. The future 
will need people who can do science, not just 
those who can sell it, say these ‘purists’.

There is a third option, or perhaps a 
corollary to the above, that was suggested at 
a session of the biennial euroscience open 
Forum meeting in Turin, italy, in early July. 
gerhard Wolf, a member of the european 
Union’s economic and social committee, 
proposed that scientists who are, say, not 
gifted communicators should consider 
eschewing the frustrating pursuit of such 
soft skills. instead, he argues, they should 
find a research team that includes a good 
communicator, a team in which their scientific 
talents complement those of other members. 

This makes sense, especially in this age 
of interdisciplinary team science. There is 
plenty of room for the renaissance men or 
women, the capable scientists who can see 
the big picture, communicate that vision to the 
layperson, and run a lab like a small business. 
But the specialists, the scientists with a laser 
focus on their discipline of choice, also have 
a crucial role. Tomorrow’s giants will have 
multiple forms, not just multiple tasks.  ■

Gene Russo is the editor of Naturejobs.

Scientists are increasingly asked to master skills in addition to their 
research. This is not necessarily a good thing, says Gene Russo.
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Few scientists realize that the enormous budget of the US Department of Defense includes 
sizeable funds for basic research. Eric Hand provides a guide for the uninitiated.

The Pentagon in Washington DC, the 
headquarters of the US Department 
of Defense (DOD), is the largest 
office building in the world. With an 

annual budget of more than US$700 billion, it 
has the financial heft to match. 

Often overlooked within that behemoth 
building and budget is a small but significant 
programme dedicated to basic research. The 
DOD’s $1.9-billion basic-research budget 
for fiscal year 2010 may be pocket change 
compared with what the Pentagon spends 
on huge military hardware projects overseen 
by generals and admirals. But it is a major 
source of unrestricted research funding for 
laboratory scientists, especially in the physical 
sciences and engineering, and is not too far 
afield from big basic-science funders in the 
United States such as the National Science 
Foundation (NSF) (annual budget: 
$6.9 billion for fiscal year 2010) 
and the Department of Energy’s 
Office of Science ($4.9 billion).

In some research fields, the 
military is the most important 
funding source. For example, 
one-third of all federal support 
for computer scientists and 79% of the 
support for mechanical engineers come 
from the DOD. The US Navy, one of four 

organizations within the DOD that disburses 
the basic-research money, supports 31% of all 
oceanography research.

The US military supports many traditional 
fields, but it also tries to identify emerging 
basic-research areas that could yield advances 
to serve military needs, such as information 
processing, cryptography and new battlefield 
materials and energy sources. This spring, 
the DOD identified six target sub-fields: 
quantum information sciences; biomimetics; 
cognitive and computational neuroscience; 
sociocultural understanding and modelling; 
advanced energy generation and storage; and 
computational materials science.

In DOD parlance, this basic-research 
money is often called ‘6.1’ to distinguish it 
from other ‘technology readiness’ categories 
that range from applied research (6.2) 

to weapons or technology 
development or assembly (6.3 
and above). The 6.1 funds are 
divided between four places: 
the Defense Advanced Research 
Project Agency (DARPA) — the 
DOD’s high-risk, high-reward 
research and development 

arm, based in Arlington, Virginia — and 
the research offices maintained by the three 
military branches: the Arlington-based Office 

of Naval Research (ONR); the Air Force 
Office of Scientific Research (AFOSR), also 
in Arlington; and the Army Research Office, 
based in Durham, North Carolina. 

Like the NSF, these agencies have 
programme managers who distribute the 
money. About one-quarter of the $1.9 billion 
goes to the military’s dedicated research labs, 
such as the Naval Research Laboratory in 
Washington DC. But just over half of it ends 
up as extramural grants that go to universities.

No holds barred
Military research funding in the United 
States has tapered as a percentage of overall 
federal research support since its ‘golden age’ 
— the period just before and immediately 
after the Second World War. Back then, the 
military supported the Manhattan Project 
to develop the atom bomb, the development 
of radar, and the deep-sea mapping that 
led to the discovery of sea-floor spreading 
and plate tectonics. But Robin Staffin, the 
DOD’s director for basic research, says that 
his division has been awarded some healthy 
funding rises in recent years. In February, the 
Obama administration’s 2011 budget proposal 
requested a 6.2% increase in DOD 6.1 funding 
from $1.9 billion to $2 billion, even as the 
DOD 6.2 and 6.3 requests suffered declines. 

ENLISTING INVESTIGATORS

“There’s big 
support for 
these young-
faculty grants.”
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DOD 6.1 funding comes with few strings 
attached — something that might surprise 
many researchers, says Staffin. “We need to get 
the word out,” he says of his overlooked niche. 
Because the money is devoted to fundamental 
research — not to weapons, for example — 
the work is unfettered and 
unrestricted. There are no 
issues with security clearances, 
publishing restrictions or 
export controls that inhibit 
foreign researchers in sensitive 
research areas such as lasers, 
sensors or other components of 
military hardware.

So what is in it for the DOD? 
The agency, says Staffin, 
prefers to support public-
sphere research, keep track 
of discoveries, and develop 
scientists who can advise 
on potential applications, 
rather than mining the basic 
research of other agencies and 
translating it into military 
applications without the basic 
research expertise.

Moreover, the application process can be 
faster and less formal than in other funding 
agencies — sometimes beginning with a 
phone call to the programme manager. That 
informal process makes DOD basic-research 
funding a potentially great way to support, 
or launch, a career, says Angela Belcher, 
a materials chemist at the Massachusetts 
Institute of Technology in Cambridge. “I 
think it’s something that young people don’t 
think about as automatically as, maybe, the 
NSF,” she says. “But there’s big support for 
these young-faculty grants.” 

Painless grant applications
At the NSF, programme managers convene 
panels of external scientists to conduct 
peer review of grant applications, and the 
amount of money that goes to different 
scientific fields shifts slowly over time. But 

with DOD funding, programme managers 
have much more power and flexibility, says 
Harold Weinstock, a programme manager 
in the Physics and Electronics Directorate 
at the AFOSR. “I have a very strong hand 
in shaping the programme and deciding 

which people to fund,” he 
says. Weinstock advises 
potential investigators to 
check the Air Force research 
office website to see whether 
their research interests align 
with areas that the Air Force 
supports, and to give him a 
call if there is an overlap. If 
Weinstock thinks a proposal 
has merit, he typically requests 
an informal white paper 
describing a potential route 
of investigation. He then 
sends that paper to just one 
or two scientists for review. 
After receiving positive 
feedback, Weinstock asks 
the researcher for an official 
funding proposal. “At that 
point, their chances of funding 

are extremely high,” he says. “It’s a fairly 
painless process. A programme manager at 
the DOE or NSF cannot do that.” In general, 
the granting process at the DOD is less rigid 
than elsewhere, and is built on conversations 
and relationships rather than on rote 
applications.

Graduate students of any nationality can 
participate on a principal investigator’s DOD 
grant. Non-US principal investigators in 
foreign institutions can also apply for the 
money. “We fund plenty of people overseas,” 
says Michael Kassner, director of research 
for the ONR, who has awarded grants to 
researchers in former Soviet states.

DOD programme managers tend to 
tolerate unusually high levels of risk in the 
proposals they fund. For example, Weinstock 
initiated a funding line at the end of 2008 that 
is now worth $6.5 million a year; he sought 

specialists looking for high-temperature 
superconductors. Many researchers with 
non-DOD support have been working with 
iron pnictides, a newly discovered class of 
superconductors. But Weinstock has funded 
those interested in finding compounds 
that could have more potential for practical 
applications, such as superconducting 
materials that are easier to turn into wires 
and work at high temperatures. “We’re asking 
people to go out on a limb,” he says.

Basic-research drift
The ability to cultivate promising young 
investigators is something that the DOD 
agencies want to maintain, says Kassner. He 
points out that over the history of the ONR, 
the US Navy has supported 57 scientists who 
later won Nobel prizes. Some programme 
managers, however, have problems with the 
small amount of peer review in the DOD 
grant process. Both Kassner and Staffin 
want to see more regular external reviews 
of awards. Yet the DOD released a report 
in May on its basic research programme by 
a group of external scientists that did not 
condemn the programme’s relative lack of 
peer review. Instead, the report criticized 
what it called ‘drift’, a tendency for the 6.1 
money — which is supposed to be designated 
for undirected, fundamental research with 
no short-term applications — to move ever 
closer to applied research with military 
applications. “We have to be vigilant that 
the 6.1 funding remains 6.1,” says Kassner. 
Staffin hopes to establish a basic-research 
advisory committee next year composed 
of external scientists to help address this 
problem.

Some scientists don’t mind a drift towards 
the more applied. For Belcher, the fact that 
the DOD money is focused in a specific area 
— and could conceivably lead to a military 
application one day — is part of its attraction. 
Belcher has been accustomed to DOD 6.1 
funding since she was a graduate student at 
the University of California, Santa Barbara, 
where she worked on the structure of abalone 
shells with support from the ONR through 
her adviser. She has had continuous DOD 
6.1 support as an independent researcher 
since 1999, mostly from the Army research 
office but also from the AFOSR and DARPA. 
Her current research involves the use of 
genetically modified viruses that interact 
with inorganic materials and self-assemble 
into nanostructures that are useful in a 
variety of industries. 

Although Belcher knows that advances in 
these areas would help the military, she also 
believes that discoveries — which could be 
in everything from batteries to electronics to 
medicine — would contribute to the greater 
good. Says Belcher, “The basic science we’re 
developing is the same for both.” ■

Eric Hand is a reporter for Nature based in 
Washington DC.The US Naval Research Laboratory is among the recipients of basic-research funding from the US military. 

“I have a strong 
hand in shaping 
the programme 
and deciding which 
people to fund.” 
— Harold Weinstock
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Deborah Walker

An English church. An August wedding.
Auntie Merkel sits at the front of the 

church, staring at the happy couple. She’s 
wearing her wedding suit, a three-buttoned 
crocheted jacket over a matching dress. 
The light from the stained-glass windows 
reflects off her wing-tipped, milk-bottle 
glasses.

Two widows, Edith and her sister, Moira, 
sit whispering to each other, passing com-
ment on the rest of the congregation. They 
have chosen a respectable position in the 
middle of the rows of pews: close enough 
to show that they are family, far enough to 
show that they are not pushing themselves 
forward. 

“Is that Auntie Merkel?” 
says Moira. “My word, yes, 
it is.” 

“She must be getting on a 
bit,” says Edith. “I remem-
ber her being around when 
I was just a kiddie.”

“She attends every family 
wedding,” say Moira. “She 
must love weddings.”

“She can’t love them that 
much; she’s an old maid,” 
says Edith. 

“What’s that in her bag? 
It looks like a rat.” Moira 
leans forward to observe the 
strange creature peeping out from Auntie 
Merkel’s handbag.

“That’s Mr Tegmark,” says Edith. “Auntie 
Merkel’s hairless cat. She always was rather 
eccentric.”

“It’s an odd looking creature,” says 
Moira. When she catches the cat’s eye, it 
disappears into the depths of Auntie Mer-
kel’s bag. “That’s a cat that doesn’t like to be 
looked at,” says Moira with a sniff.

The bride’s matron of honour walks to 
the front of the church. She grips the sides 
of the eagle lectern. Her voice trembles as 
she speaks. 

“Nerves,” says Edith.
The words of the matron of honour flow 

over the sisters: “Wither thou goest, I will 
go; and where thou lodgest, I will lodge. 
Thy people shall be my people, and thy 
God my God. Where thou diest, will I die, 
and there will I be buried. The Lord do so 
to me, and more also, if ought but death 
part thee and me.”

“Ruth is such a lovely book,” murmurs 
Moira. 

Edith nods, lost in the past. They had 

read from the Book of Ruth at her own 
wedding. Such a happy marriage. She 
misses her Bert so much … She seems to 
remember the glint of reflected light at her 
ceremony. “She never comes to the recep-
tion,” she says. 

“Who doesn’t?”
“Auntie Merkel.”
“Ah.”
“She never gave me a present, either,” 

whispers Edith, running her finger along 
the neckline of her dress, which has been 
bought especially for this wedding and is 
a little too tight. 

The sound of the organ fills the church: 
All Things Bright and Beautiful. It is a well-
chosen hymn. The congregation knows 
this one and joins in with gusto. 

Then Cousin Mitch stands up to make 
the final reading. 

Edith nudges her sister. “The nerve of 
him, bringing his fancy piece to a family 
wedding,” she says. 

Moira raises an eyebrow in agreement. 
“He says she’s trying to get a divorce.”

“Divorce? I don’t approve of divorce,” 
says Edith. 

Cousin Mitch stands at the lectern and 
reads aloud: “Love is never boastful, nor 
conceited, nor rude; never selfish, not quick 
to take offence. There is nothing love cannot 
face; there is no limit to its faith, its hope, 
and endurance. In a word, there are three 
things that last forever: faith, hope and love; 
but the greatest of them all is love.”

The sisters have forgotten Auntie Mer-
kel. Thoughts slide around Auntie Merkel; 
it’s better that way. 

Auntie Merkel never brings a present, 
she brings something better. She’s star-
ing at the happy couple and she’s sifting 
through their futures, unravelling the ball 
of tangled string to find the thread of their 
happy marriage.

Chaotic inflation means that the multi-
verse is always stretching, like a loaf of 
bread, forever baking in the oven of eter-
nity. Auntie Merkel likes weddings; she 
likes this family; she likes this bubble 
universe that stopped expanding a while 
ago, and sits static in the bread. When this 
bubble formed in a spasm of spontane-

ous symmetry it enclosed linear time. 
You can keep the other 1010107

 bubbles 
with their diverse physical constraints. 

Auntie Merkel likes linear-
ity; she likes ceremony; she 
likes repetition. 

The couple make their 
vows. 

A successful marriage is 
difficult, but in this bubble-
verse there are plenty of 
worlds to choose from, 
there’s room for happiness. 
Auntie Merkel searches 
for the doppelgängers of 
the happy couple; through 
the parallels and possibili-
ties; through the Hubble 
volumes; discarding the 

myriad worlds of sadness, disappoint-
ment, divorce; always following one thread: 
there are three things that last forever … the 
greatest of them all is love. 

When the couple finish their vows and 
kiss, Auntie Merkel gives the couple their 
gift. Moira was right: Auntie Merkel is a 
romantic. And, although she never brings 
a present, she always gives the couple their 
future.

The wedding is over and the congrega-
tion waits outside the church while the 
couple sign the register. 

Edith rummages in her handbag for a 
box of confetti.

“Where’s Auntie Merkel?” asks Moira.
“She must have slipped away.” 
“Why Edith, you’re crying.”
Edith wipes away the tear. “I had such a 

happy marriage, Moira.”
Moira grips her sister’s hand so tightly 

that her knuckles show white through the 
skin. “I know, my love. We both did. We 
were both blessed.”  ■

Deborah Walker lives in London with her 
partner, Chris, and her two lovely, yet 
distracting, young children. 

Auntie Merkel
The course of true love.
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