


How much of the genome is transcribed and what is the 

function of the RNA output? It used to be possible to give 

straightforward answers to these questions. With a few 

exceptions, transcription was thought to start from defined 

regions — promoters of protein-coding genes — and to serve as an 

intermediate step in the production of proteins.

Recent years have seen a major rethink about the origins and purpose 

of transcription. One important turning point was the discovery of 

RNAi and the subsequent finding that many regulatory small RNAs, 

notably microRNAs, lurked — previously unnoticed — in the genomes of 

eukaryotes. But the picture is far more complicated than this. The ability 

to probe the transcriptome at high resolution using microarrays and, 

more recently, high-throughput sequencing, has revealed a bewilderingly 

complex ‘tangle’ of transcription occurring throughout the genome. For 

instance, a recent flurry of papers has documented extensive bidirectional 

transcription. As reported in a Research Highlight this month (p154), 

a new study suggests another layer of complexity, as transcripts are 

processed to spawn abundant smaller RNAs.

How much of this mass of transcription serves a functional purpose is a 

matter of debate, but insights have started to emerge. Also in this issue, 

a Progress article by John Mattick and colleagues (p155) focuses on long 

non-coding RNAs, which have been shown to have regulatory effects on 

protein-coding genes at the levels of chromatin modification, transcription 

and post-transcriptional processing. The diverse biological roles of the 

targets of these non-coding RNAs, and the involvement of some of them 

in cancer and other diseases, suggest that the field of transcriptomics will 

have an impact across many aspects of biological research.
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There are now many ways in which 
genes that are mutated in particular 
cancer types can be identified, 
including starting from less geneti-
cally complex organisms such as 
Drosophila melanogaster. Kevin 
White and colleagues have taken this 
approach and have identified SPOP 
as a protein that is overexpressed in 
renal cell carcinoma (RCC).

D. melanogaster has proved  
particularly useful for identifying 
gene networks that are conserved 
throughout evolution. White and 
colleagues started with two  
pair-rule genes — eve and ftz —  
homeobox genes that are part of 
a gene network often disrupted 
in human disease. Using a variety 
of information about Eve and Ftz, 
they built a predictive gene network 
model. Initially, gene expression 
patterns from wild-type embryos or 
embryos with mutated eve or ftz taken 
over a time course of 2–7 hours after 
egg laying (AEL) were compared. 
Chromatin immunoprecipitation 
analysed on DNA microarrays 
(ChIP–chip) was also used to map 
Eve and Ftz DNA binding sites  
2 hours AEL. Genes that were both 
differentially expressed and identified 
by the ChIP–chip approach were 
considered as putative targets: 137 Ftz 
target genes and 98 Eve target genes. 
To extend the network further, the 
authors then added in information  
on the target genes obtained from 
automated literature-mining  
techniques and yeast two-hybrid 
protein–protein interaction data.  
The resulting network contained 
4,084 genes and proteins and 6,648 
interactions between them.

Having tested that specific 
links within the network behave as 
expected, the authors analysed the 
150 genes that have validated human 

homologues. The top candidate  
(a major network hub) was roadkill 
(rdx), which is 79% identical to the 
human protein SPOP. The network 
model indicated that D-SPOP (Rdx) 
is a Ftz target 2–3 hours AEL and 
then becomes an Eve target 6–7 hours 
AEL, and that D-SPOP interacts with 
the Jun kinase phosphatase Puckered 
(Puc). Further analyses indicated that 
D-SPOP and Puc interact and this is 
important for the regulation of Eiger 
(tumour necrosis factor)-induced 
apoptosis in neurons. Indeed, the 
authors found that D-SPOP, like 
human SPOP, can induce protein 
ubiquitylation and degradation, and 
D-SPOP induced the degradation 
of Puc, which functions to inhibit 
Eiger-mediated JUN N-terminal 
kinase-induced apoptosis.

As homologues of Eve and Ftz 
targets are involved in tumorigenesis 
in humans, the authors investigated 
whether SPOP shows altered expres-
sion in tumours using a human tissue 
microarray. They found that SPOP 
is highly expressed in 85% of RCCs, 

whereas the protein is expressed at 
a low level in normal kidney tissue. 
Moreover, they found that SPOP 
expression can be used to identify 
different types of RCC. In clear cell 
RCC, which in some cases can be dif-
ficult to distinguish from other types 
of RCC, 99% of cases were positive 
for SPOP expression, as were 86% of 
chromophobe RCCs, whereas only 
22% of papillary-type RCCs were 
positive.

The authors conclude that analys-
ing gene networks on the basis of 
information in D. melanogaster is 
an effective method for understand-
ing the biological function of these 
networks, for identifying conserved 
gene networks and identifying new 
genes within these networks that are 
deregulated in human disease.

Nicola McCarthy,
Chief Editor, Nature Reviews Cancer

ORIGINAL RESEARCH PAPER Liu, J. et al. 
Analysis of Drosophila segmentation network 
identifes a JNK pathway factor overexpressed in 
kidney cancer. Science 22 Jan 2009 (doi 10.1126/
science1157669)
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Characterizing the proteins that 
bind to and regulate specific genes 
is crucial for understanding gene 
regulation. A new method called 
proteomics of isolated chromatin seg-
ments (PiCh) promises to accelerate 
progress in this area, by allowing the 
full complement of proteins that bind 
to a particular gene to be assayed in a 
single experiment.

Chromatin immunoprecipitation 
(ChIP) is a technique that is widely 
used to determine whether a protein 
of interest binds to a particular 
genomic region. But this method 
relies on antibodies to known 
DNA-binding proteins and does not 
provide a complete description of 
protein composition. To overcome 
these limitations PiCh uses a specific 
DNA probe to isolate proteins from 
fixed cells, which are then character-
ized using mass spectrometry (MS). 
Because MS analysis requires a 
relatively large quantity of protein 
(at least a picomole) Dejardin and 
Kingston, who developed PiCh, 
tested their approach using telomeres 
— the abundance of which neces-
sitates less starting material than for 
single copy loci.

Using PiCh, the authors were  
able to identify most known telom-
eric factors. By comparing different 
cell lines that expressed mutant 
telomerase, they were also able to 

pinpoint differences in protein com-
position of telomeres maintained by 
the reverse transcriptase and alterna-
tive lengthening of telomeres (ALT) 
pathways. Importantly, they also 
discovered many novel telomeric 
associations; for example, between 
telomeres that are maintained by 
ALT and orphan receptors from 
the nuclear hormone receptor 
superfamily. Although further opti-
mization will be required to study 
single copy genes in humans and 
other organisms with large genomes, 
PiCh could be immediately applied 
to other repeat sequences and to low 
copy sequences in organisms with 
small genomes.

Meera Swami

ORIGINAL RESEARCH PAPER Dejardin, J. & 
Kingston, R. E. Purification of proteins associated 
with specific genomic loci. Cell 136, 175–186 
(2009).
FuRtHER REAdING Schones, D. E. & Zhao, K. 
Genome-wide approaches to studying chromatin 
modifications. Nature Rev. Genet. 9, 179–191 (2008).
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 C H R O M AT I N

Role of Jhdm2a in regulating metabolic gene 
expression and obesity resistance
Tateishi, K. et al. Nature 4 Feb 2009 (doi:10.1038/nature07777)

This paper reveals a physiological role for a chromatin- 
modifying protein — the histone H3 lysine 9 (H3K9) 
demethylase JHDM2A. Disruption of Jhdm2a function in mice 
led to obesity and hyperlipidaemia. The authors showed that 
JHDM2A expression is induced by β-adrenergic stimulation 
and that this leads to direct activation of two genes that are 
involved in metabolic regulation — peroxisome proliferator 
activated receptor-α (Ppara) and uncoupling protein 1 (Ucp1) 
— by both decreasing levels of H3K9 dimethylation and 
facilitating the recruitment of transcriptional coactivators.

 H U M A N  G E N O M I C S

Population analysis of large copy number variants and 
hotspots of human genetic disease
Itsara, A. et al. Am. J. Hum. Genet. 84, 1–14 (2009)

Using genome-wide SNP data from ~2,500 apparently normal 
individuals, these authors found that large (>100 kb) copy number 
variants are common in humans and that at least 1% of individuals 
carry variants longer than 1 Mb. However, individual large 
variants segregate at low frequencies (0.1–1%) in the general 
population. The authors also suggest that the anticorrelation 
between both the size of a variant and its gene density with allele 
frequency indicates that large variants are generally deleterious 
and so may contribute to disease phenotypes.

 v I R A l  G E N E T I C S

Recombination of retrotransposon and exogenous 
RNA virus results in nonretroviral cDNA integration
Geuking, M. B. et al. Science 323, 393–396 (2009)

This study reveals that RNA viruses, not just retroviruses, can 
integrate into the host genome. RNA viruses acquire this 
ability by recombining with an endogenous retrotransposon. 
The authors observed in vitro and in vivo that a mouse RNA 
virus (lymphocytic choriomeningitis virus) can use the reverse 
transcriptase and integrase functions of an endogenous 
retrotransposon (intracisternal A-type particle) to insert a 
recombinant cDNA sequence into the host genome. This finding 
raises the need to look closely at endogenous, largely inactive 
retroviral elements before attempting viral-based gene therapy.

 F U N C T I O N A l  G E N O M I C S

Integrating computational biology and forward 
genetics in Drosophila
Aerts, S. et al. PLoS Genet. 5, e1000351 (2009)

A new study shows that integrating genome-wide computational 
gene prioritization with large-scale in vivo genetic screening — 
termed systems genetics — increases the efficiency of identifying 
functional genes. The authors combined the Endeavour-HighFly 
web resource for gene prioritization with genetic screening of 
Drosophila species mutant, deficiency and RNAi collections, 
identifying a novel gene interaction network for the Drosophila 
proneural transcription factor Atonal. They then used systems 
genetics to prioritize the entire Drosophila melanogaster genome 
for 10 canonical biological pathways, creating a publicly available 
database of prioritized pathway candidates.

in brief

R e s e a R c h  h i g h l i g h t s

nature reviews | Genetics  volume 10 | march 2009

© 2009 Macmillan Publishers Limited. All rights reserved



How specific maternal and paternal 
patterns of DNA methylation are 
established in the germ line is a 
crucial aspect of genomic imprinting 
that is poorly understood. A new 
paper has now added transcription  
to the mix of factors needed for 
methylation in mammalian oocytes.

Differentially methylated regions 
(DMRs) are CpG islands that are 
methylated in either maternal or 
paternal gametes and they lead to 
monoallelic expression of imprinted 
genes in the offspring. In maturing 
oocytes the DNA methyltransferase 
DNMT3a and its co-factor DNMT3L 
are responsible for setting up the 
maternal imprint, but why DMRs are 

specifically targeted for methylation is 
unclear. The periodicity of CpG dinu-
cleotides in DMRs and the absence 
of histone H3 lysine 4 methylation 
seem to be important and yet are 
insufficient to explain why DMRs 
but not other CpG islands become 
methylated.

To try to fill in the picture, 
Chotalia and colleagues explored 
whether transcription had an impact 
on maternal methylation at the Gnas 
locus in mouse oocytes — three 
DMRs at this locus control monoallelic 
expression of five imprinted tran-
scripts. The protein-coding Nesp gene 
starts upstream of the DMRs and 
traverses the entire locus. When the 
authors truncated the Nesp transcript 
by inserting a termination cassette, 
they found that germ line methyla-
tion of the DMRs was lost and this 
disrupted imprinted expression of the 
Gnas cluster in offspring.

The authors also observed tran-
scription in oocytes across DMRs 
at several other maternally marked 
imprinted domains, but transcrip-
tion in oocytes was not a common 
feature of similar non-imprinted or 
paternally methylated CpG islands. 

Coupling these findings to the known 
link between histone methylation 
and DNA methylation they suggest 
two hypotheses: that transcription 
through DMRs in oocytes might 
create a chromatin environment that 
allows access of the DNA methyla-
tion machinery to the DMRs; or that 
the transcripts could help to recruit 
proteins involved in DNA methylation 
or histone demethylation.

As well as offering potential 
insights into the evolution of imprint-
ing, this new-found role for tran-
scription in establishing imprinting 
could also help to explain the basis of 
some human imprinting disorders. 
For example, some individuals with 
Angelman’s syndrome or pseudo-
hypoparathyroidism type 1b have 
maternally transmitted microdeletions 
upstream of DMRs that result in loss 
of methylation at the DMRs. These 
deletions might disrupt an upstream 
transcript that is required for methyla-
tion in the female germ line, so loss of 
transcription could be the molecular 
defect in these cases.

Mary Muers

ORIGINAL RESEARCH PAPER Chotalia, M. et al. 
Transcription is required for establishment of 
germline methylation marks at imprinted genes. 
Genes Dev. 23, 105–117 (2009)
FuRtHER REAdING Sasaki, H. & Matsui, Y. 
Epigenetic events in mammalian germ-cell 
development: reprogramming and beyond. 
Nature Rev. Genet. 9, 129–140 (2008)
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Remember cloning a gene the old-
school way? Or studying only one 
gene at a time? A recent paper by 
Quigley et al. is the latest in a series of  
studies to apply the construction  
of genetic networks to linking geno-
types to phenotypes, specifically in 
mice. The results highlight the poten-
tial of this approach for identifying 
genes with key roles in phenotypes 
that are related to disease.

To identify genetic motifs linked 
to skin cancer and inflammation, 
Quigley and colleagues crossed mice 

of two species, Mus spretus and Mus 
musculus, as they are respectively 
resistant and susceptible to tumour 
development. After inducing skin 
tumours in a number of the mice, 
they extracted mRNA from unin-
volved tail skin for gene expression 
analysis. Combining mRNA profiling 
with linkage analysis allowed the 
authors to construct a ‘susceptibility 
network’ of gene expression and 
regulation in the normal skin.

The normal skin network identi-
fied at least 62 genes involved in hair 
follicle biology, which are regulated 
by numerous expression QTLs 
(eQTLs; genetic loci that influence 
other genes in cis or in trans). A 
candidate regulatory gene in the hair 
follicle network was the G-protein-
coupled receptor Lgr5, agreeing  
with its previously described role as 
a stem cell marker in hair follicles 
and intestinal cells. Further work is 
needed to determine whether Lgr5  
is the ‘master regulator’ of hair  
follicles; presumably this would be of 
great interest to industries concerned 
with hair regrowth.

Construction of the gene 
expression networks from skin 
tumour-susceptible and resistant 
mice suggested that normal skin 
from susceptible mice showed 

enriched expression of genes 
involved in inflammation as well 
as in cell growth and its regulation. 
One locus on mouse chromosome 
15 seems to be linked to expression 
of numerous genes in a network for 
inflammation and barrier function. 
The researchers focused on Vdr as 
the best candidate master regulator 
of this network. Vdr encodes the 
mouse vitamin D receptor, and 
vitamin D levels in humans have 
been linked to cancer susceptibility 
in previous studies. The authors 
speculate that several sequence 
changes between the M. spretus and 
M. musculus alleles affect the pro-
tein’s function and resulting tumour 
susceptibility. These results support 
the notion that adequate levels of 
vitamin D are important for health, 
as well as confirming the power of 
the genetic network approach for 
identifying genotype–phenotype 
relationships.

Chris Gunter,  
HudsonAlpha Institute for Biotechnology

Original research PaPer Quigley, D. A.  
et al. Genetic architecture of mouse skin 
inflammation and tumour susceptibility. Nature 
11 Jan 2009 (doi:10.1038/nature07683)
Web site
Balmain laboratory homepage:  
http://cancer.ucsf.edu/balmain/index.php
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The design of regulatory circuits 
determines their function — for 
example, whether they behave like 
developmental switches — but the 
specific details of the wiring can also be 
influenced by evolutionary pressures.  
A study of flower organ development 
shows that the interaction between 
two key regulatory proteins arose not 
because it is indispensable for function, 
but because it provides robustness 
against incorrect cell fate decisions. 

Class B floral homeotic genes 
encode transcription factors that 
specify petals and male reproductive 
organs. The authors specifically 
examined two such genes, DEFICIENS 
and GLOBOSA, the products of which 
heterodimerize and maintain their 
own expression via a positive 
autoregulatory loop. Given that a 
single gene is capable of maintaining 
an autoregulatory loop, why would it 
be necessary to retain hetero
dimerization? The hypothesis tested 
here is that obligate hetero
dimerization between these two 
ancient paralogues is necessary to 
filter out noise, and hence to canalize 
flower development. 

The authors used a stochastic 
modelling approach to examine 
alternative evolutionary scenarios — 
homodimerization, heterodimerization 
or a mixture of the two. These 
alternatives were compared with 
respect to the activity (ON/OFF) of the 
selfregulating circuit once the initial 
activator is withdrawn. The robustness 
of the switch function is clearly 
favoured by heterodimerization, 
which allows the establishment of the 
autoregulatory loop (when it is most 
labile) to occur more accurately. 

Given the generality of the 
mathematical model, the conclusions 
might apply to equivalent genetic 
relationships in other contexts. 

Tanita Casci 

ORIGINAL RESEARCH PAPER Lenser, T. et al. 
Developmental robustness by obligate 
interaction of class B floral homeotic genes and 
proteins. PLoS Comp. Biol. 5, e1000264 (2009)
FuRtHER REAdING Wilkinson, D. J. Stochastic 
modelling for quantitative description of 
heterogeneous biological systems. Nature Rev. 
Genet. 10, 122–133 (2009) 
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 R N A  i N t e R f e R e N c e

Antiviral immunity in Drosophila requires systemic 
RNA interference spread
Saleh, M.-C. et al. Nature 8 Feb 2009 (doi:10.1038/nature07712)

Insects can mount a local antiviral RNAi defence; however, it has 
now been shown that Drosophila melanogaster can also generate 
a systemic RNAi response. Inoculation of flies with dsRNA 
corresponding to regions of the Sindbis and Drosophila C viral 
genomes led to a sequence-specific systemic immune response, 
which required a recently defined dsRNA uptake pathway. This 
study suggests that immunity in vertebrates and invertebrates 
may be more highly conserved than previously believed.

 d e v e lo p m e N t

Nodal points and complexity of Notch–Ras signal 
integration
Hurlbut, G. D. et al. Proc. Natl Acad. Sci. USA 26 Jan 2009 (doi:10.1073/
pnas.0812024106)

Although it is known that signalling pathways interact during 
development, how signals are integrated remains unexplored. By 
examining the genome-wide, common transcriptional targets of 
two pathways — Notch and receptor tyrosine kinase (RTK) — in 
transgenic fly embryos, the authors reveal extensive crosstalk 
between the two pathways, identify the integration points (which 
were validated through genetic interaction analysis) and suggest 
that Notch increases the output specificity of RTK signalling.

 G e N o m e  e vo l U t i o N

Cryptic variation in the human mutation rate
Hodgkinson, A. et al. PLoS Biol. 7, e1000027 (2009)

Hotspots of biased nucleostide substitution in human 
genes

Berglund, J. et al. PLoS Biol. 7, e1000026 (2009)

These two papers examine factors affecting the rate of 
mutation in the human genome. Hodgkinson and colleagues 
identified nucleotide positions with rapid mutation rates 
as those that have SNPs in both humans and chimpanzees. 
Substantially increased mutation rate at these sites was not 
due to CpG dinucleotides or neighbouring nucleotides, but was 
influenced by sequence context in a complex and previously 
undetected way. A bias towards AT-to-GC substitutions in 
genes with accelerated substitutions in humans, detected by 
comparison with primate genomes, suggested to Berglund and 
colleagues that increased mutation in these genes is influenced 
by recombination rather than positive selection.

 c A N c e R  G e N e t i c s

The dynamic DNA methylomes of double-stranded 
DNA viruses associated with human cancer
Fernandez, A. F. et al. Genome Res. 10 Feb 2009 (doi:10.1101/gr.083550.108)

This paper suggests that the progression of viral-linked cancers 
might be caused by epigenetic changes in the viral DNA. The 
authors created a methylation map of three oncogenic viruses 
— Epstein–Barr virus, human papilloma virus and hepatitis B 
virus — and show that these genomes become progressively 
methylated during disease progression. Methylation, which 
might shield viruses from the immune system, could therefore 
be used as a biomarker for disease.

in brief
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A key principle of developmental 
biology is that during pattern 
formation a cell detects the local 
concentration of a morphogen within 
a gradient, which guides the cell 
down the appropriate differentiation 
pathway. But how can such simple 
information reliably activate the 
range of intricate signalling pathways 
required to pattern a complex struc-
ture? A recent study by Piddini and 
Vincent shows that, in Drosophila 
melanogaster, the Wingless (Wg) 
morphogen does more than just 
trigger gene expression in a dose-
dependant fashion. It also activates 
two nonautonomous inhibitory 
pathways that modulate the reaction 
of surrounding cells to the Wg signal, 
thereby enhancing their ability to 
recognize their position within the 
Wg gradient. 

The authors used models in which 
the Wg signal was disrupted in all or 
parts of the D. melanogaster imaginal 
disc and looked at the expression 
of Wg target genes. These targets 
included dll (which is induced by mid 

to low Wg levels at the first to second 
instar) and sens (which is induced by 
high Wg levels at the third instar).

When the Wg signal was 
gradually depleted across the whole 
imaginal disc, so that it was absent 
by the end of the third larval instar, 
dll expression was largely unaffected. 
This shows that, once it is established, 
dll expression is maintained in the 
absence of Wg. However, expression 
of sens was fully depleted in these 
models, showing that sens expression 
requires continuous Wg signalling. 

The authors also looked at what 
happened when Wg signalling was 
overactivated in a mosaic fashion. 
In discs with small patches of high 
signalling cells among wild-type (WT) 
cells, dll expression was expressed 
normally in most WT cells; however, 
in WT cells directly adjacent to cells 
undergoing high Wg signalling 
activity, dll expression was reduced. 
In mosaic discs with large patches of 
high signalling cells, dll expression 
was reduced in most WT cells and 
sens expression was completely absent 

in all WT cells. Excess Wg signalling 
inhibited the expression of dll and sens 
in neighbouring WT cells, indicating 
that these Wg target genes are sensi-
tive to a nonautonomous negative 
feedback mechanism that is activated 
as a result of Wg signal transduction.

One candidate for this negative 
signal was Notum, a phospholipase 
that is an inhibitor of Wg signalling. 
The authors used the same mosaic 
disc model described above, but the 
Wg-overexpressing cells were also 
depleted of Notum through RNAi. 
sens expression was restored in WT 
cells, showing that Notum is required 
to suppress sens expression. However, 
dll expression was not restored in 
the WT cells: an additional signal 
must therefore be responsible for 
the observed dll suppression. The 
authors suggest that this second sig-
nal could be mediated by a secreted 
protein or by a more subtle influence, 
such as mechanical tension.

This study highlights one case 
in which the final cellular response 
to a patterning signal is modulated 
by secondary cell interactions. Such 
mechanisms may operate in other 
developmental scenarios to achieve 
the striking precision observed in 
patterning processes.

Elizabeth Neame

Original PaPer Piddini, E. & Vincent, J.-P. 
Interpretation of the Wingless gradient requires 
signaling-induced self-inhibition. Cell 136,  
396–307 (2009)
Further reading Affolter, M. & Basler, K.  
The Decapentaplegic morphogen gradient:  
from pattern formation to growth regulation. 
Nature Rev. Genet. 8, 663–674 (2007)
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A recent study reveals how some of 
the increasingly apparent complexity 
of mammalian transcriptomes arises. 
It identifies an unanticipated abun-
dance of stable, capped small RNAs 
in mammalian cells, which seem 
to be processed from both protein-
coding and non-coding RNAs.

Deep sequencing identified 
102,159 new small RNAs less than 
200 nucleotides long from two 

human cell lines. Many of these 
RNAs can be categorized as members 
of a previously identified class of 
small RNAs that lie no more than 
500 nucleotides from a transcrip-
tional start site  (TSS) — so-called 
promoter-associated small RNAs 
(PASRs). The authors showed by 
enzymatic treatment and immuno-
precipitation that PASRs have 5′ cap 
structures. There was also a correla-
tion between many long RNA 5′ ends 
that have been previously identified 
by CAGE tagging (which relies on 
the presence of a 5′ cap) and the 5′ 
ends of the new small RNAs.

Both small RNAs and CAGE tags 
are particularly abundant in first 
exons, and the authors showed that 
many CAGE tags actually extend 
across splice sites, which suggests 
that they arise from the processing of 
spliced mRNAs, and then acquire a 
cap — a previously unrecognized fate 
for mRNAs. These long RNAs might 
then be further processed to gener-
ate smaller capped transcripts. The 
more detailed mapping of CAGE tags 
and small RNAs in one human gene 
strongly supported this conclusion.

These results suggest the 
regulated generation of abundant 
short RNAs in many mammalian 
protein-coding genes — but do 
these RNAs have any function? The 
authors made a series of synthetic 
single-stranded RNAs, 30–35 nucle-
otides in length, to mimic PASRs 
that lie near the annotated TSS of 
the human MYC gene. When these 
RNAs were transfected into cells, 
the result was a reduction in levels 
of MYC mRNA. This study has 
therefore not only revealed a new 
pathway of mRNA processing,  
but has also highlighted a potentially 
widespread transcriptional  
regulatory mechanism.

Louisa Flintoft

ORIGINAL RESEARCH PAPER Affymetrix/Cold 
Spring Harbor Laboratory ENCODE Transcriptome 
Project. Post-transcriptional processing 
generates a diversity of 5′-modified long and 
short RNAs. Nature 25 Jan 2009 (doi:10.1038/
nature07759)
FuRtHER REAdING Wang, Z. et al. RNA-Seq:  
a revolutionary tool for transcriptomics. Nature 
Rev. Genet. 10, 57–63 (2009) | Kapranov, P. et al. 
Genome-wide transcription and the implications 
for genomic organization. Nature Rev. Genet. 8, 
413–423 (2007)
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The RNA world hypothesis proposes that 
early life was based on RNA, which subse-
quently devolved the storage of informa-
tion to more stable DNA, and catalytic 
functions to more versatile proteins. 
Consequently, despite crucial roles in the 
ancient processes of translation and splic-
ing, RNA is assumed to have been largely 
relegated to an intermediate between gene 
and protein, encapsulated in the central 
dogma ‘DNA makes RNA makes protein’. 
However, the finding that most of the 
genome in complex organisms is tran-
scribed, apparently in a developmentally 
regulated fashion1–6, and the discovery of 
new classes of regulatory non-coding RNAs 
(ncRNAs), challenges this assumption and 
suggests that RNA has continued to evolve 
and expand alongside proteins and DNA.

Although the current literature is domi-
nated by short RNAs, there are an increasing 
number of reports describing long tran-
scripts that, rather than encoding protein, 
act functionally as RNAs. Although we 
currently lack satisfactory classifications for 
these transcripts, long ncRNAs are arbitrarily 
considered to be longer than ~200 nucle-
otides, on the basis of a convenient practical 
cut-off in RNA purification protocols that 
excludes small RNAs4.

Identification of long ncRNAs
As a transcriptional class, long ncRNAs 
were first described during the large-scale 
sequencing of full-length cDNA libraries in 

the mouse6. Although distinguishing long 
ncRNAs from other protein-coding mRNAs 
is not a trivial process (box 1), it has never-
theless become apparent that a significant 
portion of the transcriptome has little or 
no protein-coding capacity. The increased 
sensitivity of genome tiling arrays provides 
an even more detailed view, revealing that 
the extent of non-coding sequence tran-
scription is at least four times greater than 
coding sequence, and that an abundance of 
non-polyadenylated non-coding transcripts 
had been previously overlooked4.

These studies also showed that the 
transcriptome is surprisingly complex, 
with long ncRNAs often overlapping with, 
or interspersed between, multiple coding 
and non-coding transcripts1,5 (FIG. 1). This 
complexity has prompted a shift in our 
understanding of gene organization from 
a linear to a modular model, in which it is 
possible for a sequence to be transcribed 
into a range of sense and antisense, cod-
ing and non-coding transcripts. Attempts 
to untangle this complexity have led to 
crude classifications of ncRNAs based on 
their genomic proximity to protein-coding 
genes, including overlapping, cis-antisense, 
bidirectional or intronic ncRNAs. In reality 
many transcripts resist classification into 
any particular category, and instead exhibit 
a combination of these qualities. Other 
unusual species of long ncRNAs, such as 
trans-spliced transcripts, macroRNAs that 
encompass huge genomic distances and 

multigene transcripts that encompass sev-
eral genes or even the whole chromosome, 
further confound efforts for systematic 
classification2,3.

Widespread functionality of long ncRNAs
Given their unexpected abundance, long 
ncRNAs were initially thought to be spuri-
ous transcriptional noise resulting from 
low RNA polymerase fidelity7. However, 
the expression of many long ncRNAs is 
restricted to particular developmental con-
texts8, and large numbers of mouse ncRNAs 
are specifically expressed during embryonic 
stem cell differentiation9 and in the brain, 
often exhibiting precise subcellular localiza-
tion10. The binding of transcription factors 
to non-coding loci, together with evidence 
of purifying selection acting on ncRNA pro-
moters, suggests that this type of expression 
is explicitly regulated1,11,12.

Nevertheless, despite such signatures of 
functionality, the generally low sequence 
conservation of long ncRNAs has fuelled 
the assertion that they are not functional. 
However, this conclusion needs to be care-
fully considered. First, it ignores many 
examples that are conserved, and a recent 
study ascribes functional roles to a high 
proportion of such ncRNAs13. Second, long 
ncRNAs are likely to exhibit different pat-
terns of conservation to protein-coding 
genes, which are subject to strict functional 
constraints and must preserve an ORF. By 
contrast, long ncRNAs can exhibit shorter 
stretches of sequence that are conserved to 
maintain functional domains and structures. 
Indeed, many long ncRNAs with a known 
function, such as Xist, only exhibit high 
conservation over short sections of their 
length14. Third, rather than being indicative 
of non-functionality, low sequence conserva-
tion can also be explained by high rates of 
primary sequence evolution if long ncRNAs 
have, like promoters and other regulatory 
elements, more plastic structure–function 
constraints than proteins14. Many conserved 
regions of the human genome that have been 
subject to recent and rapid evolutionary 
change are transcribed into long ncRNAs, 
including HAR1, a ncRNA expressed in 
Cajal–Retzius neurons in the developing 
neocortex15. Moreover, the adaptive radiation 

Long non-coding RNAs:  
insights into functions
Tim R. Mercer, Marcel E. Dinger and John S. Mattick

Abstract | In mammals and other eukaryotes most of the genome is transcribed 
in a developmentally regulated manner to produce large numbers of long 
non-coding RNAs (ncRNAs). Here we review the rapidly advancing field  
of long ncRNAs, describing their conservation, their organization in the 
genome and their roles in gene regulation. We also consider the medical 
implications, and the emerging recognition that any transcript, regardless of 
coding potential, can have an intrinsic function as an RNA.
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of non-coding (that is, regulatory) sequences 
is likely to specify most of the phenotypic 
differences between, and within, species16.

low sequence conservation of long 
ncRNAs also prompted the alternative sug-
gestion that it is the process rather than the 
product of transcription that is functional. 
For example, the cascading transcription of 
ncRNAs across the fructose bisphosphate 
fbp1+ promoter in yeast is associated with 
the progressive opening of chromatin, 
thereby increasing access to transcriptional 
activators and RNA polymerase17. However, 
genome-wide evidence of conserved sec-
ondary structure18, splicing patterns12 and 
subcellular localization10 suggest that a sig-
nificant portion of ncRNAs fulfil functional 
roles beyond transcriptional remodelling. 
The diverse selection pressures acting on 
long ncRNAs probably reflect the wide 
range of their functions and their relative 
importance.

Functions of long ncRNAs
unlike microRNAs or proteins, ncRNA func-
tion cannot currently be inferred from 
sequence or structure, with the diversity of 
long ncRNAs described to date precluding 
simple generalizations. The broad func-
tional repertoire of long ncRNAs includes 
roles in high-order chromosomal dynamics, 
telomere biology and subcellular structural 
organization8. One major emergent theme 
is the involvement of these ncRNAs in 

regulating the expression of neighbouring 
protein-coding genes. The importance of 
this localized regulation was foreshadowed 
by the phenomenon of ‘transvection’, in 
which non-coding loci affect the expression 
of nearby protein-coding genes in trans19. 
Additionally, the recent observation that 
human chromosome 21 largely recapitu-
lates its native expression profile in mouse 
cells, despite interspecies differences in 
epigenetic machinery, cellular environment 
and transcription factors, suggests that 
most of the information required for gene 
regulation is embedded in the chromo-
some sequence20. In the following sections 
we focus on the ability of long ncRNAs 
to regulate gene expression at the level of 
chromatin modification, transcription and 
post-transcriptional processing.

Chromatin modification. long ncRNAs can 
mediate epigenetic changes by recruiting 
chromatin remodelling complexes to specific 
genomic loci. For example, hundreds of long 
ncRNAs are sequentially expressed along 
the temporal and spatial developmental axes 
of the human homeobox (Hox) loci, where 
they define chromatin domains of differen-
tial histone methylation and RNA polymer-
ase accessibility21. One of these ncRNAs, 
Hox transcript antisense RNA (HOTAIR), 
originates from the HOXC locus and silences 
transcription across 40 kb of the HOXD 
locus in trans by inducing a repressive 

chromatin state, which is proposed to occur 
by recruitment of the Polycomb chromatin 
remodelling complex PRC2 by HOTAIR21 
(FIG. 2a). This model fits other chromatin 
modifying complexes, such as Mll, PcG, 
and G9a methyltransferase, which can 
be similarly directed by their associated 
ncRNAs9,22–24. Such a mechanism might 
resolve the paradox of how a small reper-
toire of chromatin remodelling complexes, 
which often have RNA binding domains 
but little DNA sequence specificity, are able 
to specify the complex array of chromatin 
modifications that are apparent throughout 
development.

Although the model of recruitment of 
chromatin modifying complexes by ncRNAs 
has been informative in our understanding 
of epigenetic phenomenon such as imprint-
ing, it is probably only part of the story.  
x chromosome inactivation is mediated by the 
iconic long ncRNA, Xist. A small internal 
non-coding transcript from the Xist locus, 
RepA, recruits PRC2 to silence one X chro-
mosome25, whereas PRC2 is titrated from 
the remaining active X chromosome by the 
antisense transcript Tsix. However, another 
study describes an alternative mechanism 
whereby Xist and Tsix anneal to form an 
RNA duplex that is processed by Dicer to 
generate small interfering RNAs (siRNAs), 
which are required for the repressive  
chromatin modifications on the inactive 
X chromosome26. The contribution of these 
two different pathways to coordinate long 
and small RNAs in chromatin remodelling 
infers the existence of a global, integrated 
regulatory network based in RNA.

Transcriptional regulation. The pervasive 
transcription of enhancers27 and promot-
ers28 anticipates a core role for long ncRNA 
in regulating the process of transcription. 
The means by which such ncRNAs regulate 
transcription are expanding to encompass 
a diversity of mechanisms, as shown by the 
following examples.

Proximal promoters can be transcribed 
into long ncRNAs that recruit and integrate 
the functions of RNA binding proteins 
into the transcriptional programme, as 
exemplified by the repression of cyclin D1 
transcription in human cell lines29. DNA 
damage signals induce the expression of 
long ncRNAs associated with the cyclin D1 
gene promoter, where they act cooperatively 
to modulate the activities of the RNA bind-
ing protein TlS. TlS subsequently inhibits 
the histone acetyltransferase activities of 
CReB binding protein and p300 to silence 
cyclin D1 expression (FIG. 2b). The ability of 

 Box 1 | Parsing coding and non-coding transcripts

Coding and non-coding RNAs (ncRNAs) can be difficult to distinguish. In eukaryotes, a 
protein-coding transcript is commonly defined by the presence of an ORF greater than 100 
amino acids. However, a long ncRNA might contain such an ORF by chance alone, and many 
well-characterized long ncRNAs do indeed contain long ORFs. Reciprocally, proteins smaller 
than 100 amino acids might also be translated, with functional peptides as small as 11 amino 
acids being reported in Drosophila species42. The observation that selection favours 
synonymous over non-synonymous mutations to preserve codon usage has been exploited to 
help distinguish between transcripts with true rather than spurious ORFs43. Nevertheless, 
despite such improvements in the annotation of transcripts in recent years, we still lack a 
satisfactory definition of ncRNAs and there remain many ambiguous transcripts that exhibit 
both coding and non-coding traits. This might ultimately reflect the likelihood that the genome 
has evolved to encode a continuous spectrum of transcripts and information with little regard 
for our arbitrary definitions of coding and non-coding transcripts44.

The extensive overlapping of alternatively spliced coding and non-coding isoforms further 
confounds the problem of distinguishing coding and non-coding transcripts, and indeed there 
might be a false dichotomy between them. One of the first and best characterized long 
ncRNAs, SRA, was later found to also encode a protein that acts antagonistically to the 
function of the ncRNA45. Reciprocally, many mRNAs can also function at an RNA level. For 
example, the p53 mRNA acts intrinsically as an RNA regulator by binding the Mdm2 protein, 
which in turn induces p53 expression and function46. A synonymous ‘silent’ mutation interferes 
with this process, and other similar silent mutations that affect protein translation are 
prevalent throughout the genome47. Moreover, 3′ UTRs of mRNAs can be expressed separately 
from the associated mRNA48 and can impart functional information independently of the 
encoded protein49,50. Together these studies indicate that transcripts can potentially function 
both at an RNA level and to encode protein.
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ncRNAs to recruit RNA binding proteins, 
one of the largest protein classes in the mam-
malian proteome, to gene promoters hugely 
expands the regulatory repertoire available 
to the transcriptional programme29.

long ncRNAs also act as co-factors 
to modulate transcription factor activity. 
For example, in mice, the ncRNA Evf2 is 
transcribed from an ultraconserved distal 
enhancer and recruits the binding and 
action of the transcription factor DlX2 to 
this same enhancer to induce expression 
of adjacent protein-coding genes30 (FIG. 2c). 
Many similar enhancers are transcribed  
in cells in which they are active — this could 
be a general strategy for regulating the 
expression of key developmental genes27.

long ncRNAs can regulate RNA 
polymerase (RNAP) II activity through 
other mechanisms, including by interaction 
with the initiation complex to influence 
promoter choice. For example, in humans, 
a ncRNA transcribed from an upstream 
region of the dihydrofolate reductase 
(DHFR) locus forms a triplex in the major 
promoter of DHFR to prevent the binding 
of the transcriptional co-factor TFIID31 
(FIG. 2d). This could be a widespread mecha-
nism for controlling promoter usage as thou-
sands of triplex structures exist in eukaryotic 
chromosomes32.

long ncRNAs can also effect global 
changes by interacting with basal compo-
nents of the RNAP II-dependent transcrip-
tion machinery. ncRNAs that interact with 
RNAP II machinery are typically transcribed 
by RNAP III, thereby decoupling their 
expression from the RNAP II-dependent 
transcription reaction they regulate. For 
example, Alu elements that are transcribed 
in response to heat shock bind tightly to 
RNAP II to preclude the formation of active 
preinitiation complexes33. Alu elements 
contain modular domains that can inde-
pendently mediate polymerase binding and 
repression. In light of their abundance  
and distribution in the mammalian genome, 
these functional domains might have 
been co-opted into other ncRNAs during 

evolution; an observation supported by the 
finding that functional repeat sequence 
domains are a common characteristic of  
several known long ncRNAs8.

Post-transcriptional regulation. The abil-
ity of ncRNAs to recognize complementary 
sequences also allows highly specific interac-
tions that are amenable to regulating various 
steps in the post-transcriptional processing 
of mRNAs, including their splicing, editing, 
transport, translation and degradation.  
Most mammalian genes express antisense 
transcripts, which might constitute a class  
of ncRNA that is particularly adept at  
regulating mRNA dynamics34.

Antisense ncRNAs can mask key cis-
elements in mRNA by the formation of RNA 
duplexes, as in the case of the Zeb2 (also 
called Sip1) antisense RNA, which comple-
ments the 5′ splice site of an intron in the 
5′ uTR of the zinc finger Hox mRNA Zeb2 
(ReF. 35). expression of the ncRNA prevents 
the splicing of an intron that contains an 
internal ribosome entry site required for 
efficient translation and expression of the 
ZeB2 protein (FIG. 2e). This sets a precedent 
for ncRNAs in directing the alternative splic-
ing of mRNA isoforms. Indeed, a number of 
studies have noted the prevalence of ncRNAs 

antisense to introns, and they could similarly 
regulate splicing34.

Alternatively, the annealing of ncRNA 
can target protein effector complexes to the 
sense mRNA transcript in a manner analo-
gous to the targeting of the RNA-induced 
silencing complex (RISC) to mRNAs by 
siRNAs. RNA duplexes resulting from the 
annealing of complementary transcripts or 
even of long ncRNAs with extended internal 
hairpins can be processed into endogenous 
siRNAs to silence gene expression, raising 
the possibility that many long ncRNAs feed 
into RNA silencing pathways26.

There are probably many other functions 
of long ncRNAs awaiting discovery. For 
example, the ncRNA NRON has been shown 
to regulate the nuclear trafficking of the 
transcription factor NFAT36, and the obser-
vation that many long ncRNAs are located in 
the cytoplasm4 suggests that they might have 
undiscovered roles in cell biology.

Medical significance
There is increasing interest in the potential 
involvement of ncRNAs in disease aetiology, 
owing to aberrant function of ncRNAs in 
differentiation and developmental processes. 
The ability of ncRNAs to regulate associ-
ated protein-coding genes might contribute 
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Figure 1 | Genomic organization of coding and non-coding transcripts. 
schematic diagram illustrating the complexity of the interleaved networks 

of long non-coding transcripts (orange) that are associated with paired box 
gene 6 (Pax6; purple).

Glossary

Adaptive radiation
evolution of new morphological or functional 
characteristics in lineages that diversify in response to 
environmental changes or to enable colonization of new 
ecological niches.

Epigenetic
Heritable changes in phenotype caused by mechanisms 
outside of the genomic sequence. Such changes might 
remain through cell divisions during, for example, cellular 
differentiation, or they might persist through subsequent 
generations. epigenetic changes include chromatin 
modifications, such as histone acetylation, or chemical 
alterations to the DNA itself, such as DNA methylation.

Long ncRNA
Transcripts longer than 200 nucleotides that have little or 
no protein-coding capacity. Long ncRNAs can regulate 
gene expression through a diversity of mechanisms.

MicroRNA
Single-stranded RNAs of approximately 21–23 
nucleotides that regulate gene expression by partial 
complementary base pairing to specific mRNAs. This 
annealing inhibits protein translation and can also facilitate 
degradation of the target mRNA.

Transvection
Apparent cross-talk between alleles on homologous 
chromosomes, in which complementation is observed 
between promoter mutations in one allele and structural 
mutations in the other. Transvection can cause either gene 
activation or repression.

X chromosome inactivation
A process in which one of the two copies of the 
x chromosomes in female mammals is inactivated.  
x inactivation occurs so that females produce the same 
dosage of gene products from the x chromosome as males.
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towards disease if their misexpression dereg-
ulates a gene of clinical significance. For 
example, an antisense ncRNA transcribed 
from the p15 tumour suppressor locus 
induces changes to local heterochromatin 
and DNA methylation status, thereby regu-
lating p15 expression37, and is potentially 
involved in oncogenesis as the antisense 
ncRNA and protein have inverse expression 
profiles in leukaemia. Many other tumour 
suppressor genes that are frequently silenced 
by epigenetic mechanisms in cancer also 
have antisense partners37.

An appreciation of long ncRNAs might 
inform a reinterpretation of the functional 
basis of many disease-associated poly-
morphisms and chromosomal alterations 
that occur in non-coding regions38. For 
example, the translocation and induced 
expression of an antisense long non-coding 
transcript causes the epigenetic silencing 
of an adjacent α-globin gene, resulting in 
α-thalassaemia39. The role of ncRNAs  
in disease is likely to have been overlooked in  
genetic screens because of the subtlety of 
their effects and the emphasis to date, both 
intellectually and practically, on mutation 
scanning of protein-coding exons. Moreover, 

the complexity of non-coding transcrip-
tion can make understanding the specific 
contribution of embedded polymorphisms 
a bewildering exercise. For example, a SNP 
that occurs both in the 3′ uTR of the zinc 
finger gene ZFAT and also in the promoter 
of an antisense transcript increases the 
expression of ZFAT — not through increas-
ing mRNA stability, but by repressing the 
expression of the antisense transcript40.

Conclusion
Continuing advances in transcriptomics 
are resulting in ncRNA being recognized 
as an important functional expression of 
the genome. Rather than being reduced to 
a simple messenger role, it seems likely that 
the sophisticated structural and informa-
tional capacity of RNA has continued to be 
harnessed by evolution in a range of biologi-
cal roles that interact with, but are distinct 
from, protein and DNA. The concomitant 
increase in non-coding content with organ-
ismal complexity supports the proposition 
that evolutionary innovations and expan-
sion of regulatory RNAs were fundamental 
to the genetic programming of complex 
eukaryotes41.

There are still huge gaps in our under-
standing of long ncRNAs, including the pro-
portion that is functional and the range and 
mechanistic basis of their functions. what is 
required, and is currently developing, is the 
application of genome-wide techniques to 
reveal the full extent of ncRNA expression. 
unbiased techniques, such as next-generation 
sequencing, have the benefit of not being 
constrained by current protein-centric 
annotations. Such data will progressively 
build a catalogue of ncRNAs with common 
characteristics that will aid in the identifica-
tion and prediction of functional features, 
complemented by experimental analyses of 
individual examples to determine the mech-
anisms by which long ncRNAs act. This 
will increasingly involve the intersection of 
techniques from other fields, such as live cell 
RNA imaging, RNA proteomics (that is,  
the analysis of RNA-associated protein  
complexes) and RNA structural biology.

long ncRNAs have the potential to 
rival the functional repertoire of the pro-
teome, albeit with a different spectrum. It is 
already apparent that any RNA, regardless 
of protein-coding capacity, might have its 
own intrinsic messages to deliver (box 1), 
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Figure 2 | Functions of long non-coding RnAs (ncRnAs). Illustrative 
mechanisms by which long ncRNAs regulate local protein-coding gene 
expression at the level of chromatin remodelling, transcriptional control 
and post-transcriptional processing. a | ncRNAs can recruit chromatin modi-
fying complexes to specific genomic loci to impart their catalytic activity. In 
this case, the ncRNAs HOTAIR21, Xist and RepA (the small internal non- 
coding transcript from the Xist locus)25, or Kcnqot1 (ReF. 24) recruit the 
Polycomb complex to the HoxD locus, the X chromosome, or the Kcnq1 
domain, respectively, where they trimethylate lysine 27 residues (me3K27) 
of histone H3 to induce heterochromatin formation and repress gene 
expression. b | ncRNAs can regulate the transcriptional process through a 
range of mechanisms. ncRNAs tethered to the cyclin D1 gene recruit the 

RNA binding protein TLs to modulate the histone acetyltransferase activity 
of CReB binding protein (CBP) and p300 to repress gene transcription29.  
c | An ultraconserved enhancer is transcribed as a long ncRNA, Evf2, which 
subsequently acts as a co-activator to the transcription factor DLX2, to 
regulate the Dlx6 gene transcription30. d | A ncRNA transcribed from the 
DHFR minor promoter in humans can form a triplex at the major promoter 
to occlude the binding of the general transcription factor TFIID, and thereby 
silence DHFR gene expression31. e | An antisense ncRNA can mask the 5′ 
splice site of the zinc finger homeobox mRNA Zeb2 from the spliceosome, 
resulting in intron retention. The translation machinery can then recognize 
and bind an internal ribosome entry site (IRe) in the retained intron,  
resulting in efficient Zeb2 translation and expression35.
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suggesting that the genome might encom-
pass an RNA-based information suite that 
is far more sophisticated than expected. 
Should the majority of ncRNAs prove to be 
functional, their characterization will have 
a considerable impact on our understand-
ing of the genetic programming of complex 
organisms and will bring new answers to old 
questions in evolution, development and the 
understanding of disease.
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The genetic code resides within a negatively charged 
DNA polymer. The resulting electrostatic repulsion 
from neighbouring phosphates stiffens the polymer such 
that it cannot fit within the small confines of a nucleus. 
A solution to this problem has evolved in the form of 
highly basic histone proteins that bind to DNA and neu-
tralize the negative charges. The formation of chroma-
tin through the binding of histones to DNA allows the 
DNA to be folded into chromosomes and compacted by 
as much as a factor of 10,000. The packaging of DNA 
creates both a problem and an opportunity: wrapping 
DNA around histones potentially obstructs access to the 
genetic code; however, the ubiquity of the histones that 
are bound at all regions of chromosomal DNA can be 
exploited so that enzymes that read, replicate and repair 
DNA can be directed to the appropriate entry sites. In 
this way, RNA polymerase (Pol) II initiates transcrip-
tion at the beginning of genes rather than in the mid-
dle, DNA polymerase initiates replication at replication 
origins and DNA repair enzymes are directed to sites of 
DNA damage.

How does the cell package a helical DNA polymer 
in a way that is both refractory and accessible? The 
evolutionary solution to the packaging problem is the 
nucleosome1,2 (FIG. 1a). The nucleosome is the basic unit 
of eukaryotic chromatin, consisting of a histone core 
around which DNA is wrapped. Each histone core is 
composed of two copies of each of the histone proteins 
H2A, H2B, H3 and H4 (FIG. 1b). Approximately 147 bp 
of DNA coils 1.65 times around the histone octamer in 
a left-handed toroid2. Amino-terminal histone ‘tails’ 
emanate from the nucleosome core, past the DNA. The 

polypeptide chains of the histone tails are subject to 
covalent modifications, including acetylation and meth-
ylation. At active genes or at genes that are poised for 
activation, histones H2A and H3 are replaced by the his-
tone variants H2A.Z and H3.3 (see ReFs 3,4 for reviews 
of histone variants). Beyond the nucleosome core is the 
linker histone, H1. Nucleosomes are arranged as a lin-
ear array along the DNA polymer as ‘beads on a string’. 
This structure can be further compacted by H1 into  
higher-order transcriptionally inactive 30 nm fibres.

The combination of nucleosome positions and their 
chemical and compositional modifications are key to 
genome regulation. In this Review, we focus specifically 
on nucleosome positioning rather than on histone modi-
fications and variants. Here we interrelate past and recent 
developments in our understanding of the basic organi-
zation of nucleosomes on chromosomes, and show how 
DNA sequences and chromatin remodelling complexes selec-
tively position and organize nucleosomes so that they can 
regulate genomic function. Importantly, massively parallel 
DNA sequencing and microarray hybridization technolo-
gies have allowed the location of every nucleosome across 
a genome to be determined with unprecedented accuracy 
(BOX 1). We discuss how these maps reveal a common 
organizational theme at nearly every gene, including a 
nucleosome-free region (NFR) at the beginning and end of 
genes. We also discuss how the underlying DNA sequence 
and the action of chromatin remodelling complexes influ-
ence where nucleosomes are positioned. There is emerg-
ing evidence that nucleosomes regulate transcriptional 
initiation, and therefore understanding how nucleosomes 
are positioned has implications for how cells respond to 
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Chromatin remodelling 
complex
An ATP-dependent enzyme 
that is catalysed by different 
types of ATPase to alter 
nucleosome structure. The  
net effect of all chromatin 
remodelling enzymes is to 
modify nucleosome position  
or to increase accessibility  
of nucleosomal DNA.

Nucleosome-free region
(NFR). An ~140 bp region 
lacking nucleosomes that is 
found at the beginning and  
end of genes. Many regions 
might not be completely 
nucleosome free, but are 
depleted of nucleosomes 
compared with the surrounding 
region. Certain environmental 
conditions can cause 
nucleosomes to occupy an 
NFR; for example, when genes 
are repressed.

Nucleosome positioning and gene 
regulation: advances through genomics
Cizhong Jiang and B. Franklin Pugh

Abstract | Knowing the precise locations of nucleosomes in a genome is key to 
understanding how genes are regulated. Recent ‘next generation’ ChIP–chip and 
ChIP–Seq technologies have accelerated our understanding of the basic principles of 
chromatin organization. Here we discuss what high-resolution genome-wide maps  
of nucleosome positions have taught us about how nucleosome positioning demarcates 
promoter regions and transcriptional start sites, and how the composition and structure 
of promoter nucleosomes facilitate or inhibit transcription. A detailed picture is starting 
to emerge of how diverse factors, including underlying DNA sequences and chromatin 
remodelling complexes, influence nucleosome positioning.
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Figure 1 | nucleosome structure. a | Structure of a nucleosome core particle (front and side view)2,131. Histones are 
shown in light grey, and the DNA helix is shown in dark grey with a pink backbone. Basic amino acids (lysine and 
arginine) within 7 Å of the DNA are shown in blue to emphasize the electrostatic contacts between the DNA 
phosphates and the histones. b | A schematic of DNA wrapped around a nucleosome. Examples of histone tail 
modifications (Ac, acetylation; Me, methylation) and histone variants (H2A.Z and H3.3) are shown. Arrows indicate the 
replacement of canonical histones with histone variants. Part a courtesy of S. Tan, Pennsylvania State University, USA.

ChIP–chip
A method for detecting the 
location of proteins throughout 
a genome using chromatin-
immunoprecipitation followed 
by microarray analysis.

ChIP–Seq
A method for detecting the 
location of proteins throughout 
a genome using chromatin-
immunoprecipitation followed 
by high-throughput DNA 
sequencing.

external stimuli or how misregulation of nucleosome 
positioning leads to developmental defects and cancer.

Genomic organization of nucleosomes
until recently, it was unclear whether deposition of his-
tones on DNA during DNA replication occurs at random 
positions. Random deposition implies that nucleosomes 
lack positional cues and that histones are simply DNA 
packaging proteins that are removed and redeposited 
as DNA and RNA polymerases pass through them. 
Alternatively, individually positioned nucleosomes 
could take on specific physiological functions depending 
on where they reside in the genome. In this section, we 
will discuss how cells use both random deposition and 
specific positioning of histones to organize nucleosomes. 
This understanding has arisen through the development 
of technologies that have allowed genome-wide map-
ping of nucleosome positioning; we start by describing 
this progress then we discuss the genomic properties of 
nucleosomes.

A brief history of nucleosome cartography. In 2004, the 
exact genomic location of only a few hundred nucleo-
somes was known because techniques were limited to 
the individual interrogation of specific genomic loci. The 
early development of microarrays, which consisted of 
~500–2,000 bp DNA probes that spanned each genic and 
intergenic region, provided a comprehensive view of the  
nucleosome landscape across the simple genome of  
the budding yeast Saccharomyces cerevisiae. The long  
(~1 kb) probe lengths of these early microarrays precluded 
the assessment of individual nucleosome states, which 
occur at <200 bp intervals. Nevertheless, for the first time, 
these pioneering studies showed a general depletion of 
nucleosomes in the intergenic regions where promoters 
are found5–7. It was initially unclear how the presence or 
absence of nucleosomes related to transcription, because 
the upstream intergenic regions of active and quiescent 

yeast genes were depleted of nucleosomes compared with 
other regions of the genome. However, higher-resolution 
nucleosome maps clarified that gene activation resulted 
in additional nucleosome depletion5,7–11. Furthermore, 
antibodies that were specific for individual histone post-
translational modifications showed that the promoter 
regions of highly transcribed genes were particularly 
enriched with nucleosomes that contained acetylated and 
methylated histones12–14. The function of these modified  
histones remains an area of active research.

By 2005, microarrays had been developed that had 
shorter DNA probes and shorter probe–probe genomic 
distances, which provided higher resolution views of 
nucleosomes. However, printing technology limited 
the search space to small sections of small genomes. 
Nonetheless, these arrays showed that the nucleosomes 
at most genes are organized around the beginning of 
genes in basically the same way15: a NFR flanked by two 
well-positioned nucleosomes (the –1 and +1 nucleo-
somes), which is followed by a nucleosomal array that 
packages the gene (FIG. 2). This basic pattern has also held 
true for metazoans16,17.

A complete and comprehensive map of nucleosome 
locations in a eukaryotic genome (S. cerevisiae) was 
completed in 2007 owing to two impressive technologi-
cal advances. First, the densities of commercially printed 
probes on microarrays increased dramatically, allowing 
millions of genomic loci to be interrogated by ChIP–chip 
analysis in a single experiment. The genomic distances 
between probes were reduced to 5 bp in S. cerevisiae and 
36 bp in Drosophila melanogaster17,18. second, massively 
parallel shotgun sequencing allowed individual nucleo-
somal DNA molecules to be sequenced, initially at the 
level of hundreds of thousands of nucleosomes, and now 
at the level of tens of millions of nucleosomes (BOX 1). The 
first such ultra-high-resolution genome-wide ChIP–seq 
nucleosome map was achieved for nucleosomes contain-
ing H2A.Z in S. cerevisiae19. The map showed the precise 
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Box 1 | ChIP–Seq nucleosome mapping technology

 A stringent procedure for high-resolution mapping of nucleosomes by ChIP–Seq involves an initial step to cross-link 
histones to nucleosomal DNA by formaldehyde treatment of living cells. In principle, cross-linking traps nucleosomes 
at their in vivo locations. Next, linker DNA is removed from isolated chromatin by digestion with high levels of 
micrococcal nuclease (MNase). Subsets of nucleosome particles are isolated by immunoprecipitation using antibodies 
directed against histones, histone variants or histone modifications. Fragments of mononucleosomal DNA that are 
~150 bp long are size-selected by agarose gel electrophoresis. The 5′ ends of millions of individual DNA molecules in 
this library are then sequenced in parallel. Short-read technology sequences 25–35 bp fragments (called tags), 
whereas long-read technology produces read lengths of 100 bp or more. Sequence tags are then mapped to the 
reference genome using alignment algorithms (see the figure; black arrows represent the reads derived from long- 
and short-read technology) on either the Watson (blue) or Crick (red) strand. The 5′ ends of each tag, which 
correspond to nucleosome borders, are then plotted as a bar graph at each coordinate in the genome (as displayed in 
some publications16,22). Next, the tag location is adjusted to represent the nucleosome midpoint (typically +73 bp on 
the ‘W’ or ‘+’ strand and –73 bp on the ‘C’ or ‘–’ strand is added to the genomic coordinate of the 5′ end of each 
tag)17,19,20. Clusters of tags show a consensus nucleosome position. Two clusters are shown. The tighter the cluster,  
the more phased the corresponding nucleosome is. Randomly distributed tags reflect random (‘fuzzy’) positioning.  
A sample of tag distribution in a small section of the yeast genome is shown at the bottom of the figure, in which the 
red and blue tags are collapsed into a single bar graph. Each peak equates to a single consensus nucleosome position.

Three DNA sequencing technologies have been used to map nucleosomes16,17,19,23,24. Pyrosequencing using the  
Roche 454 GS20/FLX sequences nucleosomal DNA end-to-end, allowing both nucleosome borders to be linked in a 
single sequence. This method provides the greatest mapping accuracy, particularly in genomic regions of low 
complexity. By contrast, other platforms, such as those provided by the Illumina–Solexa Genome Analyzer and Applied 
Biosystems SOLiD, generate only 25–35 bp sequence tags, requiring both nucleosome borders to be inferred. 
Nonetheless, these short-read technologies produce >100 times the number of sequence tags at a similar cost as the 
long-read technologies, and so the short-read technology is currently the only practical technology for mapping 
nucleosomes in large genomes. The higher tag count of the short-read technology enhances mapping accuracy and 
thus provides a practical way of mapping nucleosomes.
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Figure 2 | nucleosomal landscape of yeast genes. The consensus distribution of nucleosomes (grey ovals) around 
all yeast genes is shown, aligned by the beginning and end of every gene. The resulting two plots were fused in the 
genic region. The peaks and valleys represent similar positioning relative to the transcription start site (TSS). The 
arrow under the green circle near the 5′ nucleosome-free region (NFR) represents the TSS. The green –blue shading 
in the plot represents the transitions observed in nucleosome composition and phasing (green represents high 
H2A.Z levels, acetylation, H3K4 methylation and phasing, whereas blue represents low levels of these modifications). 
The red circle indicates transcriptional termination within the 3′ NFR. Figure is reproduced, with permission, from 
ReF. 20  (2008) Cold Spring Harbor Laboratory Press.

Phasing
The distribution of 
nucleosomes around a 
particular coordinate in  
a population of cells.

Rotational setting
The local orientation of the 
DNA helix on the histone 
surface.

Translational setting
The nucleosomal DNA 
midpoint position relative  
to a chromosomal locus.

Linker DNA
A short length of DNA located 
between nucleosomes. Long 
linker DNA can be considered 
to be a nucleosome-free region 
(NFR) — the DNA length cut-off 
for the two classes is arbitrary. 
However, NFRs tend to be sites 
of RNA and DNA polymerase 
loading and unloading.

nucleosomal contexts in which gene regulatory elements 
function on a genomic scale. Nucleosome maps of a simi-
lar resolution in yeast, worms, flies and humans have now 
been published16–18,20–24 and are likely to be produced for 
other model organisms soon. Future nucleosome mapping 
endeavours will probably focus on how nucleosome posi-
tions and histone modifications depend on cellular fac-
tors, and how they change in response to environmental  
signals, tissue differentiation and cellular disease states.

Lessons learned from global nucleosome maps. Genome-
wide nucleosome maps allow us to explore the genomic 
properties of chromatin. At any given genomic locus, 
the preferential positioning of nucleosomes — called 
phasing — can be described (FIG. 3a). At most loci, there 
is an approximately Gaussian (normal) distribution of 
nucleosome positions around particular genomic coor-
dinates, ranging from ~30 bp for highly phased nucleo-
somes to a random continuous distribution throughout 
an array. How much of this variation is due to genuine 
positional heterogeneity and how much is an artefact 
that is caused by overtrimming or undertrimming of the 
DNA at nucleosome borders by micrococcal nuclease 
during sample preparation remains to be determined.

Within each Gaussian distribution, nucleosomes 
have preferred positions; these positions tend to be about 
10 bp apart19 (FIG. 3b). This means that, owing to the heli-
cal nature of DNA, a DNA sequence will tend towards 
the same rotational setting (facing inwards or outwards) 
on the histone surface when a nucleosome is in alter-
native preferred positions (translational settings). This is 
important because the orientation of a DNA sequence 
on the histone surface determines the accessibility of its 
sequence and thus its activity (FIG. 3b).

Positioned nucleosomes tend to be spaced at a 
fixed distance from each other, with short stretches of 
linker DNA between them. The most common distance 
between adjacent nucleosome midpoints is approxi-
mately 165 bp (~18 bp linker) in S. cerevisiae18,20,23, 
175 bp (~28 bp linker) in D. melanogaster 17 and 
Caenorhabditis elegans24, and 185 bp (~38 bp linker) in 
humans16,22. chromatin remodelling or spacing com-
plexes of the imitation switch (IsWI) class, such as ATP-
dependent chromatin assembly and remodelling factor 
(AcF) and chromatin accessibility complex (cHRAc), 
establish nucleosome spacing25–28. These complexes 
bind nucleosomes and a finite amount of adjacent linker 
DNA, then use energy from ATP hydrolysis to move 
nucleosomes in the direction of the linker DNA29–31. 
As a result, the linker shortens until it can no longer 
bind the IsWI complex. linker length is likely to be 
further constrained by the linker-binding histone H1 
(ReFs 32–34), which might reduce the amount of linker 
DNA that is available to the IsWI complexes. The differ-
ent linker lengths in evolutionarily diverged eukaryotes 
might reflect the presence of evolutionarily divergent 
IsWI subunits or H1 proteins that have species-specific 
DNA length requirements for binding in these eukaryo-
tes. shorter linkers might result in a reduced availability 
of sequences for protein binding and thus these linkers  
might have regulatory functions. very long linkers, 
or NFRs (~140 bp in length17,20,22), are present in the 
genome where a nucleosome seems to be missing or 
where the DNA is depleted of nucleosomes relative 
to the rest of the genome. As we will discuss in a later 
section, these NFRs are key to unlocking the mystery 
of how nucleosome organization and gene regulation  
are linked.
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Figure 3 | Phasing information and rotational setting. a | In a population, individual 
nucleosomes are either positioned within a small range of a genomic locus (phased) 
or with a continuous distribution throughout an array (fuzzy). b | The bar graph is an 
idealized distribution of nucleosomal sequence tags, which form a large cluster  
and several subclusters, in which the subclusters are spaced about 10 bp apart and 
represent multiple translational settings with a single predominant rotational setting 
(see also BOX 1). Also shown is a schematic of alternative rotational settings of DNA 
and its effect on site accessibility (indicated by the black ‘rungs’ on the DNA helix).

Pre-initiation complex
(PIC). This assembly is found  
at the promoter and before 
the complex has initiated 
transcription. It includes the 
general transcription factors 
(TFIIA, TFIIB, TFIID, TFIIe, TFIIF 
and TFIIH), the mediator, the 
RNA polymerase II complex, 
and activator or co-activator 
proteins (including sAGA).

The organization of nucleosomes on genes. The genome-
wide maps of nucleosome location have also provided 
insights into the organization of nucleosomes around 
protein-coding genes. The S. cerevisiae genome provides 
the clearest example of a consensus pattern of organiza-
tion (FIG. 2). The first predominant nucleosome located 
upstream of the transcription start site (Tss) (desig-
nated –1, see BOX 2) covers a region from –300 to –150 
relative to the Tss, and can regulate the accessibility of 
promoter regulatory elements in that region. During a 
transcription cycle, the –1 nucleosome will experience 
many changes that affect its stability, including histone 
replacement, acetylation and methylation, as well as 
translational repositioning, and ultimately eviction 
after pre-initiation complex (PIc) formation. Whether the 
–1 nucleosome remains evicted during multiple rounds 
of transcription, or returns between each transcription  
cycle, remains an important unanswered question. 
The answer to this question would help elucidate 
whether reinitiation of transcription is mechanistically  
distinct from the initial activation event.

Downstream of the –1 nucleosome is a NFR (the  
5′ NFR), then the Tss (discussed in a later section), 
which is followed by the +1 nucleosome. of all the nucle-
osomes found in and around genes, the +1 nucleosome 
displays the tightest positioning (or phasing)20. The +1 
nucleosome often contains histone variants (H2A.Z 
and H3.3)35 and histone tail modifications (methyla-
tion and acetylation)36–38, all of which might facilitate 

nucleosome eviction and PIc assembly. During tran-
scription, the +1 nucleosome is likely to be evicted, but 
it seems to rapidly return to its original place after Pol II  
has passed, as it is only modestly depleted at highly 
transcribed genes19. The +2 nucleosome is found 
immediately downstream of the +1 nucleosome. It 
shares some properties with the +1 nucleosome but 
contains less H2A.Z, and displays less methylation, 
acetylation and phasing38,39. The +3 nucleosome and 
the more downstream nucleosomes each have less of 
these properties than the previous upstream nucleo-
some. The reduction in these properties might reflect a 
limitation in the functional distance of histone remod-
elling or modifying enzymes that are tethered to the 5′ 
end of genes.

Beyond ~1 kb from the Tss, consensus spacing from 
the Tss dissipates. Although phased nucleosomes are 
found, there is an increasing tendency for random nucle-
osome positions15,20. This might represent a loss in the 
functional constraints that are imposed on nucleosomes  
at the beginning of genes. 

The array of nucleosomes that covers a gene termi-
nates with a NFR at the 3′ end of the gene (the 3′ NFR). 
The 3′ NFR is the region at which Pol II terminates 
transcription, which is precipitated by the cleavage of 
the nascent RNA transcript near the 3′ end of the gene. 
Whether the nucleosome located at the end of the 3′ NFR 
contributes to termination is not known. overall, these 
high-resolution genomic maps show that genes are pack-
aged into a regular array of nucleosomes that starts at a 
fixed position from the Tss and are bracketed by nucle-
osome-free or nucleosome-depleted zones. In the next  
section, we discuss how this pattern might be set up.

Origins of nucleosome positions
so far, we have learned that nucleosomes adopt canoni-
cal positions around promoter regions and more ran-
dom positions in the interior of genes. But how is this 
organization established? We describe one view using 
an analogy of a roulette wheel (an analogy of a parking 
lot is described elsewhere40). In a roulette wheel, the ball 
is allowed to land only in the designated slots (FIG. 4a). 
Regardless of how many balls are used, the possible posi-
tions of the balls are predetermined. Every positioned 
nucleosome could have an underlying DNA sequence 
structure (a ‘slot’) that favours positioning in that loca-
tion. Randomly positioned nucleosomes would not be 
associated with any positioning sequence. This model 
implies that the positions of adjacent nucleosomes are 
independently controlled. An alternative possibility, 
called statistical positioning41–44, arises from the close 
packing of nucleosomes into an array. The positioning 
of one nucleosome in the array (FIG. 4b, left side) forces 
the positioning of all other nucleosomes, because the 
tight packing restricts their lateral movement (this is 
termed probabilistic positioning, as indicated by the 
distribution trace in FIG. 4b). Thus a single genomic bar-
rier can potentially position many nucleosomes without 
the need for individual positioning sequences. Below, 
we describe how a combination of both models might 
exist (FIG. 4c).
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Support vector machine 
classifier
A widely used method of 
classifying training data  
(for example, nucleosomal 
compared with 
non-nucleosomal genomic 
DNA), which can then be used 
to make predictions de novo.

Hidden Markov modelling
A method of identifying 
unknown or hidden states  
(for example, nucleosome 
positions) from observable 
states (for example, measured 
nucleosome positions).

Cryptic transcription
A low level of presumably 
unregulated transcription  
that originates from 
nucleosome-free regions.  
The transcripts are usually 
rapidly degraded.

DNA sequence patterns. The +1 nucleosome could pro-
vide the barrier for statistical positioning. so, are there 
DNA sequence patterns that are associated with well-
positioned nucleosomes? The idea behind pattern search-
ing is to align the 147 bp DNA sequence of thousands of 
well-positioned nucleosomes and determine whether par-
ticular base pair combinations are statistically enriched 
at particular positions along the DNA molecule. such 
pattern searching began in the 1980s with a few hundred 
nucleosomal sequences, and showed that AA, TT and 
TA dinucleotides occurred at 10 bp intervals42,45–47. There 
were also 10 bp periodicities of Gc dinucleotides, but 
their periodicity was offset by 5 bp compared with the 
AA, TT and TA patterns. current alignments of thou-
sands of nucleosomal DNAs show essentially the same 
pattern, including changes in nucleotide composition in 
linker regions17,19,20,24,45,48–53. other nucleotide and DNA 
structural elements also exist, but they might be less 
universal and might be tailored for specific positioning 
purposes that remain to be elucidated18.

What do the periodic AA, TT and Gc patterns tell 
us? The 10 bp periodical presence of certain dinucle-
otides probably provides a rotational setting of the DNA 
on the histone surface because AA or TT dinucleotides 
tend to expand the major groove of DNA, whereas Gc 
dinucleotides tend to contract the major groove. These 
alterations of the major groove might facilitate DNA 
wrapping around the histone core when the dinucle-
otides are placed in phase with the helical twist of DNA. 
In addition, other sequence combinations could create 
subtle bends in the DNA or alter the flexibility of DNA 
to contribute to the rotational setting of nucleosomal 
DNA18,48. owing to rotational phasing, translational 
repositioning of a resident nucleosome into an adjacent 
linker region or NFR could obscure a DNA regulatory 
element in the linker without affecting the accessibil-
ity of another regulatory site that is already rotationally 
exposed on the surface of the nucleosome (FIG. 3b).

A key observation which showed that rotational 
phasing does not necessarily establish translational phas-
ing was the inability of a 10 bp repeating pattern of AA 
and TT dinucleotides to predict the genomic locations of 
nucleosomes20. Instead, the nucleosome positions were 
more accurately predicted when the search pattern was 
enriched with AA dinucleotides towards the 5′ end and 
TT dinucleotides towards the 3′ end. Thus, partition-
ing of AA and TT dinucleotides towards the 5′ and 3′ 
ends, respectively, helps define translational positioning, 
whereas periodic AA and TT dinucleotides help define 
rotation positioning.

Despite the statistical enrichment of AA, TT and Gc 
patterns associated with nucleosomes, the presence of 
these dinucleotide patterns in individual nucleosomes 
only occurs modestly above a random distribution and 
is largely limited to the –1 and +1 nucleosomes20,46. 
Thus, sequence-directed positioning might be subtle 
or diffuse, meaning that a small number of sequence 
determinants could be spread throughout the 147 bp 
nucleosomal DNA. Positioning is also likely to involve a 
combination of these favourable positioning sequences 
plus linker-enriched unfavourable sequences. It might 
be advantageous to have a mixture of favourable and 
unfavourable sequences, which results in only margin-
ally stable nucleosome positions. An optimum mixture 
might strike an important balance between a state that 
can be disrupted to allow transcription and replication 
and a stable state that prevents inappropriate access to 
DNA. Indeed, the entire genome can be thought of as 
a continuous thermodynamic landscape of nucleosome 
occupancy, in which NFRs represent the thermodynami-
cally least favourable regions and the +1 or –1 nucleo-
some positions represent the thermodynamically most 
favourable regions.

Predicting nucleosome positions. many studies have 
attempted to computationally predict in vivo nucleosome 
locations de novo in yeast, flies and humans based on 
properties of the underlying DNA sequence17,42,44,46,48,49,53,54,  
and more sophisticated strategies are now emerging. 
such predictions have been successful from a statisti-
cal perspective (that is, better than random guessing), 
but are limited compared with the experimental deter-
mination of nucleosome positions. Two studies used 
a support vector machine classifier that incorporated an 
experimental data set of nucleosome positions to iden-
tify characteristics that could discriminate between 
nucleosome-forming and nucleosome-avoiding DNA 
sequences (AT versus Gc sequences)44,49. Another study 
used a combination of favourable short distance dinu-
cleotide periodicities and short unfavourable sequence 
patterns to provide a probalistic model of nucleosome 
positions53. A third, and possibly the most accurate 
method, involved the use of wavelet transformation 
sequence periodicities that were spread throughout 
a training set of nucleosomal DNA sequences, which 
were combined with nucleosomal and linker sequence 
differences to create discriminatory signatures that were 
then used to make de novo predictions of nucleosome  
positions by hidden Markov modelling54.

It seems unlikely that a simple sequence-based algo-
rithm will ever accurately predict all nucleosome loca-
tions. Factors other than the surrounding DNA sequence 
might contribute to nucleosome positioning in vivo. For 
example, nucleosome remodelling complexes, such as 
Isw2 in S. cerevisiae, override the sequence preferences 
of nucleosomes, causing nucleosomes to encroach 
into the 5′ and 3′ NFRs, thereby suppressing cryptic  
transcription that arises from the NFRs55,56. In addi-
tion, as a mechanism of gene repression, Isw2 uses the 
energy from ATP hydrolysis to position nucleosomes 
onto promoter regions that are intrinsically designed to 

 Box 2 | nucleosome numbering

In yeast and flies, the first nucleosome upstream of the 5′ nucleosome-free region 
(NFR) is considered the –1 nucleosome, whereas the first nucleosome downstream 
of the NFR is considered the +1 nucleosome17–21,23 (FIG. 2). In humans, the rare 
nucleosome that appears in the consensus NFR regions has been defined as –1, 
which leaves the more predominant first upstream nucleosome to be called –2  
(ReF. 22). As this nomenclature inconsistency between organisms could be confusing, 
some standardization of nucleosome numbering might be necessary, particularly as 
different nucleosome positions have been shown to have specific functions.
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a  Independent positioning

b  Statistical positioning

c  Combination

Figure 4 | sequence-based packing versus statistical 
packing. a | Individual slots represent nucleosome 
positioning sequences that define where a nucleosome 
(grey circle) will reside on a length of DNA. b | In its purest 
form, statistical positioning relies on a single positional 
barrier (left side), against which nucleosomes are 
ordered. A probabilistic density trace of where 
nucleosomes would reside in a population is shown.  
c | The true cellular state is likely to be a combination of 
both independent and statistical positioning.

SAGA complex
A multisubunit multifunctional 
complex that delivers 
TATA-binding protein (TBP)  
to promoters (by spt3 and  
spt8 subunits), acetylates 
nucleosomes (by the Gcn5 
subunit) and is associated with 
activities that remodel (by 
Chd1) and deubiquitylate (by 
Ubp8) nucleosomes.

TFIID
A multisubunit general 
transcription factor composed 
of TATA-binding protein (TBP) 
and ~15 other subunits 
(TBP-associated factors).

Core promoter element
A widely used DNA sequence 
element that helps position  
the transcription initiation 
complex, and is typically 
located within 60 bp of the 
transcription start site.

General transcription factor
A protein that is widely 
considered to be required to 
set up a transcription initiation 
complex at all promoters 
(examples include TFIIA, TFIIB, 
TFIID, TFIIe, TFIIF and TFIIH).

TATA-binding protein
(TBP). This protein is  
important for assembling  
the transcription initiation 
complex.

Initiator element
(INR element). A DNA 
sequence that specifies the 
transcription start site 
(consensus abbreviations 
include: K = G or T; Y = C or T; 
W = A or T; N = G, A, T or C).

repel nucleosomes56. such nucleosomes are said to be 
‘spring-loaded’, because removal of Isw2 would quickly 
result in intrinsic nucleosome eviction or reposition-
ing of the nucleosome away from the unfavourable 
sequence.

Structure and function of NFRs
Both DNA sequence and protein factors are important 
for establishing NFRs. It is striking that regions of the 
genome that possess the strongest nucleosome posi-
tioning sequences (at the +1 nucleosome) are adja-
cent to regions that have the strongest anti-positioning  
sequences (5′ NFRs). An important factor in the 
establishment of a 5′ NFR might be the presence of 
poly(dA:dT) tracts15,20,53,57–59. Nucleosomes tend to be 
excluded from these tracts owing to the rigidity imparted 
to the DNA by the bifurcating hydrogen bonds present 
between adenosine bases on one strand (at position n) 
and thymines located on the other strand at positions 
n and n + 1 (ReFs 59–61). In addition, specific DNA-
binding proteins, such as the myb-related protein Reb1 
in yeast, might be important in positioning nucleosomes 
to create NFR boundaries62.

NFRs and transcription. The discovery of NFRs changed 
the way we think about how the transcription machin-
ery assembles at promoters. We expected that promoter 
regions would be occluded by nucleosomes except when 
they were activated. This is still largely true for many 
genes that are repressed in specific tissues. However, 
the discovery of NFRs demonstrated that open pro-
moter states are stable and common, even at genes that 
are transcribed so infrequently (<1% of the maximum 
level) that they are essentially turned off 17–19,23,63. Thus, 
although a NFR is permissive for transcription, it is not 
sufficient to activate genes. NFRs might allow low basal 
levels of leaky transcription, which could be interpreted 
as meaningless biological noise, particularly if the tran-
scripts are rapidly degraded64–66. However, low levels of 
genic transcription might have a general housekeep-
ing function whereby gene products are constitutively  
produced at low levels.

5′ NFRs are likely to be sites for the assembly of the 
transcription machinery, whereas 3′ NFRs are likely to 
be sites for the disassembly of the transcription machin-
ery, although in compact genomes (for example, yeast, 
flies and worms), the 3′ NFR of one gene could be the 
5′ NFR of the next downstream gene. It is currently 
unclear whether the open architecture of the 5′ NFR 
is necessary for the initial ‘pioneering’ polymerase or 
whether transcription itself establishes the NFR from 
the closed state, although at heat-shock genes in D. mel-
anogaster, some domain-wide chromatin reorganiza-
tion occurs after heat-shock treatment but before Pol II  
traverses the gene67. Given the reasonable expectation 
that Pol II and nucleosomal histones cannot simulta-
neously occupy the same DNA sequence, any nucleo-
some that is present in the promoter region is likely 
to be evicted or substantially remodelled before Pol II 
binding occurs68. When transcription is initiated and 
Pol II has cleared the promoter, the resident chromatin 

might not return to its original closed state (at least, not 
immediately) but might maintain an open state in which 
the composition of the nucleosomes is better suited for 
eviction during multiple rounds of transcription. This 
scenario is still hypothetical and remains fertile ground 
for experimentation.

Transcription start site selection by nucleosomes?
Because many PIc components, such as the sAGA  
complex and TFIID, have nucleosome-binding subunits, 
positioned nucleosomes might define the location of the 
Tss by positioning the PIc. The conventional view is 
that most genes contain a predominant Tss, the loca-
tion of which is defined by core promoter elements69. In 
PIc assembly, general transcription factors, such as TATA-
binding protein (TBP) or TFIID, bind to core promoter 
elements and position other initiation factors, such as 
TFIIB and TFIIF, which then direct Pol II to initiate tran-
scription at the initiator element (INR element) (the con-
sensus sequence is TcAKTY in flies and YYANWYY in 
humans)70,71. The problem with this view is that, despite 
extensive bioinformatic searches, most promoters seem 
to lack core promoter elements, including a TATA box, 
the TFIIB recognition element (BRE), INR, downstream 
promoter element (DPE) or motif ten element (mTE). 
In the absence of core promoter elements, how does the  
transcription machinery establish the location of  
the Tss? The answer is not known. Below, we specu-
late that positioned nucleosomes might determine the  
location of the Tss.

R E V I E W S

NATuRE REvIEWs | Genetics  volumE 10 | mARcH 2009 | 167

© 2009 Macmillan Publishers Limited. All rights reserved

http://www.uniprot.org/uniprot/P20226
http://www.uniprot.org/uniprot/Q00403


Nature Reviews | Genetics

SAGA

TFIID

Pol II

Bdf1

TSS

Yeast

TBP TFIIB

11
2

3

4

TSS

4

Metazoans
Pol II

INR

Figure 5 | Mechanistic differences between 
transcription initiation in budding yeast and 
metazoans. A current model of how nucleosomes  
might direct start site selection in yeast, compared with 
metazoans is shown. Each step is also described in the 
main text. In step 1, the acetylation marks are recognized 
by bromodomain modules, which are found in many 
chromatin regulatory complexes, including the SAGA 
histone acetyltransferase complex and TFIID. In step 2, 
SAGA and TFIID then deliver TATA binding protein (TBP) 
to promoters. In step 3, TBP binds TFIIB and places it 
immediately downstream towards the transcription start 
site (TSS). In step 4, TFIIB positions RNA polymerase II  
(Pol II) at the promoter. The diagram for metazoans is a 
simplified version of that shown for yeast, in which the 
relationship between Pol II and the initiator (INR) is 
emphasized. The dashed arrows in both panels indicate 
sliding of Pol II before transcription initiation. Acetylation 
marks are indicated by green stars. The green colouring 
represents H2A.Z enrichment in the nucleosome array.

For about 80% of the 5,700 genes in S. cerevisiae, 
there is one Tss72. Remarkably, this specificity is 
achieved without a well-defined initiator element. The 
minimal consensus Tss in S. cerevisiae is YR (a c or T 
followed by an initiating A or G, although other nearby 
sequences might influence start site selection)73,74. YR 
is predicted to occur once every 4 bp in the genome, 
and thus lacks selectivity. However, Tsss are tightly 
distributed ~10–15 bp inside of the upstream border of 
the +1 nucleosome19 (FIG. 2). Given this tight linkage, it 
is difficult to envision how positioning of the Tss and 
the +1 nucleosome could have arisen independently 
at thousands of genes in yeast, yet maintained a fixed  
distance from each other.

How might the Tss be tightly linked to the position 
of the +1 nucleosome? First, during transcriptional acti-
vation, which is promoted by sequence-specific tran-
scriptional activators, the –1 and +1 nucleosomes are 
acetylated and methylated (FIG. 5). The acetylation marks 
are recognized by bromodomain modules, which are 
found in many chromatin regulatory complexes, includ-
ing the sAGA histone acetyltransferase complex75 (step 1  
in FIG. 5) and TFIID (which is contained in the TFIID-
interacting protein bromodomain-containing factor 1  
(Bdf1) in yeast)76,77. In mammals, TFIID also binds 
H3K4me3 (histone H3 methylated at lysine 4), which is 

a mark of active transcription78. sAGA and TFIID then 
deliver TBP to promoters79,80 (step 2 in FIG. 5). Therefore, in 
principle, TBP positioning at promoters could be directed 
in part by sAGA and/or TFIID bound to nucleosomes,  
without the need for a positioning element.

TBP binds TFIIB and places it immediately down-
stream towards the Tss81 (step 3 in FIG. 5) and TFIIB posi-
tions Pol II at the promoter82,83 (step 4 in FIG. 5). There is 
experimental evidence that TFIIB controls Tss selection; 
for example, the Tss location can be shifted by muta-
tions in TFIIB84 or by replacement of TFIIB and Pol II  
with the same proteins from an evolutionarily diverged 
eukaryote that normally has a shifted Tss74,85,86. None of 
these steps invokes a need for core promoter elements. A 
similar scenario occurs during transcription of eukaryo-
tic tRNA genes by Pol III. The protein complex TFIIIc 
binds to specific DNA sequences that are internal to the 
tRNA genes and positions the TBP-containing TFIIIB 
complex at a precise distance from the Tss without 
an underlying positioning element87, and TFIIIB then  
positions Pol III at the Tss.

core promoter elements might have been adopted 
later in evolution. In metazoans, such elements might 
focus the Tss69. At least in vertebrates, genes that lack 
core promoter elements tend to have many Tsss dis-
persed over a distance of 50–100 bp69. It will be inter-
esting to learn whether such promoters also have a 
dispersed (fuzzy) nucleosome architecture, which might 
be expected if nucleosome positions define at least some 
of the Tsss.

Evolutionary shifts in the TSS location. compared 
with S. cerevisiae, metazoans have a genome-wide shift 
in the location of the Tss with respect to the position 
of the +1 nucleosome (FIG. 5). The predominant meta-
zoan Tss resides in the NFR, ~60 bp upstream of the 
+1 nucleosome border16,20,24, whereas S. cerevisiae ini-
tiates transcription just inside the +1 nucleosome bor-
der. Part of this downstream shift in the Tss location in 
S. cerevisiae might be due to the initiation of metazoan 
transcription 30 bp downstream of the site at which 
TBP is bound70, whereas S. cerevisiae initiates transcrip-
tion ~60 bp downstream of TBP. Therefore TBP might 
reside at the same distance from the +1 nucleosome in 
both eukaryotic branches. Although this hypothesis 
remains to be tested, if it is true, this would suggest 
that the distance between the +1 nucleosome and the 
PIc is a fundamental constant in eukaryotes and that 
the species-specific differences in Tss location are due  
to species-specific differences in TFIIB and Pol II74,85,86.

one model for how TFIIB and Pol II select a Tss is 
that after they are recruited to the site where TBP binds, 
TFIIB directs Pol II to scan downstream in a manner that 
does not require transcription74,88 (step 4, dashed arrow 
in FIG. 5). Any mechanism that causes Pol II to dwell at 
a particular site might increase the probability of initia-
tion at that site. such a mechanism might be based in  
part on the nature of the TFIIB–Pol II interactions  
in combination with core promoter sequences and/or 
nucleosome positions, all of which could affect Pol II 
scanning efficiency. In metazoans, increased dwelling 
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Figure 6 | Mechanisms that allow DnA accessibility. a | A stable nucleosome. b | A remodelled nucleosome. c | An 
evicted nucleosome. Three transcription factor binding sites are shown in red, green and blue, respectively. The red and 
blue sites become accessible only during remodelling, either by nucleosome sliding, as indicated by the arrows in a, or by 
chromatin remodelling complexes (for example, ISW2, SWR1 and SWI/SNF) that ‘extract’ DNA from the nucleosome 
surface, as shown in b. Owing to rotational phasing, the green site is always accessible in the various states. Nucleosome 
eviction (c) might be necessary to assemble a pre-initiation complex and to transcribe the underlying DNA. Anti-silencing 
function 1 (Asf1) and H2A.Z-specific chaperone (Chz1) are examples of histone chaperones. Ac, acetylation.

Histone chaperone
A member of a class of 
proteins that help to deposit 
histones onto DNA, but are not 
components of nucleosomes.

might be caused by core promoter elements (INR, DPE 
and mTE), whereas in S. cerevisiae, the +1 nucleosome 
might provide the predominant impediment because 
core promoter elements beyond TATA boxes might not 
exist. such a mechanism remains highly speculative 
until tested.

What are the implications of species-specific shifts 
in the Tss? The location of the Tss relative to the +1 
nucleosome in S. cerevisiae compared with its location 
in metazoans indicates that yeast have to displace or 
remodel the +1 nucleosome before initiation of tran-
scription, whereas metazoans only need to contend with 
the +1 nucleosome after initiation (FIG. 5). Indeed, a large 
fraction of metazoan genes have an initiated, but paused, 
Pol II immediately upstream of, and in contact with, the 
+1 nucleosome17,89–91.

Control of DNA access
We have discussed how genome-wide patterns of nucle-
osome positioning might influence transcription. In 
this final section, we turn briefly to the general question 
of how nucleosome disruption or displacement might 
allow nucleic acid polymerases to translocate along the 
underlying DNA or to allow transcription factor binding. 
There are a number of mechanisms by which the effect 
of a positioned nucleosome can be modulated to regulate 
DNA accessibility and therefore gene expression.

DNA accessibility without catalysis. Widom and col-
leagues have proposed a ‘site exposure’ model whereby 
thermal fluctuation of DNA on the nucleosome surface 
transiently exposes DNA-binding sites for transcrip-
tional regulators92,93. site exposure through thermal 
fluctuation posits that DNA unwrapping originates from 
the DNA entry and exit points of the nucleosome, and 
becomes energetically less favourable towards the mid-
point of the nucleosome59,94. consistent with this model, 

DNA regulatory sites tend to reside near the entry and 
exit sites of nucleosomes19,55. Binding of one factor might 
stabilize a partially disassembled state, allowing other 
transcription factors to access cognate sites that were 
previously buried95. Alternatively, certain regulatory 
proteins might bind to the rotationally exposed major 
groove of DNA that rests on the nucleosome surface 
(FIGs 3b, 6a)19 or bind to sites located in the NFR, where 
they might be constitutively accessible15.

DNA accessibility and remodelling complexes. Access 
to DNA sites that are internal to a nucleosome might 
require catalysed remodelling (FIG. 6b). Regulated nucleo-
some dynamics are driven by ATP-dependent chromatin 
remodelling complexes (for example, sWI/sNF43,96–99) 
in many ways: DNA ‘breathing’ on the nucleosome 
surface, in which sWI/sNF transiently exposes DNA 
regulatory sites by creating DNA loops on the nucleo-
some surface; translational repositioning (nucleosome 
sliding), in which complexes containing Isw2 move 
nucleosomes laterally to expose or cover DNA regula-
tory sites; nucleosome removal and deposition by the 
Rsc complex and histone chaperones, for example, FAcT 
(facilitates chromatin transcription), Asf1 (anti-silencing 
function 1) and chz1 (H2A.Z-specific chaperone 1); and 
replacement of histone subunits, such as the replacement 
of H2A with H2A.Z by the sWR1 remodelling com-
plex100–102 and replacement of H3 with H3.3 by the cHD1 
(chromodomain-helicase-DNA-binding 1) remodel-
ling complex103. Nucleosome dynamics are important 
because they regulate DNA accessibility, which is key to 
proper gene regulation and transcription fidelity.

Nucleosome sliding might be an important way of 
regulating access to DNA sites that are near nucleosome 
borders. For example, the TATA box of the yeast PHO5 
(repressible acid phosphatase 5) gene resides near the –1 
nucleosome border, and movement of this nucleosome 
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by as little as a few base pairs alters the accessibility of the 
TATA box, which ultimately alters the composition of  
the assembled transcription machinery104. In mammalian 
cells, induction of the interferon-β promoter by viruses 
involves nucleosome sliding, which is promoted by the 
combined action of sWI/sNF on nucleosomes and TBP 
binding to TATA105. Thus, nucleosome sliding, remodel-
ling and/or eviction seem to be important mechanisms 
for promoting Tss access and gene activation.

Because the binding of sequence-specific transcrip-
tion factors to their cognate sites might be largely con-
trolled by the –1 nucleosome in S. cerevisiae, remodelling 
complexes that promote site access might be specifically 
targeted to such nucleosomes68 (FIG. 6b). consistent with 
this suggestion, sWI/sNF promotes the binding of the 
Gal4 activator to nucleosomal DNA in vitro106,107 and can 
modulate Gal4 binding to sites near the –1 nucleosome 
to promote transcription in vivo108.

The activity of sWI/sNF (and related complexes) can 
be enhanced by histone acetylation109,110. For example, 
acetylation might reduce histone–DNA electrostatic 
interactions by neutralizing positively charged lysines111, 
which might disrupt higher-order, repressive chromatin 
structures112 and also provide acetyl-lysine binding sites 
for sWI/sNF and other bromodomain-containing com-
plexes75. A detailed discussion of this subject is beyond 
the scope of this Review, but it is clear from a wide 
range of studies that histone acetylation is an important  
contributor to gene activation12,111,113–115.

Nucleosome eviction. In addition to shifting the contacts 
between DNA and histones, eviction of a nucleosome 
from a particular genomic location allows DNA-binding 
factors to access the DNA (FIG. 6c) and can therefore 
affect gene expression. Remodelling complexes remove 
nucleosomes, and this process is likely to be influenced 
by histone variants116. Nucleosome loss can occur as a 
specific response to environmental stresses or signals, 
leading to transcriptional reprogramming. For example, 
yeast genes that are activated in response to heat shock 
or changes in the cell cycle often lose nucleosomes in 
the promoter region23,117. Genes in which expression is 
turned down gain nucleosomes5,7,10,11,23,117,118.

Nucleosome ejection during gene activation has 
been studied for some time at model target genes in 
Saccharomyces spp.118–125 and other organisms126. For 
example, during erythropoiesis in humans, induction 
of the β-globin gene results in histone loss over DNA 

sequences in the locus control region (lcR), which con-
tains enhancer elements that direct expression of the 
globin genes. Indeed, loss of nucleosomes allows the hae-
matopoietic, cell-specific transcriptional activator NF-E2 
(nuclear factor, erythroid-derived 2) to bind to the lcR127. 
In other cell types, nucleosomes create a closed chromatin 
state over the lcR, which precludes globin expression.

Conclusions and future directions
our understanding of how nucleosome positions and 
dynamics regulate gene expression has increased dra-
matically in recent years. This is in large part due to the 
discovery and characterization of proteins that write, 
read and erase the many kinds of histone modifica-
tions, and the convergence of this knowledge on the 
involvement of chromatin remodelling factors, histone 
variants and histone chaperones in gene regulation. 
The ability to determine where in the genome proteins 
are bound and how much is bound using chIP–chip 
and chIP–seq technologies has opened our eyes to 
the general mechanism or specificity of nucleosomal 
regulation. Because misregulation of nucleosomes can 
lead to developmental defects and cancer128–130, such as 
mixed-lineage leukaemia, when the ability to methyl-
ate histone H3 is disrupted, understanding the extent to 
which nucleosome organization and modification of this 
organization are altered throughout a genome in nor-
mal and disease states will be an important step towards  
chromatin-based therapy.

some of the next steps towards increasing our under-
standing of global chromatin structure will be to identify the  
cellular components and mechanisms that determine 
the canonical positioning of nucleosomes. This might 
be best achieved through molecular and/or genetic 
techniques that remove candidate nucleosome organiz-
ing factors and determine whether canonical positions 
are altered. The observation that many proteins contain 
conserved domains that interact with histone modifica-
tions raises the question of whether such proteins bind 
to specific nucleosomes in the genome. Addressing this 
question might require the development of methods to 
cross-link proteins to nucleosomes in vivo and map such 
interactions across the genome using chIP–seq technol-
ogy. The development of high-resolution genome-wide 
mapping technologies will allow us to answer many new 
questions regarding the function of genomic chroma-
tin organization and its interplay with the transcription 
machinery.
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The major connective tissues of the body, such as 
skin, tendon, ligaments, cartilage and bone, provide 
the structural and informational framework that is 
necessary for development. The extensive extracellu-
lar matrix (ECM) of connective tissues is a complex 
interacting network of proteins, glycoproteins and 
proteoglycans providing the dynamic and essential 
three-dimensional environment that supports the 
maintenance, growth and differentiation of cells. In 
addition to providing a highly organized framework, 
the ECM mediates signals to and from cells that are 
involved in important biological processes such as cell 
differentiation and migration during development, and 
repair processes.

The diversity and functional importance of the ECM 
is illustrated by the occurrence of numerous genetic and 
acquired connective tissue disorders. Mutations in indi-
vidual ECM genes cause conditions such as osteogenesis 
imperfecta (OI), numerous chondrodysplasias, Ehlers–
Danlos syndrome and Marfan syndrome, and although 
these conditions are individually rare, collectively they 
are a considerable health burden. Furthermore, studies 
on these conditions have been of considerable impor-
tance in understanding fundamental aspects of ECM 
assembly and function.

Here we will review recent advances in our under-
standing of the molecular genetics and pathophysiol-
ogy of diseases caused by mutations in ECM genes, 
including insights into the important pathogenic 
role of endoplasmic reticulum (ER) stress, which  

might pave the way to new therapeutic opportunities. 
Comprehensive information about gene mutations 
has been covered in earlier reviews and is available 
in online databases, so rather than repeating infor-
mation we provide a summary of the mutation types 
and diseases that result from ECM gene mutations. 
Our main aim is to bring together a discussion of the 
molecular pathways of pathophysiology that have 
been elucidated by studies using cells from patients, 
genetically manipulated cell lines or mutant mouse 
disease models. In particular, we highlight the realiza-
tion that ECM mutations exert important pathogenic 
effects inside the cell, as well as in the ECM outside 
the cell.

ECM integrates cells into functional assemblies
The ECM is diverse, with precisely regulated combi-
nations of molecular components providing tissue-
specific properties ranging from the rock-hard nature 
of bone to the elasticity of ligament and skin, and from 
the longevity of adult articular cartilage to the transient 
nature of growth plate cartilage. ECM components can 
be broadly placed into groups: structural components; 
matricellular proteins that have little structural role but 
modulate cell–ECM interactions and growth factor 
and protease activity; cell surface receptors and ancil-
lary proteins that interact with the ECM and perform 
signalling and structural roles; and proteins involved 
in ECM homeostasis and remodelling, such as pro-
teinases and their inhibitors. Although the different 
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Osteogenesis imperfecta
(OI). A genetic bone disorder 
caused by abnormalities of 
collagen I structure or synthesis 
that results in poorly formed 
and fragile bones. Multiple 
distinct clinical manifestations 
range in severity from mild to 
congenital lethal.

Genetic diseases of connective tissues: 
cellular and extracellular effects of 
ECM mutations
John F. Bateman*, Raymond P. Boot-Handford‡ and Shireen R. Lamandé*

Abstract | Tissue-specific extracellular matrices (ECMs) are crucial for normal 
development and tissue function, and mutations in ECM genes result in a wide range of 
serious inherited connective tissue disorders. Mutations cause ECM dysfunction by 
combinations of two mechanisms. First, secretion of the mutated ECM components can 
be reduced by mutations affecting synthesis or by structural mutations causing cellular 
retention and/or degradation. Second, secretion of mutant protein can disturb crucial 
ECM interactions, structure and stability. Moreover, recent experiments suggest that 
endoplasmic reticulum (ER) stress, caused by mutant misfolded ECM proteins, contributes 
to the molecular pathology. Targeting ER stress might offer a new therapeutic strategy.
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Chondrodysplasia
A disturbance in the 
development of cartilage, 
primarily affecting the long 
bones. More than 200 forms 
are recognized, presenting a 
clinical range from mild to 
severe arrested growth and 
dwarfism, to congenital lethal.

Ehlers–Danlos syndrome
A group of inherited disorders 
of collagen synthesis and fibril 
formation that result in a range 
of pathologies, including joint 
laxity and hypermobility, and 
skin and blood vessel fragility.

Marfan syndrome
An inherited disorder 
presenting with long bone 
overgrowth, and defects of the 
heart valves and aorta. It is 
caused by mutations in the 
microfibrillar protein fibrillin 1.

Articular cartilage
The permanent cartilage that 
forms the smooth articulating 
surface of joints. It is a dense 
connective tissue with an 
extracellular matrix rich  
in collagen II and the 
proteoglycan aggrecan.

connective tissue matrices vary in composition and 
detailed architecture, there are basic similarities in the 
types of molecular components and how these compo-
nents form interacting structural networks. The major 
ECM components include collagens, proteoglycans and  
a large number of non-collagenous glycoproteins  
and proteins1–8 (BOX 1).

Many ECM structural components assemble into 
multimers in the cell. This intracellular assembly is an 
important prerequisite for the multivalent extracellular 
interactions that occur between the ECM components 
which generate the architecturally precise matrix that is 
crucial for function. It can also be an important deter-
minant of how ECM gene mutations cause disease, as 
we discuss below. The details of the biosynthetic path-
way and multilevel assembly are best understood for 
the collagen family, and for this reason much of our 
discussion will focus on collagen as the prototypical 
ECM protein to illustrate common themes in ECM 
assembly and disease mechanisms. The central fea-
tures of intracellular synthesis and assembly of several 
collagen types and cartilage oligomeric matrix protein 
(COMP, also known as thrombospondin 5, TsP5) are 
presented in FIG. 1.

The interactions of ECM with cells integrates them 
into functional assemblies and provides two-way con-
duits for signalling and mechanotransduction9,10. ECM 
components interact with cells, and thus connect to the 
cytoskeleton through a range of cell surface receptors, 
predominantly integrins11. In addition to these direct 
roles in signalling, many ECM components bind 
growth factors and thus act as a reservoir controlling 
their bioavailablity. These important regulatory roles of 
ECM function are beyond the scope of this article and 
are covered in several recent reviews6,12,13.

Molecular pathology of ECM gene mutations
Many mutations have been characterized in the struc-
tural components of the ECM and in the enzymes 
involved in their post-translational processing and 
folding. The molecular basis of how these mutations 
cause the myriad of connective tissue disorders depends  
on the function of the gene product, its tissue distribu-
tion and the nature of the mutation. Despite this phe-
notypic diversity, unifying features in the molecular 
mechanisms that lead to tissue pathology are emerging 
from recent studies. This Review will focus on human 
disease mutations (TABLE 1) and related mouse models 
(supplementary information s1 (table)). A compre-
hensive description of ECM gene-targeted knockouts 
is provided by Aszodi et al.14.

Loss-of-function mutations
The most common genetic causes of reduced synthe-
sis of a gene product are mutations that result in the 
introduction of premature termination codons (PTCs). 
The presence of a PTC triggers an mRnA surveillance 
process and nonsense mediated decay (nMD), whereby 
aberrant mRnAs are distinguished from normal mRnAs 
and are rapidly degraded15–18 (FIG. 2). There are many PTC 
mutations in ECM structural genes, and for several of 
these it has been directly shown that the PTC mutations 
result in nMD and haploinsufficiency. These include PTC 
mutations in collagen I in OI19,20, collagen II in Stickler 
syndrome21,22, collagen vI in Bethlem myopathy23 and  
collagen X in metaphyseal chondrodysplasia, Schmid type24. 
Recessive PTC mutations lead to the absence of collagen 
vI in ullrich’s congenital muscular dystrophy25,26 and 
collagen vII in dystrophic epidermolysis bullosa27,28. It is 
likely that the majority of other PTC mutations in ECM 
genes will also be shown to cause nMD of the mRnA 
transcribed from the mutant allele.

Although nMD can be 100% efficient29, more com-
monly it reduces the abundance of PTC-containing 
transcripts to approximately 5–25% of the normal allele 
transcript, so there can be small amounts of mutant 
truncated protein produced that have the potential to 
exert a dominant negative or gain-of function effect. The 
extent of nMD is likely to be an important contribu-
tor to the clinical outcome30, and this can be difficult to 
predict from the mutation alone. The efficiency of nMD 
depends on the position of the mutation in the gene rela-
tive to sequence elements that designate nMD compe-
tency, such as the exon–exon boundaries defined during 
splicing or, in the case of COL10A1 (collagen, type X,  
a1), the position of the PTC relative to the 3′ uTR31. 
nMD competency can also show gene and tissue specifi-
city29. In general, dominant heterozygous PTC mutations 
lead to approximately half the amount of normal protein 
and have a milder clinical phenotype than structural  
gain-of-function mutations in the same gene.

loss-of-function mutations in the genes involved in 
ECM protein processing, folding and post-translational 
modification can also result in connective tissue disease. 
For example, mutations in ADAMTs2, the enzyme that 
removes the collagen I n-propeptide before fibril forma-
tion (FIG. 1), causes recessive Ehlers–Danlos syndrome32, 

 Box 1 | Extracellular matrix organization

A diverse range of extracellular matrix (ECM) structural components have been 
described, including 28 distinct collagen subtypes, hyalectins, proteoglycans and a 
large number of non-collagenous proteins. Many of these matrix proteins are 
modular, and are assembled from a limited set of protein domains, or modules, that 
are utilized in ECM and non-ECM proteins to provide specific functional or 
structural characteristics. The major components of the ECM are members of the 
collagen protein family, which provide the backbone scaffolding that is essential for 
the interaction of ECM components to provide tissue structure and integrity 
(reviewed in REFS 5,7,8). The characteristic feature of collagens is that they contain 
a triple helical collagen domain in which glycine occurs at every third position of  
the protein sequence. The triple helical domain can be the sole protein module in the 
mature protein, as is the case for the fibril-forming collagens type I, II and III. These 
fibrillar collagens have uninterrupted triple helical domains that assemble into the 
highly organized tensile fibrils of many tissues such as skin (collagen I and III), bone 
(collagen I) and cartilage (collagen II). However, other members of the collagen 
family have interruptions in their triple helix, and in many cases the collagen module 
is only a small component of the mature protein (for example, collagen VI). The 
distinct domains of collagens drive formation of different molecular structures. 
Functional collagen fibrils are commonly heterotypic co-assemblies, such as 
collagens I, III and V in skin, and collagens II, IX and XI in cartilage3,107. These 
composites provide important structural characteristics that are further modified 
by interactions with small leucine-rich proteoglycans1,2 and other non-collagenous 
components to produce the architecturally precise ECM that is crucial for the 
biomechanical function of the tissue.
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Figure 1 | supramolecular assembly pathways. Major commonalities and differences in the synthesis and assembly 
pathway of three different functional classes of collagen types — fibril-forming collagens I, II and III, microfibillar 
collagen VI and network-forming collagens X and VIII — and cartilage oligomeric matrix protein (COMP). Collagen 
synthesis, chain assembly and formation of the triple helical domain is similar for most collagen types (reviewed in 
REFS 8,40,41). The collagen precursor chains are co-translationally translocated into the endoplasmic reticulum (ER) 
lumen, where specific post-translational modifications occur. Three collagen α-chains associate specifically via their 
C-terminal domains42 to form heterotrimers or homotrimers.

. 
The helical collagens are trafficked via the Golgi network to 

the plasma membrane, and secreted into the extracellular space41. With collagen VI the individual collagen helices are 
not secreted as monomers but assemble intracellularly into antiparallel overlapping dimers (two triple-helical collagen 
VI molecules), which then align to form tetramers (four triple-helical collagen VI molecules). The fibril-forming collagens 
are secreted as precursor forms, called procollagens, with N- and C-terminal non-collagenous domains. These domains 
are removed by the action of specific proteases, and the collagens are assembled into dense fibrils with a characteristic 
D-periodicity. The fibril is stabilized by covalent lysine- and hydroxylysine-derived crosslinks41. With collagen X and VIII 
there is no evidence that the N- and C- terminal non-collagenous domains are processed, and they are thought to play a 
part in the formation of a tetrahedron of four homotrimers. It has been proposed that these tetrahedrons could then 
form hexagonal lattices by secondary interactions involving terminal and helical sequences24. Collagen VI is secreted as 
tetrameric structures of four collagen VI molecules that aggregate end-to-end to form long thin periodically beaded 
microfibrils. COMP monomers associate via N-terminal recognition sequences into homopentamers, which, after 
secretion, can interact with and facilitate collagen I and II fibril formation. COMP pentamers interact with numerous 
other extracellular matrix (ECM) components, including collagen IX, matrilins and aggrecan.

Growth plate cartilage
A transient cartilage type  
that drives bone growth and  
is located at one or both ends 
of long bones between the 
epiphysis and the diaphysis. 
The chondrocytes of the 
growth plate undergo  
specific maturation steps 
leading to hypertrophy and 
replacement with bone during 
endochondral bone formation 
before puberty.

Haploinsufficiency
A condition in a diploid 
organism in which a single 
functional copy of a gene 
results in a phenotype,  
such as a disease.

Stickler syndrome
A mild inherited 
chondrodysplasia with early 
degenerative joint and vertebral 
changes and often retinal 
detachment and blindness.

Bethlem myopathy
A genetic disease associated 
with muscle weakness. This 
congenital form of muscular 
dystrophy caused by collagen 
VI mutations is less severe than 
the allelic disorder, Ullrich 
congenital muscular dystrophy.

and mutations in arylsulphatase E33 and diastrophic 
dysplasia sulphate transporter (DTDST, also known as 
SLC26A2)34 affect sulphation of glycosaminoglycans and 
cause chondrodysplasias. Mutations of lysyl hydroxylase 2  
(PLOD2), a collagen post-translational processing 
enzyme, cause Bruck syndrome35, and PLOD3 mutations 
have been identified in a patient with complex features 
that overlap several collagen disorders36. Homozygosity 
or compound heterozygosity for mutations in carti-
lage associated protein (CRTAP) and LEPRE1 cause 

abnormalities in collagen I helix formation, resulting in 
OI37,38. LEPRE1 encodes prolyl-3-hydroxylase 1 (P3H1, 
also known as leprecan) and forms a molecular com-
plex in the ER with CRTAP and cyclophilin B (CYPB; 
also known as peptidylprolyl isomerase B, PPIB)39, and 
this complex acts as a molecular chaperone for efficient 
helix formation (FIG. 1). It is likely that this impairment 
of collagen helix formation has gain-of-function con-
sequences similar to those discussed below for protein 
structural mutations.
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Protein folding and assembly mutations
Extensive studies of dominant structural mutations in 
ECM components have led to the currently accepted 
model that the tissue pathology results from the 
effects exerted by the mutant protein on the ECM. The 

deleterious effects on the ECM are thought to result from 
reduced protein levels owing to intracellular degradation 
of the mutant polypeptide and/or secretion of mutant 
matrix protein that disrupts the organization of the ECM 
(FIG. 2). These effects will be discussed first, followed by 

Table 1 | Examples of mutations in ECM structural proteins causing human disease

ecM component Gene(s) Principal tissue(s) affected Principal disease(s) inheritance

Aggrecan ACAN Cartilage Spondyloepiphyseal dysplasia, Kimberley type AD

COMP COMP Cartilage, ligaments Multiple epiphyseal dysplasia, pseudoachondroplasia AD

Collagen I COL1A1, COL1A2 Bone Osteogenesis imperfecta AD

COL1A1, COL1A2 Skin, joints Ehlers–Danlos syndrome, type VII AD

COL1A2 Skin, joints, heart Ehlers–Danlos syndrome, cardiac valvular form AR

Collagen II COL2A1 Cartilage, eyes Spondyloepiphyseal dysplasia, spondy-
loepimetaphyseal dysplasia, achondrogenesis, 
hypochondrogenesis, Kniest dysplasia,  
Stickler syndrome 

AD

Collagen III COL3A1 Blood vessels Ehlers–Danlos syndrome, type IV AD

Collagen IV COL4A1 Kidney, skin, basement membranes Familial porencephaly, hereditary angiopathy AD

COL4A3, COL4A4 Kidney, skin, basement membranes Alport syndrome, benign familial haematuria AR, AD

COL4A5, COL4A6 Kidney, skin, basement membranes Alport syndrome, leiomyomatosis X

Collagen V COL5A1, COL5A2 Skin, joints Ehlers–Danlos syndrome, type I, II AD

Collagen VI COL6A1, COL6A2, 
COL6A3

Muscle Bethlem myopathy, Ullrich congenital muscular 
dystrophy

AD, AR

Collagen VII COL7A1 Skin, dermal–epidermal junction Dystrophic epidermolysis bullosa AD, AR

Collagen VIII COL8A2 Cornea Fuchs corneal dystrophy AD

Collagen IX COL9A1, COL9A2, 
COL9A3

Cartilage Multiple epiphyseal dysplasia AD

COL9A1 Cartilage Autosomal recessive Stickler syndrome AR

Collagen X COL10A1 Cartilage, growth plate Metaphyseal chondrodysplasia, Schmid type AD

Collagen XI COL11A1, COL11A2 Cartilage, eyes Stickler syndrome, Marshall syndrome AD

COL11A2 Cartilage, ears Otospondylomegaepiphyseal dysplasia AD, AR

COL11A2 Ears Deafness AD, AR

Decorin DCN Cornea Congenital stromal corneal dystrophy AD

Elastin ELN Arteries, skin Supravalvular aortic stenosis, cutis laxa AD

Fibrillin 1 FBN1 Skeleton, eyes, cardiovascular Marfan syndrome, ectopia lentis, Shprintzen–
Goldberg syndrome, Weill–Marchesani syndrome

AD

Fibrillin 2 FBN2 Skeleton Contractural arachnodactyly AD

Fibronectin FN1 Kidney Glomerulopathy AD

Fibulin 4 FBLN4 Skin Cutis laxa AR

Fibulin 5 FBLN5 Eyes Age-related macular degeneration AD

FBLN5 Skin Cutis laxa AD, AR

Laminin LAMA2 Muscle Congenital muscular dystrophy AR

LAMA3, LAMB3, 
LAMC2

Skin, dermal–epidermal junction Epidermolysis bullosa, junctional AR

LAMB2 Kidney, eyes Pierson syndrome AR

Matrilin 3 MATN3 Cartilage Multiple epiphyseal dysplasia AD

Perlecan HSPG2 Cartilage, basement membranes Schwartz–Jampel syndrome, dysegmental dysplasia 
Silverman–Handmaker type

AR

Tenascin XB TNXB Skin Ehlers–Danlos-like syndrome AR

TNXB Skin Ehlers–Danlos syndrome, type III AD

AD, autosomal dominant; AR, autosomal recessive; COMP, cartilage oligomeric matrix protein (also known as thrombospondin 5); ECM, extracellular matrix; X, X-linked. 
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Figure 2 | the extracellular matrix (ecM) disease paradigm. The existing model for 
ECM mutation pathophysiology proposes that the extracellular consequences 
account for the molecular pathology. Reduced synthesis owing to regulatory 
mutations or decay of mRNA-containing premature termination mutations results in 
deficiency of the protein in the ECM, thereby compromising function (green box). 
However, structural misfolding mutations have a dominant negative effect, leading to 
partial or complete cellular retention and/or degradation of mutant proteins, and 
normal proteins being assembled into mutant-containing multimers. This results in a 
severe protein deficiency and, if the mutant abnormally folded protein is secreted,  
a further deleterious effect on ECM stability or function (yellow boxes). The new 
paradigm for understanding ECM mutations also considers cellular consequences 
that might result from endoplasmic reticulum (ER) stress, such as the unfolded protein 
response (UPR), which is induced by retention of misfolded proteins in the ER (blue 
boxes). The UPR is initially an adaptive response but, if unresolved, can lead to 
changes in gene expression that result in disruption of cellular gene expression 
patterns, and eventually apoptosis and pathology. The relative contribution of the 
extracellular and cellular consequences to the molecular pathology is likely to show 
considerable mutation and gene specificity. ERAD, ER-associated degradation.

Metaphyseal 
chondrodysplasia,  
Schmid type
A form of chondrodysplasia 
that is caused by mutations in 
collagen X, a component of 
growth plate cartilage. Growth 
plates are structurally altered 
and the chondrocytes are 
disorganized, causing mild 
clinical abnormities of bone 
growth, such as bowed legs 
and hip problems.

information that implicates the cellular consequences 
of disturbances to protein folding as a major gain-of-
function component of the molecular pathology of these 
ECM structural mutations.

Collagen mutations have been well studied and serve 
to illustrate the effect of structural mutations, such as 
missense mutations and in-frame deletions, on protein 
assembly at many different levels during synthesis and 
secretion. There are several excellent reviews containing 
detailed information on collagen synthesis and assem-
bly8,40,41. Briefly, collagen trimers are assembled in the 
ER via interactions of trimerization domains that direct 
selection of the appropriate partner chains to form one 
of the 28 heterotrimeric or homotrimeric forms (FIG. 1). 
For most collagens the trimerization domains are at the  
C terminus of the protein. This initial association provides 
the correct chain registration required for subsequent 

formation of the collagen triple helix. The structural 
basis of this vital self-organizing step has been recently 
reviewed42. Folding of the C-terminal trimerization 
domains probably involves interactions with ER-resident 
molecular chaperones such as immunoglobulin-heavy-
chain-binding protein (BiP; also known as heat shock  
70 kDa protein 5, HsPA5)43,44.

not surprisingly, mutations of the C-terminal propep-
tide of many collagens interfere with folding of the 
domains, and prevent or severely impede trimer assem-
bly. Heterozygous dominant mutations in the collagen I 
proα1(I) C-propeptide in patients with OI are the cause of 
abnormal procollagen trimerization, resulting in delayed 
triple helix folding and reduced secretion44. This compro-
mised assembly leads to intracellular degradation of the 
mutant misfolded proα1(I) chains via the ER-associated 
proteasomal pathway45, and results in a major collagen I  
deficiency in bone. In the OI mouse model, Oim, a C 
propeptide mutation in the collagen I proα2(I) chain  
also prevents association of the mutant proα2(I) with 
the proα1(I) chain. In Oim/Oim homozygotes this 
results in production of collagen I that contains only 
proα1(I) trimers rather than the functional collagen I 
heterotrimers46. A similar mutation in the C-propeptide 
of collagen II also prevents assembly in the Dmm/Dmm  
mouse, which is dwarfed and has major cartilage 
defects47.

Mutations in COL10A1 that cause metaphyseal chon-
drodysplasia, schmid type, cluster in the C-terminal 
trimerization domain24 — further highlighting the 
importance of the initial chain association step. The 
crystal structure of the trimerization domain48 predicts 
that mutations that disrupt the hydrophobic core of the 
domain are likely to prohibit correct folding, resulting in 
exclusion of affected collagen X chains from trimers. The 
structure also suggested that some types of trimerization 
domain mutation could permit trimer formation but 
perturb subsequent collagen X supramolecular network 
assembly (FIG. 1) or interactions in the cartilage matrix. 
However, studies on mutant collagen X in transfected 
cells and in transgenic mice have shown that both classes 
of missense mutations cause misfolding and severely 
compromise trimer assembly49–52.

The next stage of collagen assembly, formation of the 
triple helix, is also crucial to collagen function (reviewed 
in REFS 8,40,41). In most collagen types, helix formation 
along the repetitive Gly–X–Y collagen domain sequence 
progresses from the C terminus, where the chains are 
held in register by trimerized C-terminal domains, 
towards the n terminus (FIG. 1). Helix formation and sta-
bilization involves cis–trans isomerization of prolyl pep-
tide bonds by peptidyl-prolyl cis–trans isomerase and 
collaboration of the ER-resident foldase protein disul-
phide isomerase (PDI), prolyl-4-hydroxylase (P4H), the 
CRTAP–CYPB–P3H1 complex39 and 47 kDa heat shock 
protein (HsP47, also known as serpin 1)53. Prolines in 
the Y position of collagen Gly–X–Y triplet sequences are 
hydroxylated by P4H. This step is crucial, as hydroxy-
proline provides the hydrogen bonding force necessary 
to stabilize the collagen helix. In addition to prolines, 
some lysine residues are also hydroxylated by lysyl 
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Dystrophic epidermolysis 
bullosa
A severe genetic disorder 
resulting in extremely fragile 
skin and recurrent blister 
formation caused by  
mutations in collagen VII.

Dominant negative
A form of mutation that 
interferes with the function of 
its wild-type allele product.

Bruck syndrome
A recessive form of 
osteogenesis imperfecta,  
with joint contractures  
caused by mutations in the 
collagen-modifying enzyme 
lysyl hydroxylase 2.

ER-associated degradation
(ERAD). An intracellular quality 
control pathway that directs 
retrotranslocation of normal 
and misfolded proteins from 
the endoplasmic reticulum  
to the cytoplasm for 
proteasomal degradation.

Autophagy
In autophagy the cell is 
degraded largely from within, 
with little or no help from 
phagocytes. Bulk cytoplasm 
and organelles are sequestered 
within double-membrane-
bound vesicles. These 
ultimately fuse with the 
lysosome and their contents 
are degraded.

hydroxylases and some of these are further modified by 
addition of galactose or galactosyl-glucose. Formation of 
the triple helix prevents further post-translational modi-
fication. After helix formation, HsP47 stabilizes the helix 
and prevents aggregation of the collagen in the ER, and 
is important for efficient secretion, processing and fibril 
formation53 (FIG. 1).

Mutations that interfere with the triple helix are by 
far the most prevalent group of collagen mutations. The 
most common of these are glycine substitutions, which 
interrupt the obligatory Gly–X–Y repeat sequence, 
causing misfolding and a structurally abnormal helix. 
Glycine mutations in collagen I cause OI; in collagen II  
they cause a range of chondrodysplasias, including 
spondyloepiphyseal dysplasia, Kniest dysplasia, achon-
drogenesis, hypochondrogenesis and stickler syn-
drome; and in collagen III they cause Ehlers–Danlos 
syndrome type Iv. Although collagen I glycine muta-
tions will be discussed as the archetype, glycine  
mutations in the triple helical domain of most collagen 
types will have similar destabilizing effects, but the clini-
cal consequences will depend on the structural role of 
the helix in the particular collagen and the role of the  
collagen type in ECM architecture.

Glycine mutations generally cause major disruptions 
to helix folding, delaying helix propagation at the site of 
the mutation. This pause in helix formation exposes the 
unfolded portions of the chains that lie n-terminal to 
the mutation to additional post-translational modifi-
cation, resulting in increased hydroxylation and glyco-
sylation. In OI, 682 of the 832 independent mutations 
reported (82%) are glycine substitutions in either the 
collagen I proα1(I) or proα2(I) chains54. substitutions 
in the most n-terminal 20% of the helix are non-lethal, 
whereas more C-terminal substitutions are of vari-
able phenotype but are, in general, more severe. This 
is broadly consistent with predictions from the long-
held view that mutations that disturb helix formation 
closer to the site of propagation (the C terminus) are 
more disruptive. However, for substitutions in the most 
C-terminal 80% of the helix there is no apparent cor-
relation between disease severity and the position of 
the mutation54, or disease severity and regions of dif-
ferent local helix stability55, suggesting a more complex  
relationship between mutations and phenotype.

By contrast, the nature of the substitution is important  
in disease severity. In COL1A1, substitution by amino 
acids with charged or branched side chains (Asp, Arg 
or val) causes more disruption to the helix, and usually 
results in lethal OI phenotypes54. A significant conse-
quence of impaired collagen folding is reduced secre-
tion of trimers containing mutant collagen chains. As 
just one mutant chain in a trimer will impair helix 
formation, heterozygous mutations have a dominant 
negative effect. In heterotrimers, such as collagen I 
[α1(I)]2α2(I), three-quarters of the collagen trimers 
contain one or more abnormal chains if one COL1A1 
allele is mutated. In the case of homotrimers, such as 
collagen II [α1(II)]3, seven-eights of the trimers will 
have abnormal helix folding if one COL2A1 allele is  
mutated.

For secretion from the cell, the collagen triple helix 
must be correctly folded. Collagen molecules contain-
ing mutant chains are secreted poorly and are largely 
retained within the ER. Collagen chains containing 
mutations that affect initial chain association, such as 
those in the proα1(I) C-propeptide, are removed by ret-
rotranslocation of monomeric unfolded mutant collagen 
chains into the cytosol followed by proteasomal degra-
dation (ER-associated degradation, ERAD)44,45. However, 
there is no evidence that ERAD degrades molecules 
containing a triple-helical glycine substitution56. Indeed, 
although collagens containing helix mutations have 
unstable poorly formed triple helices, they do associate 
at their C termini and form trimers, and this is likely to 
preclude them from retrotranslocation and ERAD.

There are no published data on the mechanisms of 
degradation of collagen trimers that contain helix muta-
tions. However, some clues exist from studies using cells 
from Hsp47-null mice. In HsP47-deficient cells collagen 
triple helix formation and stability is impaired, and the 
improperly folded triple helices form insoluble aggre-
gates in the ER53. Autophagy, a degradation mechanism 
commonly deployed to degrade protein aggregates57, is 
therefore a likely mechanism for degradation of colla-
gen trimers containing helix mutations. Mutant chain- 
containing collagen that exits the cell can also have 
important extracellular affects. If incorporated into col-
lagen fibrils it might have a destabilizing effect and be 
selectively degraded58, or it might compromise the inter-
actions of collagen with other ECM ligands54, disturbing 
ECM architecture and stability.

Collagen vI provides an example of mutations that 
can also affect the higher levels of supramolecular assem-
bly. Glycine substitutions and exon-skipping mutations 
towards the n terminus of the helix can have a severe 
dominant negative effect by interfering with intracellular 
formation of the larger multimers, which is necessary for 
secretion and microfibril formation59–61 (FIG. 1). Another 
striking example of how structural mutations can domi-
nantly affect ECM protein assembly is provided by COMP 
in two skeletal dysplasias, pseudoachondroplasia and 
multiple epiphyseal dysplasia62,63. structural mutations in 
COMP affect protein folding and assembly, in many cases 
causing retention of the misfolded protein within the ER. 
Because COMP assembles into a pentamer (FIG. 1), almost 
all the multimers will contain at least one structurally 
abnormal mutant chain, resulting in intracellular reten-
tion of COMP. Accumulation of intracellular COMP 
can also result in co-retention of interacting partners,  
including collagen IX and matrilin 3 (REFS 64,65).

Misfolded ECM proteins cause ER stress
In addition to dominant effects of mutations exerted 
through reduced rates of synthesis and secretion, or dis-
turbed interactions in the ECM as discussed above, mis-
folded mutant ECM proteins such as COMP, collagens 
and matrilin 3 have recently been shown to induce signif-
icant ER stress and trigger the unfolded protein response 
(uPR). ER stress and the uPR have been extensively 
reviewed66–69, and the main features are summarized in 
BOX 2. The uPR pathway evolved to allow cells to adjust 
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Proteasome
A large cytoplasmic protein 
complex that degrades 
proteins to which ubiquitin has 
been added by a process that 
requires ATP.

the folding capacity of the ER to differing protein folding 
loads. The uPR is deployed as a cytoprotective strategy 
to restore protein folding homeostasis when misfolded 
proteins are present in the ER, but it can also contribute 
to the pathophysiology of many heritable ECM disor-
ders (FIG. 2). Although this is a recent concept for ECM 
disorders, it is unsurprising in light of the many studies 
that implicate elevated ER stress and its consequences as 
significant contributors to the pathology of an increasing 
number of human disorders70–73.

In pseudoachondroplasia and multiple epiphy-
seal dysplasia, COMP structural mutations that cause 
misfolding result in a characteristic distension of the 
ER62,63 and retention of mutant COMP. Although this 
disrupts the normal secretion of crucial cartilage ECM 

components, it also induces ER stress. Evidence of ER 
stress comes from analyses of patient cells and cells trans-
fected with mutant COMP, which show co-localization  
of molecular chaperones, such as calnexin, HsP47 
(REF. 74), PDI74,75, calreticulin75,76 and BiP75,76, with the 
mutant COMP in the ER. Furthermore, phosphorylation 
of the eukaryotic translation initiation factor eIF2α, an 
ER stress marker, was increased in COs cells expressing 
mutant COMP77. In a knockin mouse model contain-
ing a mild pseudoachondroplasia Comp mutation, no 
intracellular accumulation was noted, although a uPR 
ensued, characterized by upregulation of the chaper-
ones BiP and calreticulin and activation of eIF2α and 
activating transcription factor 6 (ATF6)78. These data 
suggest that although the extent of the trafficking defect 

Box 2 | The unfolded protein response

One of the major functions of the endoplasmic 
reticulum (ER) is the correct folding and maturation  
of proteins and glycoproteins that are destined for 
secretion. This protein folding factory imposes  
stringent quality control, such that only correctly 
modified functional proteins leave the ER108. Incorrectly 
folded proteins are bound by immunoglobulin-heavy-
chain-binding protein (BiP; also known as heat shock  
70 kDa protein 5, HSPA5). This removes BiP from the  
ER luminal domains of the three major transmembrane 
stress sensors, IRE1, PERK and ATF6, which activates  
the sensors and initiates the unfolded protein  
response (UPR).

IRE1 activation is transmitted to the cytosolic domain 
of IRE1, which contains a serine/threonine kinase and 
site-specific RNase activities. The RNase cleaves X-box 
binding protein 1 (XBP1) mRNA; this splicing leads to  
the production of an active transcription factor, XBP1

s
.  

This transcription factor acts by binding to the  
UPR-responsive elements in the promoters of a subset  
of genes to stimulate the synthesis of chaperones as a 
mechanism to cope with the unfolded protein load.

A second arm of the UPR is mediated by the 
transcription factor ATF6, which contains a basic leucine 
zipper domain. The release of BiP from the luminal 
domain allows uncleaved ATF6 (ATF6p90) to transit to 
the Golgi network, where it is cleaved to generate an 
active cytosolic fragment (ATF6p50). ATF6p50 migrates 
to the nucleus and binds to the promoters of genes 
containing an ER stress-responsive element.

Release of BiP from the luminal domain of PERK 
induces dimerization of PERK, which can then 
phosphorylate the translational initiation factor eIF2α. 
This prevents the formation of the translational 
initiation complex, and thus downregulates general translation and reduces the protein folding load. Although 
phosphorylated eIF2α inhibits translation of most mRNAs, it also promotes translation of a subset of stress response 
genes, including activating transcription factor 4 (ATF4). ATF4 subsequently upregulates the transcription of 
numerous genes that are involved with amino acid metabolism and transport, oxidation–reduction reactions, and ER 
stress-induced apoptosis genes such as CHOP68.

In addition to translational attenuation, misfolded proteins can be removed by ER-associated degradation (ERAD) 
and/or autophagy57,109,110, which are complementary processes to reduce the unfolded protein load and promote cell 
survival. In the ERAD process, the misfolded or unfolded proteins are retrotranslocated from the ER to the 
cytoplasm, where they are ubiquitylated and degraded by proteasomes. Autophagy is a collection of pathways  
that result in sections of the cytoplasm, including organelles, becoming sequestered into membrane-bound 
compartments that then fuse with lysosomes, where their contents are degraded by acid hydrolases.

The initial activation of the UPR is cytoprotective, offering the cells an opportunity to return to protein folding 
homeostasis. But with increased duration of unfolded protein load the balance in activities of the three pathways 
changes, and prolonged ER stress results in deleterious effects such as apoptosis.
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Chondrocyte
Cartilage cells that produce  
the structural components  
of cartilage.

Osteoblast
A mesenchymal cell with the 
capacity to differentiate into 
bone tissue.

Mesenchymal stem cells
Multipotent mesenchymally 
derived stem cells that can 
differentiate into a variety  
of cell types, including 
osteoblasts, chondrocytes, 
myocytes and adipocytes.

might be mutation specific, protein misfolding resulting 
in uPR activation seems to be a common feature with 
COMP structural mutations. These studies also demon-
strate reduced chondrocyte proliferation and increased 
and spatially dysregulated apoptosis78. Apoptosis, the 
downstream consequence of unresolved ER stress, has 
also been observed in other in vivo79,80 and in vitro77,81 
studies on COMP mutations.

Mutations in matrilin 3 can also cause the pseudoa-
chondroplasia or multiple epiphyseal dysplasia pheno-
type63, and recent studies implicate matrilin misfolding 
and uPR activation in a disease model produced by a 
knockin mutation of matrilin 3 (REF. 82). In this model, 
chondrocyte proliferation was reduced, levels of the 
chaperones BiP and GRP94 were increased, and apop-
tosis was dysregulated in the growth plates of affected 
mice. These data strongly support the hypothesis that a 
component of the pathophysiology of COMP and mat-
rilin 3 misfolding mutations is activation of the uPR. 
Although a direct link between the uPR and chondro-
cyte proliferation and apoptosis remains to be proven, it 
seems likely that the combined effects of the uPR and 
diminished secretion of functional COMP–collagen 
IX–matrilin 3 assemblies into the cartilage ECM account 
for the phenotypes in these disorders.

For fibrillar collagens I and II, evidence is also mount-
ing that misfolding mutations initiate a uPR with delete-
rious cellular consequences. In OI, COL1A1 C-terminal 
trimerization domain mutants bind to BiP and upregu-
late expression of both BiP and GRP94 (REFS 43,44). 
These mutant chains are targeted for degradation via 
the proteasomal ERAD system45. A mouse model of OI 
(Aga2) provides further support for the contribution of 
the uPR to the clinical phenotype83. In this mouse model 
a collagen I C-propeptide mutation causes ER retention 
of collagen and increases caspase-induced apoptosis and 
levels of HsP47 and CHOP in osteoblasts, both in vitro 
and in vivo. These data provide support for the proposal 
that changes in cell behaviour as a consequence of uPR 
activation are an important component of the pathology 
in conditions caused by problems with collagen trimer 
association in the ER.

This raises the important question of whether the 
more common collagen helix mutations also trigger ER 
stress and whether this contributes to the clinical pheno-
type of OI (for collagen I mutations), chondrodysplasias 
(for collagen II mutations) and other collagenopathies. 
Helix mutations allow initial chain association, but then 
impair subsequent folding of the triple helix. Early stud-
ies suggested that the glycine mutations in the colla-
gen I helix do not bind BiP, but instead bind to another 
ER-resident foldase, protein disulphide isomerase, 
which has isomerase and chaperone activities84. studies 
in an OI mouse model with an engineered Col1a1 helix 
glycine mutation provided a preliminary indication that 
CHOP, a key pro-apoptotic regulator85, is increased in 
bone when this mutation is present. As CHOP is upreg-
ulated by the uPR, these results suggest that helix gly-
cine mutations can also trigger a form of uPR. However, 
because BiP was not upregulated in this model, 
alternative mechanisms for sensing helix misfolding  

mutations might exist and require further study. Recent 
studies on cells transfected with a form of collagen II that 
contains an arginine to cysteine mutation towards the C 
terminus of the helix86 demonstrated a uPR character-
ized by upregulation and binding of BiP to the mutant 
unfolded protein and the expression of apoptosis mark-
ers. More n-terminal arginine to cysteine mutations, or 
a helical glycine to glutamic acid substitution, did not 
bind BiP or elicit an apoptotic response86. By contrast, 
BiP and CHOP were upregulated in a mouse expressing 
a collagen II helical glycine to cysteine mutation52. 

Although these studies support an important role for 
the uPR in cell dysfunction, the most convincing data 
so far comes from studies on collagen X mutations in 
metaphyseal chondrodysplasia, schmid type. Mutations 
in the collagen X C-terminal trimerization domain com-
promise trimer assembly. In vitro studies show that the 
mutant collagen X protein misfolds, forming aberrant 
disulphide-bonded dimers50, causing upregulation of 
ER chaperones including BiP, splicing of X-box bind-
ing protein 1 (XBP1) mRnA, and ERAD, resulting in 
little or no collagen X secretion50. Activation of the uPR 
has been confirmed in more detail in transgenic mouse 
models51,52, in which mutations in the Col10a1 trimeri-
zation domain are expressed in growth plate cartilage. 
Expression of the mutant protein led to upregulation of 
BiP and CHOP, and to XBP1 splicing, indicative of the 
uPR. Importantly, although CHOP was upregulated, 
apoptosis did not occur and the ER-stressed chondro-
cytes survived. However, there were significant changes 
to hypertrophic chondrocytes, such as cell cycle re-entry 
and expression of genes from the prehypertrophic stages 
of cartilage development. This was proposed as an adap-
tive response to the uPR; by downregulating collagen X  
expression and reverting to a less mature phenotype 
the cells survive, although at a significant cost to their  
normal function.

Because collagen X secretion is reduced as a result of 
intracellular degradation of the misfolded mutant protein, 
it was considered possible that the major changes in gene 
expression could result from the effect of the reduced 
collagen ECM, rather than from a direct downstream 
regulatory consequence of the misfolded collagen X  
causing a uPR. However, this effect can be excluded 
because heterozygous and homozygous Col10a1-null 
mice do not have any of these changes in cellular dif-
ferentiation87. Recent studies with a knockin Col10a1 
trimerization domain mutation (R.P.B.-H., unpublished 
data) also show characteristic growth plate expansion, 
upregulation of BiP, GRP94 and the protein disulphide 
isomerase ERp72, and other hallmarks of the uPR, 
along with profound downstream alterations to gene  
expression patterns.

Implications for therapy
Therapeutic strategies for ECM disorders caused by 
structural mutations, such as in forms of OI, have focused 
on approaches to increase expression of the normal ECM 
product, in this case collagen I, or to suppress mutant 
protein expression88. Cell therapy approaches using  
mesenchymal stem cells88,89 with the ability to differentiate  
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Allogeneic
In allogeneic transplants, cells, 
organs or tissues from any 
human other than self or a 
monozygotic twin are used  
for therapeutic purposes.

mTOR
The mammalian target of 
rapamycin is a serine/threonine 
protein kinase that regulates 
cell growth, proliferation, 
survival, protein synthesis  
and transcription.

Transforming growth 
factor-β
(TGFβ). A secreted protein that 
controls cellular proliferation, 
differentiation and other 
functions in most cells. It has  
a role in immunity, cancer, 
heart disease and Marfan 
syndrome.

into bone cells have been explored in vitro and in animal 
models of OI. Allogeneic mesenchymal stem cells admin-
istered in small clinical trials showed poor engraftment, 
although bone growth improvements were reported in 
some patients. Gene therapy approaches to inducing 
increased target gene expression have been explored 
in vitro and in mouse models, but for the treatment of  
patients these suffer from the current limitations  
of these techniques88. As many of the structural muta-
tions exert a gain-of-function effect either by interfer-
ence with the interactions, assembly and integrity of  
the ECM, an important target in the development  
of therapeutic approaches has involved mutant gene 
expression knockdown. A number of approaches have 
been explored, including antisense oligonucleotides, 
ribozymes and small interfering RnAs88. Although these 
offer potential and are being explored for efficacy, they 
are hampered by the need to develop mutation-specific 
knockdown tools to achieve near complete ablation of 
mutant gene expression, as production of even small 
amounts of structurally abnormal protein can exert 
strong dominant negative effects.

The emerging importance of protein folding abnor-
malities and the concomitant ER stress in the pathology 
of a range of connective tissue disorders offers the pos-
sibility of more ‘generic’ new treatment strategies. If the 
misfolded protein load in the ER can be reduced to levels 
that can be managed by the cell, then the serious delete-
rious outcomes of an unresolved uPR, such as apoptosis, 
could be ameliorated. This could be achieved by correct-
ing the protein folding defect, stimulating rapid degra-
dation or blocking translation of the mutant protein90,91. 
One promising approach is the use of pharmacological 
agents, such as small chemical chaperones, which can 
stabilize proteins in their native conformation and res-
cue mutant protein folding and/or trafficking defects91–94. 
Overexpression of the endogenous chaperone BiP can 
reduce ER stress95, and recent studies identified a small 
chemical that induces BiP and protects against ER stress 
in neurons96.

Another therapeutic approach that offers possibilities 
is stimulation of the bulk destruction of ER containing the 
mutant protein by autophagy using rapamycin, an mTOR 
inhibitor, or other drugs that enhance autophagy97–99. 
In another approach, a selective inhibitor of dephos-
phorylation of eIF2α protected cells from ER stress100. 
Manipulation of the downstream consequences of the 
uPR, such as apoptosis, also offers therapeutic potential 
in the treatment of heritable ECM disorders. However, 
it is important to temper our enthusiasm with the cau-
tionary realization that some of these approaches might 
result in increased secretion of mutant dysfunctional 
protein with the potential to exert deleterious effects 
on the ECM. It is therefore vital that we gain a more 
comprehensive molecular understanding of the contri-
bution of the extracellular and intracellular components  
to inherited ECM disease pathology.

In this Review we have concentrated on how struc-
tural mutations and protein misfolding cause ECM 
disorders, but it is important to recognize other disease 
mechanisms, such as those exemplified by fibrillin 1 

mutations in Marfan syndrome101. These mutations 
reduce the levels of extracellular fibrillin-rich microfi-
brils, which normally act as a transforming growth factor-β 
(TGFβ) reservoir, resulting in disturbances to the normal 
regulation of TGFβ signalling. In these instances, treat-
ment of mouse models and patients with TGFβ antago-
nists to attenuate TGFβ signalling is providing important 
therapeutic benefits102,103, even though other ECM 
structural deficiencies and possibly unfolded protein  
effects are not corrected.

A novel therapeutic strategy for an ECM disease is 
suggested by studies on the collagen vI knockout mouse 
muscular dystrophy model. Myofibres from these mice 
have ultrastructural ER and mitochondrial defects and 
increased apoptosis, which are thought to be a result of 
mitochondrial depolarization and Ca2+ deregulation104. 
Treatment with cyclosporine A, an inhibitor of the mito-
chondrial transition pore, rescued the ultrastructural 
defects and decreased apoptosis104. An open pilot trial 
with cyclosporine A in five patients with collagen vI  
mutations also showed reduced apoptosis in muscle 
biopsies105. Although these early results are encouraging, 
improvement in muscle function has not been demon-
strated and the molecular basis for the cyclosporine A 
effect is controversial and requires further study106.

Perspectives and future directions
The long-standing view has been that mutations cause 
ECM dysfunction by combinations of two mechanisms, 
both of which ultimately have an impact extracellularly 
on the quality and integrity of the matrix that surrounds 
cells. The first mechanism involves a quantitative reduc-
tion in ECM components by mutations affecting synthe-
sis, or by structural mutations causing cellular retention 
and/or degradation. second, secretion of mutant protein 
can disturb the ECM qualitatively, compromising crucial 
interactions, structure and stability.

However, in this Review we have presented recent 
evidence suggesting that there is another significant 
player in the molecular pathology of these disorders: 
ER stress. This ER stress results from the intracellular 
effect of misfolded ECM proteins in the ER eliciting the 
uPR. The relative contribution of each of the intracel-
lular and extracellular components to pathophysiol-
ogy (FIG. 2) will depend on the mutation and will be 
context dependant. In most cases it would seem likely 
that both gain-of-function uPR consequences and 
alterations to the ECM, either by reduced secretion, 
altered interactions or composition, will contribute to 
the disease mechanism. However, new experiments in 
which ER stress is triggered in hypertrophic chondro-
cytes in vivo by expressing an exogenous misfolding 
protein under the control of the collagen X promoter 
are indicating that the initiation of an uPR can, by 
itself, lead to growth plate cartilage pathology simi-
lar to that seen with collagen X misfolding mutations 
(R.P.B.-H., unpublished data). These findings make 
it clear that in disorders involving ECM protein mis-
folding, the relative contribution of the cellular effects 
of the uPR and its downstream consequences, such 
as apoptosis and altered gene expression, and the  
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extracellular dominant negative disturbance of the ECM 
on pathophysiology must be thoroughly assessed.

There are numerous important questions that will 
need to be addressed before we can fully understand the 
molecular pathology. which uPR-triggering pathways are 
used and which downstream signalling and gene expres-
sion pathways are activated? How are outcomes affected 
by mutant protein levels and duration of expression? And 

to what extent are the mutant proteins degraded, and by 
which pathways? Developing this level of understanding 
of the role of the uPR in ECM protein misfolding dis-
orders will require additional mouse genetic models in 
which the uPR and ECM effects can be assessed in the 
in vivo developmental context, along with in vitro studies 
on transfected cells in which protein expression levels and 
timing can be experimentally manipulated.
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Genome-wide association (GWA) studies of common com-
plex or multifactorial diseases have been spectacularly 
successful in the last 2 years, with many new loci iden-
tified with levels of probability that were once thought 
unattainable. However, the extraordinary levels of sig-
nificance of the association signals have yet to be trans-
lated into a full understanding of the genes or genetic 
elements that are mediating disease susceptibility at 
particular loci.

The functional effects of DNA polymorphism on 
multifactorial disease can be mediated through several 
mechanisms. Polymorphisms that alter protein function  
can have very important effects, such as NOD2 (nucleotide- 
binding oligomerization domain-containing 2; also 
known as CARD15) mutations in inflammatory bowel 
disease1 and FLG (filaggrin) mutations in eczema 
(atopic dermatitis)2. However, systematic study of com-
plex diseases with known non-synonymous SNPs has 
not yielded many highly significant results3, and vari-
ation in gene expression is probably a more important  
mechanism underlying susceptibility to complex dis-
ease. The abundance of a gene transcript is directly 
modified by polymorphism in regulatory elements. 
Consequently, transcript abundance might be consid-
ered as a quantitative trait that can be mapped with 
considerable power. These have been named expression 
QTLs (eQTLs)4,5.

There is a substantial gap between SNP associa-
tions from a GWA study and understanding how the 
locus contributes to disease. Further genotyping and 

statistical analyses are often necessary to identify causal 
variants, which are then functionally investigated. This 
Review explores the value of systematic identification of  
eQTLs as one means of characterizing the function  
of loci underlying complex disease traits. The combina-
tion of whole-genome genetic association studies and 
the measurement of global gene expression allows the 
systematic identification of eQTLs. By assaying gene 
expression and genetic variation simultaneously on 
a genome-wide basis in a large number of individu-
als, statistical genetic methods can be used to map the 
genetic factors that underpin individual differences in 
quantitative levels of expression of many thousands of 
transcripts.

The resulting comprehensive eQTL maps provide an 
important reference source for categorizing both cis and 
trans effects of disease-associated SNPs on gene expres-
sion. In addition to providing information about the 
biological control of gene expression, such data aid in 
interpreting the results of GWA studies. Once the sta-
tistical evidence for association of genetic markers to a 
disease trait has been established, genome-wide eQTL 
mapping data can be examined to see if the same genetic 
markers are also associated with quantitative transcript 
levels of one or more genes — such markers are known 
as eSNPs. The availability of systematically generated 
eQTL information provides immediate insight into a 
probable biological basis for the disease associations, 
and can help to identify networks of genes involved in 
disease pathogenesis.
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Genome-wide association 
study
(GWA study). An examination 
of common genetic variation 
across the genome designed to 
identify associations with traits 
such as common diseases. 
Typically, several hundred 
thousand SNPs are 
interrogated using microarray 
or bead chip technologies.

Mapping complex disease traits with 
global gene expression
William Cookson*, Liming Liang‡, Gonçalo Abecasis‡, Miriam Moffatt* and  
Mark Lathrop§

Abstract | Variation in gene expression is an important mechanism underlying susceptibility 
to complex disease. The simultaneous genome-wide assay of gene expression and genetic 
variation allows the mapping of the genetic factors that underpin individual differences in 
quantitative levels of expression (expression QTLs; eQTLs). The availability of systematically 
generated eQTL information could provide immediate insight into a biological basis for 
disease associations identified through genome-wide association (GWA) studies, and can 
help to identify networks of genes involved in disease pathogenesis. Although there are 
limitations to current eQTL maps, understanding of disease will be enhanced with novel 
technologies and international efforts that extend to a wide range of new samples and tissues.
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Epigenetic
A mitotically stable change in 
gene expression that depends 
not on a change in DNA 
sequence, but on covalent 
modifications of DNA or 
chromatin proteins such as 
histones.

Heritability
(H2). The heritability of an 
individual trait is estimated by 
the ratio of genetic variance to 
total trait variance, so that 0 
indicates no genetic effects on 
trait variance and 1 indicates 
that all variance is under 
genetic control.

The potential of genome-wide eQTL identification 
was shown originally in the yeast Saccharomyces cer‑
evisiae6 and then in humans, animals and plants4,7. The 
history of eQTL mapping has been comprehensively 
reviewed7–9, and will not be described in detail here. 
This Review will show how the combination of genet-
ics and global gene expression can be a powerful tool 
for systematically unravelling the effects of variation 
in transcription on disease. First, we briefly introduce 
the principles and current methods of eQTL mapping 
and describe the basis of eQTLs. We then explore the 
relevance of these results to disease gene identification. 
The limits of current eQTL mapping data are discussed, 
as are the expected impact of new technologies, interna-
tional efforts to extend results to new samples and tis-
sues, and how cell lines might be tested with stimuli that 
are relevant to disease.

eQTL mapping
In practical terms, the starting point for eQTL mapping 
is the measurement of gene expression in a target cell 
or tissue from multiple individuals (FIG. 1). This infor-
mation is the substrate for investigating the effects  
of DNA polymorphism (of any type) on the expression of  
individual genes. The use of microarray technology to 

measure gene expression from many thousand of genes 
simultaneously has been a principle driving force for 
systematic mapping of eQTLs7. The field is benefiting 
from progressively more sophisticated platforms for 
such studies, which are described in the later sections 
of this Review. Procedures for eQTL mapping are based 
on the insight that expression levels can be analysed with 
genetic approaches in the same manner as any other 
quantitative trait phenotype, such as body weight or 
blood lipids. In particular, study designs and statistical 
methods that are used traditionally to map QTLs can be 
successfully applied to the identification of eQTLs10–12. 
Interpretation of eQTL data can then be developed fur-
ther by the incorporation of additional biological infor-
mation, such as epigenetic modifications and analysis of 
regulatory networks, which are discussed below.

eQTLs are influenced not only by genetic polymor-
phisms, but also by a range of other biological factors. 
These can be dissected systematically, starting with the 
measurement of heritability (H2).

Heritability. Family studies have shown that many human 
eQTLs are highly heritable13,14. The linkage approach, in 
which family members are studied, has been valuable  
in demonstrating that genetic factors have widespread 
and identifiable influences on eQTLs in humans, and 
such studies have provided broad localization for some of  
the underlying genetic factors15,16. GWA mapping  
of common genetic variants that underlie eQTLs has 
recently become possible owing to the wide availability 
of high-throughput and low-cost SNP genotyping. These 
results are particularly relevant to disease mapping that 
is also focused on common SNPs characterized with 
similar SNP arrays. moreover, the interpretation of these 
eQTL data relies strongly on methodologies that have 
been developed for disease GWA13. For example, a fam-
ily study of lymphoblastoid cell lines (LCLs) identified 
nearly 15,000 traits (each corresponding to an individual 
Affymetrix probe) with an estimated H2 > 0.3, indicating 
that genetic influences on gene expression seem to be 
widespread13. Other studies have similarly described a 
high H2 of many eQTLs in LCLs and other tissues4,17,18.

Genetic factors (with both cis-acting and trans-acting 
effects; see below), are often identified for eQTLs that 
have high H2. For example, in the LCL study mentioned 
above13, eQTLs for 81% of traits with H2 > 0.8 could be 
mapped to one or more SNPs at genome-wide signifi-
cance. However, the SNP map on average accounted for 
less than 20% of the estimated trait H2, consistent with 
results obtained by other studies16. This indicates the 
presence of genetic or other factors affecting familial clus-
tering on transcription that are not detectable in these 
genetic associations. Factors other than SNPs that might 
affect H2 are discussed in more detail below. Further 
understanding of disease phenotypes can also be gained 
from analysing whether particular types of genes have 
more heritable variation in expression level13,19 (BOX 1).

Cis and trans effects. Statistical analyses of eQTLs need 
to take into account that the loci identified can influence 
gene expression either in cis or in trans. The definition of 
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Network analysis
Integration with 
genome-wide
association studies

eQTLs
Association of genetic 
markers with gene 
expression

Gene expression
Microarray analysis
of transcript levels 
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and other variants
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Figure 1 | eQTL mapping. Expression QTL (eQTL) mapping begins with the 
measurement of gene expression in a target cell or tissue from multiple individuals. 
This information is the substrate for investigating the effects of DNA polymorphism 
(of any type) on the expression of individual genes. Other factors that can alter 
transcription, such as epigenetic CpG methylation, may also be mapped. Network 
analyses build upon strong correlations that are present between transcripts, and 
allow the identification of modules of genes that mediate complex functions. This 
information can then be made available and used to interpret genetic associations 
and mapping information from the study of complex disease.
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Major histocompatibility 
complex
(MHC). A complex locus on 
chromosome 6p that 
comprises numerous genes, 
including the human leukocyte 
antigen genes, which are 
involved in the immune 
response.

Gene Ontology
(GO). A widely used 
classification system of gene 
functions and other  
gene attributes that uses a 
standardized vocabulary. The 
system uses a hierarchical 
organization of concepts (an 
ontology) with three organizing 
principles: molecular functions 
(the tasks done by individual 
gene products), biological 
processes (for example, 
mitosis) and cellular 
components (examples include 
the nucleus and the telomere).

a cis effect is somewhat arbitrary, but cis-acting eQTLs 
are typically considered to include SNPs within 100 kb 
upstream and downstream of the gene that is affected by 
that eQTL. This definition becomes more problematic in 
regions of extended linkage disequilibrium, such as the 
major histocompatibility complex (mHC) locus. 

Detailed analysis of the position of mapped cis-acting 
eQTL effects have shown that these are enriched around 
transcription start sites and within 250 bp upstream  
of transcription end sites, and they rarely reside more 
than 20 kb away from the gene20. Cis-acting variants also 
seem to occur more often in exonic SNPs20. Trans effects 
are usually weaker than cis effects in humans4,5 and in 
rats21, but they are more numerous.

It is not known if trans effects are mostly mediated 
through transcription factor variants or through other 
mechanisms. ‘master regulators’ are trans-acting fac-
tors with multiple effects on gene expression that have 
been identified in S. cerevisiae22, in rat tissues21 and in 
the human genome5. It is of interest that, at least in yeast, 
master regulators are not enriched for transcription fac-
tors, and trans-regulatory variation seems to be broadly 
dispersed across classes of genes with different molecular 
functions22.

Other types of variant. The function of DNA can be altered 
by many mechanisms in addition to SNPs. Transcription 
can also be modified by copy number variants (CNVs), 
insertions and deletions, short tandem repeats and sin-
gle amino acid repeats23. A systematic investigation of 
the effects of CNVs in individuals who are part of the 
International Hapmap project showed that SNPs and 
CNVs captured 84% and 18%, respectively, of the total 
detected genetic variation in gene expression but the sig-
nals from the two types of variation had little overlap24. 
It has been shown that CNVs in regulatory hot spots in 
the malaria parasite genome dictate transcriptional vari-
ation25. It has also been observed that small-scale copy 
number variation (that is, a single or few copies) can lead 
to multiple orders of magnitude change in gene expression 
and, in some cases, switches in deterministic control26.

Epigenetic factors. In addition to DNA sequence vari-
ants, gene transcription is also modulated by epigenetic 
modifications (discussed further in the ‘Limitations of 
mapping studies’ section below). For example, non-germ 
line epigenetic methylation of CpG residues that regu-
late gene expression is common in the human genome27. 
In a limited study of three chromosomes, 17% of genes 
can be differentially methylated in their 5′ uTRs and 
approximately one-third of the differentially methylated 
5′ uTRs are inversely correlated with transcription27. A 
further level of complexity comes from post-translational 
modifications of histones that modulate DNA accessi-
bility and chromatin stability to provide an enormous 
variety of alternative interaction surfaces for trans-acting 
factors (reviewed in ReF. 28).

eQTLs and disease gene mapping
Combining eQTL and GWA studies. One of the most 
important consequences of eQTL mapping is the link 
that it provides between genetic markers of disease iden-
tified in GWA studies and the expression of a specific 
gene or genes. In particular, the power of these stud-
ies depends upon the identification of specific genetic 
markers that are simultaneously associated with disease 
and eQTLs, whereas simply comparing differences in 
gene expression in cases and controls might not provide 
sufficient power to detect important differences with 
the available sample sizes. The value of this is illustrated 
by several recent investigations in which eQTL analysis 
was incorporated directly as a component of the GWA 
study design (included in TABLe 1). The number of 
GWA studies continues to rise rapidly. In GWA studies 
to date, 10–15% of the top hits have affected a known 
eQTL in a public data set (TABLe 1). We will therefore 
discuss selected instances of these to show the value of 
the method.

For example, a recent study generated genome-wide 
transcriptional profiles of lymphocyte samples from par-
ticipants in the San Antonio Family Heart Study, and 
showed that high-density lipoprotein cholesterol con-
centration was influenced by the cis-regulated vanin 1  
(VNN1) gene15. Similarly, a study of post-mortem 
brain tissue identified eQTLs affecting the MAPT 
(microtubule-associated protein tau) and APOE (apoli-
poprotein e) genes, which play an important part in 
Alzheimer’s disease29.

At the same time as the San Antonio study the results 
of a GWA study of asthma13,30 identified a series of SNPs 
in strong linkage disequilibrium and spanning more 
than 200 kb of chromosome 17q23. The study showed 
that these SNPs were strongly associated with the risk of 
asthma30. The region of association contains 19 genes, 
none of which is an obvious candidate for disease. 
examination of eQTL data derived from Affymetrix 
Hu133A arrays13,30 on the same families showed that 
the disease-associated SNPs had highly significant  
(p < 10–22) effects in cis on the expression of one the 
genes: ORMDL3 (ORm1-like 3).

This locus illustrates the utility of combining eQTL 
and disease mapping studies. Despite the highly signifi-
cant association with both expression and disease, the 

 Box 1 | Gene ontology analyses

Many expression QTLs (eQTLs) are highly heritable. Therefore, Gene Ontology (GO) 
analyses can be applied to eQTL databases to identify the types of gene that show the 
most inherited variation in their levels of expression (at least in the cell type studied, 
usually lymphoblastoid cell lines; LCLs). The most highly heritable GO biological 
process for eQTLs in LCLs in one study was, unexpectedly, ‘response to unfolded 
proteins’, a group containing numerous chaperonins and heat shock proteins. The 
individual variation in response to unfolded proteins may be an evolutionary response 
to cellular stress, and these genes could be candidates in the study of 
neurodegenerative diseases and the ageing processes. Genes that regulate RNA 
processing, DNA repair and progression through the cell cycle were also exceptionally 
heritable. The evolutionary advantage of individual variation in these genes is unclear.

As expected, genes with significant heritability are also enriched in GO categories of 
immune response13,19. These highly heritable immune genes may be of particular value 
for the study of infectious and inflammatory diseases. The most heritable traits can be 
considered as candidate genes for effects on particular disease traits, but they could 
also be studied in large population samples, such as those contained in national 
biobanks, to investigate their actions on unexpected phenotypes.
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predicted expression differences in cases and controls, 
which was averaged over all genotypes, was not expected 
to be significant given the sample size: this was in  
agreement with the observed results30.

In these data, borderline significant effects were 
also observed in the expression of the gene neighbour-
ing ORMDL3, GSDML (gasdermin-like)30. Subsequent 
eQTL studies with the Illumina platform and RT-PCR 
experiments confirmed that the same SNPs determine 

eQTLs with both genes. These results focus attention on 
one or both of these genes as probable candidates for a 
role in disease pathology. many additional studies are 
now underway to investigate the biological functions of 
these two genes and their relationship to asthma31,32–35.

Using eQTLs to interpret GWA studies. Such findings 
have encouraged the use of these eQTL data as a gen-
eral tool for interpreting results from GWA studies. 

Table 1 | Disease-linked associations with significant expression QTLs from the literature and public databases

study Trait Region candidate gene(s) Transcript 
affected by snP

Transcript 
region

Logarithm of 
odds (LOD) score 

Gudbjartsson 
et al.102*

Height 7p22 GNA12 GNA12 7p22 13

11q13.2 Intergenic CCND1 11q13 7.4

7q21.3 LMTK2 C17orf37 17q21 6.0

HSD17B8 6 6.4

NDUFS8 11 6.1

3p14.3 PXK RPP14 3 9.2

Göring et al.15 High-density lipoprotein 
cholesterol levels

6q21 VNN1 HDL (serum) Multiple 
sites 

8.0

Kathiresan et al.40 Polygenic  
dyslipidaemia

20q13 PLTP PLTP 20q13 16

15q22 LIPC LIPC 15q22 17

11q12 FADS1, FADS2, FADS3 FADS1 11q12 35

FADS3 11q12 8.0

9p22 TTC39B TTC39B 9p22 7.0

1p13 CELSR2, PSRC1, SORT1 SORT1 1p13 270

PSRC1 1p13 249

CELSR2 1p13 80

12q24 MMAB, MVK MMAB 12q24 43

1p31 ANGPLT3 DOCK7 1p31 27

ANGPLT3 1p31 11

Libioulle et al.37 Crohn’s disease 5p13 Intergenic PTGER4 5p13 3.0

Barrett et al.36 Crohn’s disease 5q31 OCTN1, SLC22A4, SLC22A5 SLC22A5 5q31 Unknown

Hom et al.103* Systemic lupus 
erythematosus 

8p23.1 C8orf13, BLK BLK 8p23.1 20

C8orf13 8p23.1 28

Harkonason et al.104* Type 1 diabetes 12q13 RAB5B, SUOX, IKZF4 RPS26  12q13 33

1p31.3 ANGPTL3 DOCK7 1p31.3 16

Wellcome Trust 
Case Control 
Consortium105*

Type 1 diabetes 12q13.2 ERBB3 RPS26 12q13.2 43.2

Todd et al.106* Type 1 diabetes 12q13.2 ERBB3 RPS26  12q13.2 30.3

Plenge et al.107* Rheumatoid arthritis 9q34 TRAF1‑C5 LOC253039 9q34 6.3

Thein et al.108 Fetal haemoglobin F 
production 

6q23.3 Intergenic HBS1L 6q23.3 6.0

Moffatt et al.30 Childhood asthma 17q21 Intergenic ORMDL3 17 14

Wellcome Trust 
Case Control 
Consortium105* 

Bipolar disorder 16p12 PALB2, NDUFAB1, DCTN5 DCTN5 16p12 9.2

6p21 NR HLA‑DQB1 6p21 8.9

HLA‑DRB4 6p21 11

Di Bernardo et al.109* Chronic lymphatic leukaemia 2q37 SP140 SP140 2q37 8.8

*Identified through comparison of the National Human Genome Research Institute’s Catalog of Published Genome-Wide Association Studies and the mRNA by 
SNP Browser v 1.0.1.
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Human leukocyte antigen
(HLA). A glycoprotein, encoded 
at the major histocompatibility 
complex locus, that is  
found on the surface of 
antigen-presenting cells and 
that present antigen for 
recognition by helper T cells.

Recent analyses of Crohn’s disease (CD) illustrate this 
approach36,37. Initially, markers on chromosome 5 were 
shown to be strongly associated with CD in one GWA 
scan, but their biological effects could not be read-
ily deduced as they reside in a 1.25 mb gene desert. 
examination of the LCL eQTLs database showed that 
one or more of these polymorphisms act as a long-range 
cis-acting factor influencing expression of PTGER4 
(prostaglandin e receptor 4), a gene that resides approxi-), a gene that resides approxi-
mately 270 kb proximal to the association region37. The 
homologue of this gene has been implicated in pheno-
types similar to CD in the mouse37,38. Thus, research is 
now focused on PTGER4 as a primary candidate gene 
for this disease susceptibility locus.

Subsequently, the eQTL approach has been applied 
systematically in a meta-analysis of GWA studies of CD, 
and several other interesting results have been obtained36. 
For example, eQTLs were used to address an outstand-
ing question in CD genetics related to the identification 
of the CD susceptibility gene or genes in the cytokine 
cluster on chromosome 5q31, where SNPs have an estab-
lished association with disease39. The disease-associated 
SNPs in the meta-analysis of this region were all shown 
to be correlated with decreased SLC22A5 (solute carrier 
family 22, member 5) mRNA expression levels.

Another CD locus identified in the meta-analysis 
coincided with the asthma risk locus on chromosome 17,  
in which the disease markers are also correlated with 
expression of ORMDL3 and GSDML, as described above. 
Thus the same genetic variants contribute to suscepti-
bility to both CD and asthma, possibly by perturbing 
expression of one or both of these genes. Several addi-
tional examples of eQTLs within CD susceptibility 
loci have also been reported36. These co-localizations 
greatly exceed the number that would be expected by 
chance, suggesting that many of them are indicative 
of underlying biological processes involved in disease 
susceptibility36.

Public GWA study results are available at the 
National Human Genome Research Institute’s Catalog 
of Published Genome-Wide Association Studies. 
examination of these results identifies many other dis-
ease associations for which eQTL data provide similar 
insights (TABLe 1). For example, a recent large study of 
polygenic dyslipidaemia identified 30 loci with highly 
significant effects on blood lipid measurements40. 
examination of gene expression in samples of liver 
from 957 subjects allowed highly significant eQTLs 
to be identified for 7 of the 30 loci40 (TABLe 1). In some 
cases, the eQTL data give genetic evidence to support 
a candidate gene for which a role was previously sug-
gested from location and biological hypotheses (such as 
GNA12 for height on chromosome 7p22, and BLK and 
C8orf13 for auto-immune systemic lupus erythematosis 
on 8p23.1). more often the gene expression data identi-
fies different genes or suggests a particular gene from 
a number of candidates. examples of this include the 
cluster of trans-acting genes from the height locus on 
chromosome 7q21.3, the RPS26 gene from the type 1 
diabetes locus on 12q13.2, and the DCTN5 gene from 
the bipolar disorder locus on chromosome 16p12.1.

Not all examples of eQTL findings are straightforward, 
as exemplified by the association reported between the 
SH2B1 (SH2B adaptor protein 1) locus and body mass 
index (BmI)41. In this study, a missense SNP in SH2B1 
was also associated with significant variation in transcript 
abundances of EIF3C (eukaryotic translation initiation 
factor 3, subunit C) and TUFM (Tu translation elongation 
factor, mitochondrial). When mutated, the homologue 
of SH2B1 leads to extreme obesity in mice, apparently 
because of a failure in proper regulation of appetite. The 
authors speculate that the SH2B1 variant has a causal role 
but is in linkage disequilibrium with a different variant 
that influences EIF3C and TUFM mRNA levels; alterna-
tively, regulation of EIF3C or TUFM mRNA levels could 
have a causal role instead of, or in addition to, variation 
in SH2B1 (ReF. 41).

eQTL databases. mRNA by SNP Browser v 1.0.1 is a 
database of eQTLs from asthma studies13,30 that allows 
searches by genes, chromosomal regions and SNPs, and 
is a good example of how data from this kind of research 
can be examined. VarySysDB is another public database 
and contains 190,000 extensively annotated mRNA tran-
scripts from 36,000 loci. VarySysDB offers information 
encompassing published human genetic polymorphisms 
for each of these transcripts separately. In addition to 
SNP effects on transcription, VarySysDB includes 
deletion–insertion polymorphisms from dbSNP, CNVs 
from the Database of Genomic Variants, short tandem 
repeats and single amino acid repeats from H-InvDB and  
linkage disequilibrium regions from D-HaploDB23.

MHC locus. Analysis of eQTLs in the mHC locus is of par-
ticular interest for studies of diseases in which infection 
and autoimmunity is a major component42. Intense study 
of the mHC locus over many years has revealed many 
genes that are duplicated or polymorphic, and DNA vari-
ants in the mHC locus have been associated with more 
diseases than any other region of the human genome42. 
many disease associations have been attributed to selective 
binding of processed antigen to the antigen-presenting  
grooves of human leukocyte antigen (HLA) variants.

The results of eQTL studies on the mHC locus must 
be interpreted with caution. This is because the high 
degree of genetic variability and linkage disequilibrium 
across the mHC locus could introduce some spurious 
results owing to polymorphism in sequences correspond-
ing to probes used for expression measurements43 (see 
below). Nevertheless, global gene expression data has 
shown very strong effects of particular SNPs on the level 
of expression of the classical mHC antigens HLA‑A, 
HLA‑C, HLA‑DP, HLA‑DQ and HLA‑DR (p < 10–20 to  
p = 10–30)13. This confirmed the effect of genetic variation 
on the level of HLA‑DQ expression observed previously44. 
The strength of these effects suggests that associations of 
mHC class I and class II polymorphism might depend on 
the level of gene transcription as much as restriction of 
response to antigen13. A possible example is type I diabe-
tes, in which the functional effects of the long-recognized 
association to the class II mHC genes45 have not been 
elucidated, despite combined p values of less than 10–100. 
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Serial analysis of gene 
expression
(SAGe). A method for 
quantitative and simultaneous 
analysis of a large number of 
transcripts. Short sequence 
tags are isolated, concentrated 
and cloned; their sequencing 
reveals a gene expression 
pattern that is characteristic of 
the tissue or cell type from 
which the tags were isolated.

These results suggest that even in this intensively stud-
ied region, the investigation of eQTLs could add to our 
understanding of the many known genetic associations.

Additional biological interpretation and validation. A 
genome exerts its functions not through particular genes 
or proteins, but through highly complex networks that 
produce a range of responses46. As perturbations of such 
networks underlie the pathogenesis of many diseases47,48, 
network analysis incorporating eQTL data has recently 
provided important novel insights into mechanisms 
underlying multifactorial diseases16,17,49 (BOX 2).

extensive investigations of human populations, ani-
mal models and cellular systems are required to provide 
biological validation of the relationship between specific 
genes and multifactorial disease traits, even when the 
relationship is identified through eQTL analysis. Given 
the substantial effort that is required for validation, care-
ful selection of only the strongest candidates is essen-
tial. As shown in the above examples, the combination 
of GWA studies and eQTL analysis is a powerful way of 
identifying a small number of candidate genes and path-
ways. With the deployment of new technologies, such as 
exon arrays and RNA resequencing, and expansion of 
the tissue types covered, as described below, we expect 
future eQTL databases to be even more powerful tools 
for such identifications.

Potential limitations and future directions
Despite the power of eQTL mapping to help identify the 
genetic basis of disease, there are many limitations to 
current methodologies and potential for considerable 
improvements as technologies develop. The best appre-
ciated technical barriers to optimal eQTL mapping are 
in the use of microarrays to measure gene expression 
(BOX 3). Other problems and their potential solutions are 
discussed below.

Comparisons between microarray platforms. It was 
assumed that different microarray platforms give 
broadly comparable results50. However, numerous 
studies are now showing that the overlap in transcript 
detection between platforms is only ~30–40%, whether 
considered as presence or absence of detectable tran-
scripts or the absolute level of transcript abundance51–53. 
The same level of discordance appears whether com-
parisons are made between Affymetrix arrays and serial 
analysis of gene expression (SAGe)52, Affymetrix and 
Illumina arrays50, Affymetrix and Applied Biosystems 
arrays53, or across multiple platforms51.

Some of this discrepancy may be because indi-
vidual genes are commonly interrogated by different 
sequences on different platforms. The situation can be  
improved when matching of genes is sought using 
genomic sequence rather than sequences inferred from 
the uniGene database of transcripts54. Concordance 
between platforms is improved further when probes 
are compared only when they target overlapping tran-
script sequence regions on cDNA microarrays or gene  
chips55.

These discrepancies may follow from the complex and 
unpredictable factors that determine hybridization of 
particular nucleic acids to complementary array-bound 
sequences56,57. In addition, the selection of sequences on 
microarrays has been strongly biased to the 3′ end of 
genes, simply because public cDNA databases were first 
populated with genes identified by 3′ tags.

A consistent conclusion of comparison studies has 
been that different platforms provide complementary 
results51,52, probably because they are all sampling only 
a selected fraction of the total transcriptome from the 
cells or tissue under study. The use of multiple platforms 
to extract all the expression information from a cell or 
tissue is impractical.

New platforms for measuring gene expression. A more 
comprehensive measurement of gene expression comes 
from arrays that interrogate all known human exons. 
Affymetrix have produced global exon arrays58, which 
show a high degree of correspondence in terms of fold 
changes with their pre-existing ‘classical microarrays’, 
suggesting that the additional probe sets on the exon 
arrays will provide reliable as well as more detailed 
coverage of the transcriptome59. The use of exon arrays 
allows the identification of tissue-specific alternative 
splicing events as well as significant expression out-
side of known exons and well-annotated genes60. exon 
arrays on other platforms are likely to provide similarly 
robust results.

 Box 2 | Networks and other analytical tools

Traditional genetics and cellular biology has rested on the assumption that a single 
stimulus (or DNA variant) when applied to a cell (or gene) will have a single outcome. 
The reality is that even a simple stimulus will induce changes in transcription in many 
genes that interact in complex networks, with an outcome that affects many different 
transcripts and processes.

The networks can be considered to be made up of multiple pathways that act at 
genetic, genomic, cellular, tissue and whole-organism levels46. The technology that 
is already available to gather global information on gene expression, proteins and 
metabolites is now allowing the systematic identification of the networks of genes 
that interact in disease processes92,93. Analysis of genetic variants that perturb 
networks through the effects of expression QTLs (eQTLs) has recently provided 
important novel insights into mechanisms underlying multifactorial diseases16,17,49. 
This type of analysis may also lead to the systematic identification of transcription 
modules94 and the construction of regulatory networks95. The potential of genetic 
mapping approaches to identify networks of genes operating on hematopoietic 
stem cells96 and immune responses97 are amongst the examples that have been 
discussed in the literature.

The impact of combining eQTL analysis with an investigation of gene networks is 
shown by the recent detection of genetic variants associated with transcript 
abundance of a macrophage-enriched network and obesity-related traits in human 
subjects. Parallel studies in mice and humans identified a network module for 
obesity-related traits that was enriched for genes involved in the inflammatory and 
immune response. eQTL mapping was then used to identify cis-acting genetic variants 
associated with this network of genes. The authors characterized these genetic 
variants in a large cohort of individuals, and showed statistical enrichment for variants 
that were associated with obesity-related biometric traits16. This approach allowed 
the identification of genetic variants that had minor individual effects on the trait, but 
that can be identified as a group because of the overall perturbation of the network. 
Three genes in this network, lipoprotein lipase (Lpl), lactamase β (Lactb) and protein 
phosphatase 1-like (Ppm1l), were validated by gene knockouts, strengthening the 
association between this network and metabolic disease traits49.

A bibliography and a range of statistical routines for network analysis can be found  
on the Weighted Gene Co-expression Network site.
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Additive genetic effects
A mechanism of quantitative 
inheritance such that the 
combined effects of genetic 
alleles at two or more gene loci 
are equal to the sum of their 
individual effects.

many of the problems that are inherent in the use of 
microarrays can be solved by massively parallel, ultra-
high-throughput DNA sequencing systems (reviewed 
in ReF. 61). These systems allow direct ultra-high-
throughput sequencing of RNA, which can then be 
mapped back to the genome. Sequencing of RNA pro-
vides a generic tool that can support a family of assays 
for measuring the genome-wide profiles of mRNAs, 
small RNAs, transcription factor binding, chromatin 
structure, DNase hypersensitivity and DNA meth-
ylation status61. RNA splices may also be effectively 
mapped by sequence-based methods.

Despite the formidable promise, ultra-high- 
throughput sequencing is still not without problems. The 
machines can produce terabytes of data daily, and make 
profound demands on bioinformatics for data storage 
and assembly of reads. Short reads may pose severe prob-
lems for the interpretation of transcripts arising from 
gene families with high homology or repetitive regions 
of the genome. Nevertheless, it can be anticipated that 
within 2 years many studies will rely on this technology, 
and that alternative or complementary approaches, such 
as large-scale real-time PCR-based expression assays (for 
example, as described by Watson et al.62 and developed 
by WaferGen), will continue to evolve.

Limitations of mapping studies. As discussed in the sec-
tion on heritability, currently mapped loci account for 
only a portion of the estimated heritability of eQTLs. A 

similar degree of unattributed or ‘dark’ heritability has 
been observed in GWA studies of common complex 
traits and diseases. A large GWA meta-analysis, for 
example, recently identified 20 variants that are sig-
nificantly associated with adult height. The combined 
effects of the 20 SNPs explained only 3% of height 
variation, taking into account such factors as age and 
population63. Similarly, a large GWA meta-analysis of 
Crohn’s disease identified 32 loci that significantly affect 
the disease, which together explained only 10% of the 
overall variance in disease risk and 20% of the genetic  
risk36.

A large portion of the unattributed heritability is 
expected to result from the effects of multiple loci that 
are too weak to detect using current sample sizes18. 
This explanation would be consistent with data in 
yeast, in which only 3% of highly heritable transcript 
abundances are explained by single-locus (monogenic) 
inheritance and 50% are consistent with more than five 
controlling loci of equal effect64. Although current SNP 
arrays provide relatively comprehensive coverage of the 
genome (more than 80%), some of the unattributed 
heritability will be due to genetic factors that reside in 
unmapped regions, or to variation that is not effectively 
tagged at present, such as CNVs. Dominance and inter-
action effects may also account for some of the unat-
tributed heritability, as these may be confounded with  
additive genetic effects in the heritability estimates  
with some study designs.

A previously described global eQTL study was based 
on sibling pairs, allowing estimates of heritability for all 
the transcripts measured13. The study suggested that 
dominance had a minimal effect on gene transcrip-
tion13. Interestingly it seemed that genetic interac-
tions may have important influences on regulation of 
expression for some genes, but inclusion of interaction 
effects had a minimal impact on the overall attributable 
heritability13.

epigenetic modifications and other factors that 
affect transcript abundance might not be accounted 
for in SNP-based association studies (see ‘The basis 
of eQTLs’ section above). Genomic imprinting is a 
particular case of an epigenetic effect with a parent 
of origin-dependent pattern. monoalleleic expression 
is established at imprinted loci, via epigenetic marks 
transmitted through the germ line. Several common 
complex diseases exhibit parent-of-origin effects 
that might indicate underlying imprinting, including 
asthma65, type I diabetes66,67, rheumatoid arthritis68, 
psoriasis69, inflammatory bowel disease70 and selective 
immunoglobin A deficiency71, but systematic analysis of 
parent-of-origin effects in eQTL data has not yet been  
reported.

Finally, transcript abundance is a function of tran-
script stability as well as transcript production. many 
factors mediate transcript stability, particularly in trans, 
either through protein–RNA interaction or through 
mechanisms mediated by small interfering RNAs 
(siRNAs)72. It seems clear that future studies of disease 
susceptibility as well as eQTLs will need to take these 
mechanisms into account.

 Box 3 | Pitfalls with microarrays

The use of microarrays to measure gene expression has led directly to the 
development of expression QTL (eQTL) analyses. However, the microarray 
approaches that underlie most eQTL studies to date provide only partial gene 
coverage and have a limited dynamic range for quantitative detection of expression. 
Specific problems inherent in the use of these microarrays include: the systematic 
bias that can be introduced during sample preparation, hybridization and 
measurement of expression; batch to batch variation in array manufacture; and day 
to day variation in laboratory conditions98. These types of effects are probably 
under-recognized, as exemplified by a report of large-scale differences in gene 
expression between ethnic groups98,99. In this case the highly significant differences 
in gene expression that the data had suggested between the groups98 were found to 
be due to the separate processing of expression measurements in lymphoblastoid 
cell lines (LCLs) from subjects of European and Asian ancestry.

Cis-eQTL artefacts can also arise from the overlap of SNPs with transcript probes100. 
Alterations in hybridization efficiency owing to the SNP can give an erroneous 
impression of differences in transcript abundance attributable to the SNP (and to 
other DNA variants with which it is in linkage disequilibrium)100. It has been estimated 
that 15% of microarray probes for any given gene will overlap with SNPs that are 
polymorphic in the population under study100. However, most coding SNPs in the 
human genome are uncommon, and it also seems that measurements of abundances 
are robust against mismatches between the probe and RNA sequences101. Although 
evidence that these artefacts have an effect has been presented43, it is reassuring that 
in a large study in humans Emilsson et al.16 found no evidence of systematic or specific 
hybridization artefacts from SNPs in their eQTL data. Nevertheless, important findings 
from microarrays need confirmation by specific assays, such as quantitative PCR, that 
avoid polymorphic sequences. Statistical methodology to account for batch effects, 
polymorphism and other sources of artefact is discussed by Alberts et al.102

Most human studies of eQTLs have been performed in LCLs, primarily because LCLs 
were often created as a source of nucleic acids for genetic studies. However,  
LCLs can exhibit progressive genomic instability with multiple passages of storage 
and re-growth, with the resulting potential for artefacts.
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Gene expression in tissues. Although RNA for eQTL  
analyses would ideally be obtained from a wide vari-
ety of tissues, most human studies of eQTLs have been 
performed in LCLs, primarily because LCLs were often 
created as a renewable source of nucleic acids for genetic 
studies. Gene expression in LCLs, however, represents the 
particular circumstances of epstein–Barr virus infection 
of B-cells and their subsequent uncontrolled growth. LCLs 
may also exhibit extreme clonality with random patterns 
of monoallelic expression in single clones73.

Although only 60% of genes from any particular cell type 
will also be found in LCLs4,13, it has been established that 
LCLs provide information about gene expression for some 
genes that do not function primarily in these cells4,74–76.  
In addition, a recent comparison of eQTLs derived from 
the analysis of blood and adipose tissue showed little dif-
ference in the number of eQTLs that could be mapped, 
and there was an approximately 50% overlap of mapped 
loci from the two RNA sources16. Similarly, comparison 
between four different tissues showed no statistically sig-
nificant differences in the number of mapped transcripts 
in experiments involving mapped recombinant inbred 
strains of mice18.

Despite the continued utility and convenience of 
LCL studies of gene expression, it is evident that many  
of the transcripts expressed in LCLs may be housekeep-
ing genes, and transcripts that determine specialized cell 
functions and that modify disease may be more parsimo-
niously distributed. In addition, LCLs are removed from 
the stimuli that can induce disordered gene transcription 
in disease. This is exemplified by the differences that are 
observed in gene expression between LCLs derived from 
asthmatics and genes known to be expressed in asthmatic 
airways30. These factors all indicate that the direct exami-
nation of tissues that are involved in disease can provide 
much more information than the LCL alone.

Some eQTL studies of human tissue have already been 
carried out, notably of liver17, adipose16,49 and brain29 tis-
sue. These show that approximately 60% of the transcrip-
tome is expressed in each tissue, and that eQTLs from 
these tissues may be a valuable source of information for 
genetic mapping. Data from animal models suggest that 
tissue samples can allow detection of trans-eQTLs that are 
important in determining the composition of individual 
tissues18. Tissue samples will also allow the use of network 
analyses to identify the complex interactions that may 
underlie disease16,17,49 (BOX 2).

The costs of reagents and the limited availability of 
appropriate tissues have to date restricted studies in 
humans to several hundreds of subjects. Although a for-
mal evaluation of optimal study sizes is difficult because of 
unknown trait heritability, we know empirically that stud-
ies with a few hundred subjects have consistently identi-
fied numerous eQTLs with vanishingly small p values4,5,75. 
It is also clear that subtle effects, particularly in trans, 
would be detected more reliably with larger samples.

It is therefore timely that the promise of eQTLs as a 
tool for disease genetics has been sufficiently exciting to 
prompt a National Institutes of Health (NIH) proposal 
for the ambitious Genotype-Tissue expression (GTex) 
project, a database that might include 1,000 samples from 

each of 30 different tissues. The GTex project is currently 
running as a 2-year pilot study with the primary goal of 
testing the feasibility of collecting high-quality RNA and 
DNA from multiple tissues from approximately 160 donors 
identified through low post-mortem interval autopsy or 
organ transplant settings. If the pilot phase proves success-
ful, the project will be scaled up to involve approximately 
1,000 donors, with the eventual creation of a database  
to house existing and GTex-generated eQTL data.

The use of tissues poses a number of problems that 
need to be resolved. Normal and diseased tissue samples 
can be difficult to access, and their use requires careful 
attention to ethical, legal and social issues. Samples taken 
at post-mortem from many tissues robustly retain their 
histological architecture and contain RNA that can be 
of sufficient quality for measurements of gene expres-
sion. However, the changes in gene expression that might 
accompany death or surgical resection have not yet been 
documented in any detail. Tissues typically consist of dif-
ferent cell types, and their composition can vary incon-
sistently in the presence of disease. Finally, tissue-specific 
DNA methylation profiles may affect 20% of genes27, 
and are expected to be important in understanding 
tissue eQTLs.

Although some of these problems may be expected to 
degrade the information available from the study of any 
particular tissue, it should be appreciated that they will not 
systematically lead to false positives in eQTL analyses17, 
emphasizing the robustness of the eQTL approach.

Exercising the genome. Tissue biopsies and other samples 
extend the ‘expression space’ that can be examined by 
eQTL studies. They nevertheless still have limitations for 
functional analyses (particularly in humans as opposed 
to model organisms) when compared with cells that can 
be grown freely in culture and manipulated by systematic 
knock downs.

Although the transcripts in a particular cell under par-
ticular conditions reflect only part of the function of a  
particular genome, the range of transcripts from a given 
cell type can be widened by stimulating the cell in a variety 
of ways. The experimental extension of the genome expres-
sion space has been called ‘exercising the genome’77, and 
this strategy can be used to learn much more about gene 
expression and integrated gene functions. experimentally, 
evidence is already emerging that environmental actions 
on gene expression are profound in humans78 and model 
organisms79,80 (reviewed in ReF. 81), and it is reasonable to 
assume that these components of gene expression can be 
fruitfully accessed through exposure to relevant stimuli. 
It is interesting that, in model organisms, environmentally 
induced changes in gene expression seem to act through 
prominent trans effects79,80 that may not be present in 
unstressed cells and tissues.

It is therefore desirable that the genome of human 
LCLs or primary cells of particular interest be exercised 
by stimulating their gene expression in different ways. 
model stimuli that could be tested in these systems 
include pro-inflammatory stresses, metabolic stresses 
(such as high or low glucose, or hypoxia), the response 
to radiation, the response to signalling molecules (such 
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as neurotransmitters, hormones and peptides) and the 
response to therapeutic and chemotherapeutic agents.

Conclusions
It is now well established that transcript abundances of 
genes may be considered as quantitative traits that can 
be mapped with considerable power, and that assaying 
gene expression and genetic variation simultaneously on 
a genome-wide basis in a large number of individuals will 
provide valuable tools for identifying the function of pre-
viously mapped susceptibility alleles underlying common 
complex diseases.

Although eQTLs are shown to be effective in mapping 
complex traits, there are many levels of information that 
are inherent in the measurement of global gene expression 
that have yet to be accessed, such as the effects of tran-
script stability, epigenetic effects or environmental stimuli. 
In addition, larger studies involving thousands of subjects 
may be necessary to identify weak trans effects with the 
same precision as the more powerful effects that are often 
observed in cis. Although trans effects can be relatively 
weak, the genes they modify (the trans-transcriptome) are 
likely to contain master regulators with wide effects on 
key processes that might feature more strongly in tissues 
or in cells subjected to particular environmental stimuli. 
many genes are only expressed in particular tissues or at 
specific times during development. Thus, although sys-
tematic studies of eQTLs are already being planned for 

a wide variety of tissues, other strategies will need to be 
formed to study particular cell types and tissues at specific 
stages of differentiation and development.

understanding the genome of cancer cells and tissues 
is particularly challenging because the primary lesions 
that initially drive cellular proliferation are difficult to find 
when uncontrolled division results in progressive second-
ary damage to the genome and the transcriptome. eQTL 
analyses may be of particular value in malignant disease, 
because they allow a more integrated picture of what is 
happening in cancer cells (BOX 4).

Good progress is being made in cataloguing the SNPs 
and other polymorphisms that regulate transcription, and 
this could be the basis for a systematic listing of regulatory 
sequences and regulatory proteins. Identifying epigenetic 
effects is likely to be more difficult, particularly if they 
are mediated through histone modifications (which are 
difficult to detect on a large scale) rather than through 
differential CpG methylation.

The remarkable diversity of human transcriptional 
regulation raises new questions about the evolution-
ary value of unexpected variation in genes that mediate 
basic mechanisms, such as heat shock proteins or genes 
influencing the cell cycle and DNA repair. ‘Inverse genet-
ics’ could be used to study the SNPs with the strongest 
effects on expression of such genes, and to investigate 
their actions on unexpected phenotypes measured in 
epidemiological samples.

New analytical techniques, particularly network 
analyses, promise rapid advances in reducing the com-
plexity of expression data. modules of co-expressed genes 
mediating complex functions may also be identified  
by time-series studies of the response of particular cell 
types to environmental stimuli82. In future, integration 
of eQTLs with data from large-scale approaches for 
genome resequencing, from proteomic and metabolomic 
analyses, from epigenomic studies and from functional 
screening of genes may provide a powerful set of tools 
for a systems biology approach to multifactorial dis-
ease, as well as a way to identify and biologically validate 
susceptibility genes83.

In the future, complex disease geneticists will require 
integrated public databases. existing databases include the 
asthma study database (mRNA by SNP Browser v 1.0.1)  
and VarySysDB. A more comprehensive database is 
planned as part of the NIH GTex project, which will 
house existing as well as GTex-generated eQTL data. 
Future databases should include eQTL maps with SNPs, 
epigenetic marks, trans and cis effects, as well as effects that 
are specific for particular cells, tissues and environmental  
stimuli. ultimately, they will also allow browsing for net-
works, modules and comparisons with model organisms.

 Box 4 | eQTLs and network analyses of cancer

Mutations that disrupt cell growth control mechanisms are a feature of cancer. In 
addition, the unchecked cell division that is characteristic of cancer can in time result 
in many secondary mutations and progressive genomic disorganization103. Genetic 
studies of cancer tissue (so called somatic cell genetics) have been used to identify the 
most common mutations in various tumours. Global gene expression studies have also 
been used in many cancer types, typically to identify gene signatures that can predict 
the clinical outcome104. However, most signature-based outcome predictions have not 
been replicated by independent studies104, perhaps owing to the innate heterogeneity 
of cancerous tissue and the problems of deriving statistically stringent results from the 
measurement of thousands of transcripts in limited numbers of samples. Expression 
QTL (eQTL) analyses are a powerful tool to identify the functional consequences of 
the numerous copy number variants (CNVs), deletions and epigenetic modifications 
that are a feature of neoplastic cells. eQTL mapping allows the identification not only 
of genes underlying malignant processes105 but also of genes modifying disease 
progression106 and genes modulating individual responses to chemotherapy107. 
Network analyses have not yet been widely applied to the study of cancer, but they 
have already led to interesting findings, such as the identification of the ASPM gene  
as a molecular target in patients with glioblastoma. The application of network 
analyses to cancer eQTLs may be expected to greatly alleviate problems with  
multiple comparisons and to lead to easier biological interpretation of results108,109. 
Direct comparison of the transcript network architecture of cancerous tissue against 
normal tissues may also allow much deeper understanding of cancer biology.
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The effective size of a population (Ne) is one of several core 
concepts introduced into population genetics by Sewall 
Wright, and was initially sketched in his magnum opus, 
Evolution in Mendelian Populations1. Its purpose is to pro-
vide a way of calculating the rate of evolutionary change 
caused by the random sampling of allele frequencies in a 
finite population (that is, genetic drift). The basic theory of 
Ne was later extended by Wright2–5, and a further theoreti-
cal advance was made by James Crow6, who pointed out 
that there is more than one way of defining Ne, depend-
ing on the aspect of drift in question. More recently, the 
theoretical analysis of the effects of demographic, genetic 
and spatial structuring of populations has been greatly 
simplified by the use of approximations that resolve  
drift into processes operating on different timescales7.

What biological questions does Ne help to answer? 
First, the product of mutation rate and Ne determines 
the equilibrium level of neutral or weakly selected 
genetic variability in a population8. Second, the effec-
tiveness of selection in determining whether a favour-
able mutation spreads, or a deleterious mutation is 
eliminated, is controlled by the product of Ne and the 
intensity of selection. The value of Ne therefore greatly 
affects DNA sequence variability, and the rates of DNA 
and protein sequence evolution8.

The importance of Ne as an evolutionary factor is 
emphasized by findings that Ne values are often far lower 
than the census numbers of breeding individuals in a spe-
cies9,10. Species with historically low effective population 
sizes, such as humans, show evidence for reduced vari-
ability and reduced effectiveness of selection in compari-
son with other species11. Ne may also vary across different 
locations in the genome of a species, either as a result 
of differences in the modes of transmission of different 

components of the genome (for example, the X chromo-
some versus the autosomes12), or because of the effects  
of selection at one site in the genome on the behaviour of  
variants at nearby sites13. An important consequence  
of the latter process is that selection causes reduced Ne 
in genomic regions with low levels of genetic recombi-
nation, with effects that are discernible at the molecular 
sequence level14,15. BOX 1 summarizes the major factors  
influencing Ne, which will be described in detail below.

In the era of multi-species comparisons of genome 
sequences and genome-wide surveys of DNA sequence 
variability, there is more need than ever before to 
understand the evolutionary role of genetic drift, and 
its interactions with the deterministic forces of muta-
tion, migration, recombination and selection. Ne there-
fore plays a central part in modern studies of molecular 
evolution and variation, as well as in plant and animal 
breeding and in conservation biology. In this Review, 
I first describe some basic theoretical tools for obtain-
ing expressions for Ne, and then show how the results of 
applying these tools can be used to describe the proper-
ties of a single population, and how to include the effects 
of selection. Finally, I describe the effects of structuring of 
populations by spatial location or by genotype, and dis-
cuss the implications of genotypic structuring for patterns  
of variation and evolution across the genome.

Describing genetic drift and determining Ne
There are three major ways in which genetic drift can 
be modelled in the simplest type of population, which 
are outlined below. These theoretical models lead to a 
general approach that can be applied to situations of 
greater biological interest, which brings out the utility 
of the concept of the effective population size.
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Genetic drift
The process of evolutionary 
change involving the random 
sampling of genes from the 
parental generation to produce 
the offspring generation, 
causing the composition of  
the offspring and parental 
generations to differ.

Effective population size and patterns 
of molecular evolution and variation
Brian Charlesworth

Abstract | The effective size of a population, N
e
, determines the rate of change in the 

composition of a population caused by genetic drift, which is the random sampling of 
genetic variants in a finite population. N

e
 is crucial in determining the level of variability in  

a population, and the effectiveness of selection relative to drift. This article reviews the 
properties of N

e
 in a variety of different situations of biological interest, and the factors that 

influence it. In particular, the action of selection means that N
e
 varies across the genome, 

and advances in genomic techniques are giving new insights into how selection shapes N
e
.
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Poisson distribution
This is the limiting case of  
the binomial distribution (see 
next page), valid when the 
probability of an event is very 
small. The mean and variance 
of the number of events are 
then equal.

Coalescent theory
A method of reconstructing the 
history of a sample of alleles 
from a population by tracing 
their genealogy back to their 
most recent common ancestral 
allele.

Coalescence
The convergence of a pair of 
alleles in a sample to a 
common ancestral allele, 
tracing them back in time.

Fast timescale 
approximation
Used to simplify calculations of 
effective population size, by 
assuming that the rate of 
coalescence is slower than  
the rate at which alleles  
switch between different 
compartments of a structured 
population as we trace them 
back in time.

Panmictic
A panmictic population lacks 
subdivision according to spatial 
location or genotype, so  
that all parental genotypes 
potentially contribute to the 
same pool of offspring.

The Wright–Fisher population. To see why Ne is so 
useful, we need to understand how genetic drift can 
be modelled in the simple case of a Wright–Fisher 
population1,16,17. This is a randomly mating popula-
tion, consisting of a number of diploid hermaphro-
ditic individuals (N). The population reproduces with 
discrete generations, each generation being counted at 
the time of breeding. New individuals are formed each 
generation by random sampling, with replacement, of 
gametes produced by the parents, who die immedi-
ately after reproduction. each parent thus has an equal 
probability of contributing a gamete to an individual 
that survives to breed in the next generation. If N is 
reasonably large, this implies a Poisson distribution of 
offspring number among individuals in the population. 
A population of hermaphroditic marine organisms, 
which shed large numbers of eggs and sperm that fuse 
randomly to make new zygotes, comes closest to such 
an idealized situation.

With this model, the rate at which genetic drift 
causes an increase in divergence in selectively neutral 
allele frequencies between isolated populations, or loss 
of variability within a population, is given by 1/(2N) 
(BOX 2). An alternative approach, which has a central 
role in the contemporary modelling and interpretation 
of data on DNA sequence variation7,18, is provided by the 
theory of the coalescent process (the coalescent theory) 
(BOX 3). Instead of looking at the properties of the popu-
lation as a whole, we consider a set of alleles at a genetic 
locus that have been sampled from a population. If we 
trace their ancestry back in time, they will eventually 
be derived from the same ancestral allele, that is, they 
have undergone coalescence (BOX 3). This is obviously 
closely related to the inbreeding coefficient approach to 
drift described in BOX 2, and the rate of the coalescent 
process in a Wright–Fisher population is also inversely 
related to the population size.

More realistic models of drift. The assumptions of the 
Wright–Fisher population model do not, however, apply 
to most populations of biological interest: many species 
have two sexes, there may be nonrandom variation in 
reproductive success, mating may not be at random, 
generations might overlap rather than being discrete, 
the population size might vary in time, or the species 
may be subdivided into local populations or distinct 
genotypes. In addition, we need to analyse the effects of 
deterministic evolutionary forces, such as selection and 
recombination, as well as drift.

The effective population size describes the times-
cale of genetic drift in these more complex situations: 
we replace 2N by 2Ne, where Ne is given by a formula 
that takes into account the relevant biological details. 
Classically, this has been done by calculations based on 
the variance or inbreeding coefficient approaches19–23, 
but more recently coalescent theory has been employed7. 
In general, the use of Ne only gives an approximation to 
the rate of genetic drift for a sufficiently large population 
size (such that the square of 1/N can be neglected com-
pared with 1/N), and is often valid only asymptotically, 
that is, after enough time has elapsed since the start of 
the process. exact calculations of changes in variance  
of allele frequencies or inbreeding coefficient are, there-
fore, often needed in applications in which the population 
size is very small or the timescale is short, as in animal 
and plant improvement or in conservation breeding  
programmes19–21,24.

Determining Ne: a general method. Coalescent theory 
provides a flexible and powerful method for obtaining 
formulae for Ne, replacing the term involving N in the 
rate of coalescence in BOX 3 by Ne, which can then be 
directly inserted in place of N into the results from coa-
lescent theory (BOX 3). A core approach for estimating Ne 
under different circumstances is outlined briefly below 
and is discussed in more detail in the following sections 
of this Review.

This approach involves the structured coalescent 
process, in which there are several ‘compartments’ (such 
as ages or sexes) in the population from which alleles can 
be sampled7,25,26. Alleles are initially sampled from one 
or more of these compartments, and the probabilities 
of allele movements to the other compartments, as we 
go back in time, are determined by the rules of inher-
itance. A useful simplification is to assume that alleles 
flow among the different compartments at a much faster 
rate than the coalescence of alleles: this is termed the fast 
timescale approximation. This means that we can treat the 
sampled alleles as coming from the equilibrium state of 
the process7,27–31. This provides a general formula for the 
rate of coalescence, which is easy to apply to individual 
cases7,28–31.

Determining Ne of a single population
The structured coalescent process can be applied to dif-
ferent biologically important scenarios. In this section, 
I discuss how it can be applied to panmictic populations 
(BOX 2), with particular reference to the effects on Ne of 
variation in offspring number among individuals, the 

 Box 1 | Factors affecting the effective size of a population

•	Division into two sexes: a small number of individuals of one sex can greatly reduce 
effective population size (N

e
) below the total number of breeding individuals (N).

•	Variation in offspring number: a larger variance in offspring number than expected 
with purely random variation reduces N

e
 below N.

•	Inbreeding: the correlation between the maternal and paternal alleles of an individual 
caused by inbreeding reduces N

e
.

•	Mode of inheritance: the N
e
 experienced by a locus depends on its mode of 

transmission; for example, autosomal, X‑linked, Y‑linked or organelle.

•	Age‑ and stage‑structure: in age‑ and stage‑structured populations, N
e
 is much lower 

than N.

•	Changes in population size: episodes of low population size have a disproportionate 
effect on the overall value of N

e
.

•	Spatial structure: the N
e
 determining the mean level of neutral variability within a local 

population is often independent of the details of the migration process connecting 
populations. Limited migration between populations greatly increases N

e
 for the 

whole population, whereas high levels of local extinction have the opposite effect.

•	Genetic structure: the long‑term maintenance of two or more alleles by balancing 
selection results in an elevation in N

e
 at sites that are closely linked to the target of 

selection. In contrast, directional selection causes a reduction in N
e
 at linked sites  

(the Hill–Robertson effect).
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Binomial distribution
Describes the probability of 
observing i independent events 
in a sample of size n, when the 
probability of an event is p.  
The mean and variance of the 
number of events are np and 
np(1 – p), respectively.

Neutral diversity
Variability arising from 
mutations that have no effect 
on fitness.

mode of inheritance and the consequence of changes in 
population size. By looking at real-life data we see that 
different methods of estimating Ne can give very different  
answers if the population size has changed greatly.

Outbreeding populations with constant size. First we 
consider a population with no inbreeding and a Poisson 
distribution of offspring number. 1/Ne for autosomal (A) 
inheritance and two sexes (m, male; f, female) is given by: 
 
  

1
NeA

≈ 1
4Nm

1
4Nf

+ (1)

With a 1:1 sex ratio among breeding individuals, the effec-
tive size in this case is approximately equal to the total  
population size (N = 2Nf = 2Nm), so that the popula-
tion then has the same properties as the Wright–Fisher 
model. But if the numbers of females and males are 
not the same, the effective size is much less than N. For 

example, if there is only a small number of breeding 
males compared with females, the reciprocal of Nm dom-
inates equation 1, and Ne is close to 4Nm. This reflects 
the fact that half of the genes in a new generation must 
come from males, regardless of their numbers relative 
to females. This situation is approached in populations 
of farm animals, where artificial insemination is used 
in selective breeding, causing serious problems with 
inbreeding32.

With nonrandom variation in offspring numbers, but 
with the same variance in offspring number for the two 
sexes and a 1:1 sex ratio, we have:

 1
NeA

≈ (2 + ∆V)
2N

(2)

An excess variance in offspring numbers compared with 
random expectation thus reduces Ne below N (ReFs 3,4). 
Conversely, if there is less than random variation, Ne can 
be greater than N; it equals 2N in the extreme case when 
all individuals have equal reproductive success. This is 
important for conservation breeding programmes, as it 
is desirable to maximize Ne in order to slow down the 
approach to homozygosity33. In animals, a major cause 
of a nonrandom distribution of reproductive success is 
sexual selection, when males compete with each other 
for access to mates34. Sexual selection is thus likely to 
have a major effect on Ne, with the magnitude of the 
effect being dependent on the details of the mating 
system35,36.

The effect of inbreeding. An excess of matings between 
relatives reduces Ne by a factor of 1/(1 + FIS) (ReF. 30), where 
FIS is the inbreeding coefficient of an individual, caused 
by an excess frequency over random mating expectation 
of matings between relatives37. Ne is reduced because 
inbreeding causes faster coalescence of an individual’s 
maternal and paternal alleles compared with random  
mating38. With partial self-fertilization with frequency 
S in an hermaphrodite population, the equilibrium 
inbreeding coefficient is FIS = S/(2 – S) (ReF. 19). Selfing 
causes Ne to be multiplied by a factor of (2 – S)/2 if there 
is random variation in offspring number; this approaches 
1/2 for 100% selfing30,38,39.

From equation 4 in BOX 3, with Ne replacing N, this 
result suggests that neutral variability within populations 
of highly self-fertilizing species, such as Arabidopsis thal-
iana and Caenorhabditis elegans, should be reduced to 
approximately half the value for randomly mating pop-
ulations of similar size. Indeed, these species do have 
low levels of genetic variability40,41 compared with their 
outcrossing relatives42,43 (TABLe 1). Additional possible 
reasons for this low variability are discussed below.

The effects of mode of inheritance. The mode of inher-
itance can also greatly alter Ne, and hence expected 
levels of neutral diversity (as shown by the equations in 
BOX 4). For example, with X-linked inheritance and 
random mating, a 1:1 sex ratio and Poisson distribution 
of offspring numbers imply that NeX = 3N/4, consistent 
with the fact that there are only three-quarters as many 
X chromosomes as autosomes in the population. It is 

 Box 2 | using the Wright–Fisher model to describe genetic drift

Consider the effects of genetic drift on selectively neutral variants, assuming that the 
population is closed (there is no migration from elsewhere) and panmictic. We also 
ignore the possibility of mutation. Assume that there are two alternative variants at an 
autosomal site, A

1
 and A

2
, with frequencies p

0
 and q

0
 = 1 – p

0
 in an initial generation; 

these might represent two alternative nucleotide pairs at a given site in a DNA 
sequence, such as GC and AT.

The state of the population in the next generation can then be described by the 
probability that the new frequency of A

2
 is i/(2N), where i can take any value between 0 

and 2N. 2N is used because with diploid inheritance there are 2N allele copies in N 
individuals; if the species were haploid, we would use N. The Wright–Fisher model is 
identical to the classical problem in probability theory of determining the chance of i 
successes out of a specified number (2N) of trials (a success being the choice of A

2
 

rather than A
1
) when the chance of success on a single trial is q. Tossing an unbiased 

coin 2N times corresponds to the case in which q = 0.5.
Probability theory tells us that the chances of obtaining i copies of A

2
 in the next 

generation, corresponding to a frequency of q = i/(2N), is given by the binomial 
distribution1,16. The new mean frequency of A

2
 is simply q

0
, as drift does not affect the 

mean. But the frequency in any given population will probably change somewhat, 
becoming q

0
 + δq, where the change δq has variance Vδq

, given by: 
 
 

δ

After a further generation, the new frequency will be q
0
 + δq + δq′, where δq′ has a 

mean of zero and a variance of (p
0
 – δq)(q

0
 + δq)/(2N), and so on. If we follow a single 

population, there will be a succession of random changes in q, until eventually A
2
 either 

becomes fixed in the population (q = 1) or is lost (q = 0).
From equation 3 above, the rate of increase in variance per generation is 

proportional to 1/(2N). This variance can be thought of as measuring the extent of 
differentiation in allele frequencies between a large set of completely isolated 
populations, all of which started with the same initial state. Alternatively, it represents 
the variation in allele frequencies among a set of independent loci within the genome, 
all with the same initial state.

An alternative way of looking at drift is to use the concept of identity by 
descent84,141,142. Two different allelic copies of a given nucleotide site drawn from a 
population are identical by descent (IBD) if they trace their ancestry back to a single 
ancestral copy. The progress of a population towards genetic uniformity is measured 
by the probability that a pair of randomly sampled alleles are IBD (a value termed 
the inbreeding coefficient, f ), measured relative to an initial generation in which  
all the alleles in the population are not IBD. Just as for the variance in allele 
frequency, the inbreeding coefficient increases at a rate that is governed by 1/(2N), 
and the inbreeding coefficient at a given time is equal to the variance divided by 
p

0
q

0
 (ReFs 1,5). Approach to uniformity thus occurs at the same rate as increase in 

variance of allele frequencies.
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therefore common practice to adjust diversity estimates 
for X-linked loci by multiplying by 4/3 when compar-
ing them with data for autosomal genes; see ReF 44 for 
an example. But the formulae in BOX 4 show that this  
is an over-simplification. If there is strong sexual selec-
tion among males, the effective size for X-linked loci 
can approach or even exceed that for autosomal loci. 
NeX/NeA has an upper limit of 1.125; the reason that this 
ratio can exceed 1 is that autosomes are transmitted 
through males more often than X chromosomes, and 
the males’ effective population size is small. Surveys 
of variability in the putatively ancestral African 
populations of Drosophila melanogaster show that 
the mean silent site nucleotide diversity for X-linked 
loci is indeed slightly higher than for autosomal 
loci45–47, consistent with the operation of very strong 
sexual selection, although other factors might also be  
involved46,48.

For ZW sex determination systems, the predicted 
difference between males and females is reversed. For 
Z-linked inheritance, NeZ/NeA with strong sexual selec-
tion can be as low as 9/16. Data on DNA sequence vari-
ability in introns in domestic chickens gave a ratio of 
Z-linked to autosomal variability of 0.24, even lower 
than expected under strong sexual selection49. For 
organelle inheritance, with strictly maternal transmis-
sion, Ne is one-quarter of the autosomal value with ran-
dom variation in offspring number, but is expected to 
be much larger with sexual selection (BOX 4).

Age- and stage-structure. To calculate Ne for populations 
in which reproductive individuals have a range of ages or 
developmental stages, the fast timescale approximation 
can again be applied. In this case, alleles flow between 
ages or stages as well as sexes. expressions can be 
derived for Ne in an age- or stage-structured population 

Box 3 | the coalescent process

We consider a sample of alleles at a genetic locus that 
have been obtained from a population (see the figure;  
the four bottom circles). For simplicity, assume that no 
recombination can occur in the locus, as would be true  
for a mitochondrial genome or Y chromosome, or for a 
nuclear gene in a region of a chromosome with severely 
reduced recombination. If we trace the ancestry of the 
alleles back in time (upward arrow), two of the alleles in 
the sample will be seen to be derived from the same 
ancestral allele — they have coalesced at a time in the 
history of the population when the other two alleles still 
trace back to two distinct alleles. At this time, there are 
three distinct alleles from which the sample is descended 
(i = 3). If we continue back in time, the ancestry of the 
alleles in the sample follows a bifurcating tree, in which 
the time (t) between successive nodes (points of 
branching) is dependent on 2N and the number of alleles that are present at the later node; with i alleles, the 
expected time to a coalescent event that generate i – 1 alleles is 4N/i(i – 1) (ReFs 7,18,112,143). This assumes that N is 
sufficiently large that, at most, one coalescent event can occur in a given generation. The time itself follows an 
exponential distribution, with a standard deviation equal to the mean. In the figure, t represents the expected times 
at which the successive coalescent events occur in a Wright–Fisher population, corresponding to the numbers of 
distinct alleles, i, on the right.

This description of a gene tree is purely theoretical, as gene trees cannot be observed directly. However, the results 
are relevant to data on population samples, because variation in a sample of allelic sequences reflects mutations that 
have arisen in different branches of the tree since the most recent common ancestor. To model a sample, we simply 
allow mutations to occur on the lineages in the gene tree. The simplest model to use is the infinite sites model: the 
mutation rate probability per generation per site is u, and u is assumed to be low, so that at most one mutation arises 
per site in the tree7,18,112,144.

This allows derivations of formulae to predict the values of commonly used measures of variability such as  
the nucleotide site diversity, that is, the frequency with which a pair of randomly sampled alleles differ at a given 
nucleotide site. Consider a given pair of alleles taken randomly from the sample. There is a time (t) connecting each  
of them to their common ancestor. They will be identical at a site if no mutation has arisen over the time separating 
them from each other, which is 2t. The probability that a mutation has arisen at that site, and caused them to differ in 
state, is 2tu. From the above considerations, t has an expected value of 2N, so that the net probability of a difference 
in state at a given nucleotide site is 4Nu. Averaging over all pairs of alleles in the sample, and over a large number of 
sites, gives the expected value of the nucleotide site diversity for a sample (π):

π = 4Nu             (4)

In addition to generating simple and useful expressions for the expected level of variability in a sample from a 
population, coalescent theory allow the computation of the probability distributions of statistics that describe  
the frequencies of variants in the sample. This permits statistical tests to be applied to data, to test whether the 
assumptions of the standard model (demographic equilibrium and neutrality) are violated7,18,112.
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reproducing at discrete time-intervals, such as annu-
ally breeding species of birds or mammals29–31,50–52. 
The results show that Ne is usually considerably less 
than the number of breeding individuals present at 
any one time. There is, however, no satisfactory treat-
ment of populations in which individuals reproduce 
more or less continuously, such as humans and many  
tropical species52.

The effect of changes in population size. It is also pos-
sible to model changes over time in population size N, 
while otherwise retaining the Wright–Fisher model3,4,53. 
The expected coalescence time is then similar to that 
with constant population size, that is, approximately 
2NH, where NH is the harmonic mean of N over the set 
of generations in question (the reciprocal of the mean of  
the reciprocals of the values of N). This allows the use 
of NH instead of N in the equation for expected neutral 
diversity (BOX 3). For more complex population struc-
tures, we can replace the N values for each generation 
by the corresponding Ne values from BOX 4, provided 
that the flow between different compartments equili-
brates over a short timescale compared with changes in 
population size.

A population that has recently grown from a much 
smaller size, such as a population that has recovered 
from a bottleneck associated with colonization of a 
new habitat, will thus have a much lower effective size 
than one that has always remained at its present size, as 
the harmonic mean is strongly affected by the small-
est values in the set54. There is increasingly strong evi-
dence for such bottleneck effects in both human55,56 and 
D. melanogaster populations46,48,57 that have moved out 
of Africa.

Estimating Ne for natural and artificial populations. It 
is obviously of importance to have estimates of Ne, both 
for practical purposes, such as designing conservation 
or selective breeding programmes, and for interpreting 
data on DNA sequence variation and evolution. This can 

be done simply by using demographic information and 
substituting into equations of the type shown in BOX 4 

(ReFs 9,10). More recently, two different approaches 
that use information on genetic markers have been 
employed. First, Ne for a large natural population can be 
estimated from silent nucleotide site diversities, as diver-
sity at equilibrium between drift and mutation depends 
on the product of mutation rate per nucleotide site, u, 
and Ne (replacing N by Ne in equation 4 in BOX 3). If the 
mutation rate is known, either from a direct experimen-
tal estimate or from data on DNA sequence divergence 
between species with known dates of separation, Ne can 
be estimated as π/(4u), where π is nucleotide site diver-
sity. Some examples are shown in TABLe 1. Second, for 
very small populations, such as those used in animal and 
plant breeding or in the captive breeding of endangered 
species, Ne can be estimated from observed changes 
between generations in the frequencies of putatively 
neutral variants9,58–60.

As might be expected from the theoretical results, 
effective population sizes are often found to be much 
lower than the observed numbers of breeding individu-
als in both natural and artificial populations9,10,61. The 
human population, for example, is estimated from DNA 
sequence variability to have an Ne of 10,000 to 20,000, 
because of its long past history of small numbers of 
individuals and relatively recent expansion in size55,62. 
larger population sizes in the past other than for extant 
populations have, however, sometimes been inferred 
from diversity estimates; for example, Atlantic whales, 
probably reflecting the devastating effects of whaling on 
their population sizes63.

The above two genetic methods of estimating Ne 
can therefore yield very different results if there have 
been large changes in population size, because the first 
approach relates to the harmonic mean value of popula-
tion size over the long period of time required for diver-
sity levels to equilibrate, and the second to the present 
day population size. A large increase in population size, 
as in the case of humans, means that the Ne estimated 

Table 1 | effective population size (Ne) estimates from Dna sequence diversities

species Ne Genes used Refs

Species with direct mutation rate estimates

Humans 10,400 50 nuclear sequences 145

Drosophila melanogaster (African populations) 1,150,000 252 nuclear genes 108

Caenorhabditis elegans (self-fertilizing hermaphrodite) 80,000 6 nuclear genes 41

Escherichia coli 25,000,000 410 genes 146

Species with indirect mutation rate estimates

Bonobo 12,300 50 nuclear sequences 145

Chimpanzee 21,300 50 nuclear sequences 145

Gorilla 25,200 50 nuclear sequences 145

Gray whale 34,410 9 nuclear gene introns 147

Caenorhabditis remanei (separate sexes) 1,600,000 6 nuclear genes 43

Plasmodium falciparum 210,000 –300,000 204 nuclear genes 148

For data from genes, synonymous site diversity for nuclear genes was used as the basis for the calculation, unless otherwise stated.
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Heterogamety
The presence of two different 
sex-determining alleles or 
chromosomes in one of the  
two sexes.

Selection coefficient
(s). The effect of a mutation on 
fitness, relative to the fitness of 
wild-type individuals. With 
diploidy, this is measured on 
mutant homozygotes.

from diversity data might be irrelevant to estimates of 
future changes caused by drift. Care must therefore be 
taken to apply estimates of Ne only to situations in which 
they are appropriate.

the simultaneous effects of selection and drift
Although the models outlined above indicate how Ne can 
be used in models of genetic drift in panmictic popu-
lations, in order to understand evolutionary processes 
more fully we need to include the effects of selection into 
the models. The effects of selection can be most easily 
studied by using diffusion equations16,19,23,64.

Diffusion equations. These provide approximation for 
the rate of change in the probability of allele frequency 
q at time t. For diffusion approximations to be valid, 
the effects of both drift and deterministic forces must 
both be weak. The evolutionary process is then com-
pletely determined by the mean and variance of the 
change in allele frequency per generation, Μδq and Vδq, 
respectively19,23,64.

The effects of drift in situations can be modelled by 
Vδq = pq/(2Ne), where Ne replaces N for non-Wright–
Fisher populations in equation 3 in BOX 2. In this context, 
Ne is known as the variance effective size. Intuitively, it 
might seem that we can just use the expressions for Ne 
derived for the neutral coalescent process. however, 
there are situations in which this is not correct6,65. If the 
population size changes between generations, the rate of 
the coalescent process depends on the population size 
in the parental generation, whereas the change in vari-
ance depends on the size of the offspring generation.  

In addition, the binomial expression for Vδq (equa-
tion 3 in BOX 2) is only an approximation when there 
is selection or when the population does not follow the 
Wright–Fisher model22,66,67. The coalescent Ne that we 
have used should, however, provide a good approxima-
tion to the variance Ne when all evolutionary forces are 
weak and the population size is constant.

Probability of fixation of a new mutation. A major con-
clusion from the use of diffusion equations is that the 
effectiveness of a deterministic force is controlled by the 
product of Ne and the measure of its intensity19,23,64. This 
principle is exemplified by the probability of fixation of 
a new mutation, denoted here by Q8,16,17,64,68 (BOX 5). This 
is probably the most useful index of the effectiveness of 
selection versus genetic drift. For a deleterious mutation 
(with a selection coefficient (s) less than 0), Q is not much 
below the neutral value when –Nes ≤ 0.25; a deleterious 
mutation has almost no possibility of becoming fixed 
by drift once –Nes > 2. For a favourable mutation, if  
Nes ≤ 0.25, Q behaves close to neutrally; once Nes > 1, 
Q is close to that for an infinitely large population, that 
is, Q = s(Ne/N).

A reduction in Ne below N reduces the efficacy of 
selection compared with a Wright–Fisher popula-
tion of size N. This result applies to a wide variety of 
causes of reduced Ne, as we shall see in the next sec-
tion. Given the large values of long-term Ne in TABLe 1, 
weak selection can therefore be very effective in evolu-
tion, as was strongly emphasized by Fisher68. Indeed, 
studies of polymorphisms at the sequence level find 
selection coefficients of a few multiples of 1/Ne for 
many deleterious polymorphic amino-acid variants 
in human and Drosophila populations56,69–71; these 
are sufficient to prevent them becoming fixed in the 
population with any significant probability. variants at 
synonymous or non-coding sites are generally under 
much weaker selection, with selection coefficients in 
the order of 1/Ne or less72–75; this means that drift and 
mutation as well as selection have a considerable influ-
ence on the states of such sites8,76,77. There is increasing 
evidence that the rate of evolution of protein sequences 
is affected by differences in Ne in the way predicted by  
theory11,14,15,78–82.

Determining Ne of a structured population
having discussed the issue of how to determine the 
effective size of a population and considered the effects 
of selection in panmictic populations, the final sec-
tion of this Review examines how to do this when the 
population is divided into geographically or genetically 
defined subpopulations. This is a field that has expe-
rienced rapid development in the past few years. New 
theoretical approaches that use fast timescale approxi-
mations have been applied to both spatial and genetic 
structuring of populations. There is also a growing 
appreciation of the fact that the genetic structuring of 
populations with respect to genotypes with different 
fitnesses implies the existence of differences in Ne val-
ues among different parts of the genome of the same  
species.

 Box 4 | effective population sizes for some common situations

Using the fast timescale approximation described in the text, formulae for N
e
 can be 

derived for various types of discrete generation populations. These provide insights 
into the effects of different demographic and genetic factors.

Autosomal inheritance:

∆ ∆

X‑linked inheritance (Z‑linked inheritance, with female heterogamety, is described by 
interchanging female and male subscripts, f and m):

∆ ∆

Y‑linked inheritance (W‑linked inheritance, with female heterogamety, is described 
by replacing the male subscripts, m, with the female subscript, f):

∆

Maternally transmitted organelles:
∆

Discrete generations with constant population size are assumed. N
f
 and N

m
 are the 

numbers of breeding females and males, respectively; c is the fraction of males 
among breeding individuals, that is, c = N

m
/(N

f
 + N

m
); ΔV

f
 and ΔV

m
 are the excesses of 

the variances in offspring numbers over the Poisson values for females and males, 
respectively; F

IS
 is the inbreeding coefficient within the population caused by an 

excess of matings between relatives over random mating expectation5,19. Equations 
are taken from ReF. 30.
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Metapopulation
A population consisting of a set 
of spatially separate local 
populations.

The effects of spatial structure on neutral variation. 
Spatial structure was first studied by classical popula-
tion genetic methods, extending the methods of BOX 2 to 
include the effects of geographic subdivision of a meta-
population into partially isolated, local populations5,83–85. 
More recently, the study of neutral variability in a spa-
tially structured population has been simplified by 
extending the structured coalescent approach described 
above to a metapopulation consisting of a set (d) of dis-
crete local populations (demes) that are interconnected 
by migration7 or that are affected by local extinctions of 
demes and recolonization7,86.

A useful result applies to the case of ‘conservative’ 
migration, that is, when migration among demes leaves 
their relative sizes unchanged; the mean allele frequency 
across demes is also unchanged27,87,88 (the classical island 
and stepping stone models83,89,90 are examples of this). 
Provided that all demes experience some migration 
events, the mean coalescence time for a pair of alleles 
sampled from the same deme (TS) is given by the sum 
of the effective population sizes over all demes (NeT), 
so that the mean within-deme nucleotide site diver-
sity is the same as for a panmictic population with this 
effective population size. This suggests that the mean 
within-deme nucleotide site diversity for a species is the 
most appropriate measure to compare the properties of 
different species.

We might also be interested in describing aspects 
of variability such as the total amount of variability in 
a metapopulation, as measured by the mean pairwise 
nucleotide site diversity among a pair of alleles sampled 
at random from the metapopulation (πT) and the corre-
sponding mean coalescence time (TM) corresponding to 
what we can call the total effective size of the metapopula-
tion: NeM = TM/2. In contrast to TS, the value of TM is highly 

dependent on the details of the migration process, and  
can be greatly increased when migration is restricted.

For more general migration models, it is hard to 
derive an expression for TM. however, when the number 
of demes is very large, it is approximately the same as the 
mean coalescence time for a pair of alleles sampled from 
two distinct, randomly chosen populations. Wakeley 
and his collaborators have shown that this large deme 
number approximation often yields a simple approximate  
general formula for TM

7,86,91–93.
Standard tests for departures from neutral equilib-

rium utilize patterns of variability to detect departures 
from those predicted by the standard coalescent model; 
tests of this kind are widely used in studies of DNA 
sequence variation7,18. If such departures are detected, 
the occurrence of selection or of demographic events, 
such as changes in population size, is implied. In the case 
of a metapopulation with a large number of demes, if a 
sample of k alleles is taken by sampling each allele from 
a separate population, these obey the same coalescent 
process as alleles sampled from a panmictic popula-
tion, described in BOX 3. Tests of this kind for a meta-
population are thus best carried out by sampling only 
one allele from a given population. Similar results also 
apply to measures of linkage disequilibrium in spatially 
structured populations. If a single haplotype is sampled 
from each local population studied, under conservative 
migration the expected level of linkage disequilibrium 
between a pair of sites with recombination frequency r 
is controlled by 4NeTr in the same way as by 4Ner in the 
case of a panmictic population7,94.

The effects of spatial structure on variants under 
selection. We can also ask how to determine the fixa-
tion probability of a mutation under selection in a 

Box 5 | Fixation probabilities

The probability of fixation of a mutation is the chance that 
it will spread through the population and become fixed. In a 
finite population, even deleterious mutations can become 
fixed by drift, and favourable ones can be lost. The results of 
some fairly complex calculations17,19,64 can be illustrated 
with the simple case of selection at a biallelic autosomal 
locus with semi‑dominance, such that the relative fitnesses 
of A

1
A

1
, A

1
A

2
 and A

2
A

2
 are 1, 1 + 0.5s and 1 + s, respectively.  

s is the selection coefficient, and is negative if A
2
 is 

deleterious and positive if it is advantageous.
If the population size is N, and the effective population 

size is N
e
, the probability that a newly arisen mutation to A

2
 

from A
1
 survives in the population and eventually replaces 

A
1
 is given by: 

 
 

The dependence of Q on N
e
s is illustrated in the figure. 

λ is the fixation probability of a semi‑dominant mutation, 
expressed relative to the neutral value (1/2N). This is 
given by Q (from the equation above) divided by 1/(2N). 
This also represents the evolutionary rate of substitution 
of mutations with selection coefficient s, relative to the 
rate for neutral mutations8.
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Semi-dominant or haploid 
selection
With a diploid species, 
semi-dominant selection 
occurs when the fitness of the 
heterozygote for a pair of 
alleles is intermediate between 
that of the two homozygotes; 
haploid selection applies  
to haploid species, and is  
twice as effective as 
semi-dominant selection with 
the same selection coefficient.

Dominance coefficient
(h). Measures the extent  
to which the fitness of a 
heterozygote carrier of  
a mutation is affected, relative 
to the effect of the mutation  
on homozygous carriers.

Heterozygote advantage
The situation in which the 
fitness of a heterozygote for a 
pair of alleles is greater than 
that of either homozygote.  
This maintains polymorphism.

Frequency-dependent 
selection
situations in which the 
fitnesses of genotypes are 
affected by their frequencies in 
the population. Polymorphism 
is promoted when fitness 
declines with frequency.

Background selection
The process by which selection 
against deleterious mutations 
also eliminates neutral or 
weakly selected variants at 
closely linked sites in the 
genome.

Hill–Robertson effect
The effect of selection on 
variation at one location in the 
genome and on evolution at 
other, genetically linked sites.

metapopulation. With semi-dominant or haploid selection  
(BOX 5), the fixation probability of a new mutation in 
a structured population consisting of a set of Wright–
Fisher populations connected by conservative migration 
is determined by the product of the selection coefficient 
and NeT in the same way as by Nes in a single, panmictic 
population87,95,96. Recent work suggests that an approxi-
mate diffusion equation can be derived for more gen-
eral selection and migration models, using the large 
deme number approximation just discussed97–100. This 
is useful, as it implies that spatial structure might not 
have much effect on the fixation probabilities of weakly 
selected mutations, which are likely to have intermediate  
dominance coefficients101, so that the standard models of 
molecular evolution apply even to highly subdivided 
populations. Predictions of the effects of differences in 
effective population sizes on rates of sequence evolution 
for species79,81 should therefore use estimates of Ne based 
on mean within-population diversities.

With dominance, however, population structure 
can cause important departures from the panmictic 
results98,102,103. Fixation probabilities are reduced for 
recessive or partly recessive deleterious mutations, and 
increased for recessive or partly recessive advantageous 
mutations, relative to the value for a panmictic popula-
tion with an effective size of NeS. The reverse is true for 
dominant or partially dominant mutations. The overall 
effect of population subdivision on the rate of evolution 
thus depends on both the level of dominance of new 
mutations, and on the extent to which advantageous or 
deleterious mutations contribute.

The effects of genetic structure. Investigations of DNA 
sequence variability have shown that presumptively 
neutral diversity is not constant across the genome. For 
example, silent site DNA sequence variability is ele-
vated in the neighbourhood of the highly polymorphic 
major histocompatibility (MhC) loci of mammals104, 
and of the self-incompatibility (SI) loci of plants105,106. 
Conversely, in D. melanogaster 14,107,108, humans109 and 
some plant species110, silent site variability correlates 
positively with the local rate of genetic recombination, 
and is extremely low in regions where there is little or no 
recombination. In addition, as already noted, species or 
populations with high levels of inbreeding often exhibit 
reduced levels of variation compared with outcross-
ing relatives40,41,110, to a much greater extent than the  
two-fold reduction predicted on a purely neutral model  
(see above).

The most likely explanation for these patterns, with 
the possible exception of human populations109,111, is that 
Ne is affected by selection occurring at closely linked sites 
or, in inbreeding populations, sites that rarely recombine 
with physically distant targets of selection because of the 
reduced evolutionary effectiveness of recombination 
in a highly homozygous genome28. The concepts and 
methods used to study the effects of spatial structuring 
of populations can be used to understand stable genetic 
structure, whereby different genotypes are maintained in 
the population, either by long-term balancing selection, 
or by recurrent mutation to deleterious alleles.

The effects of balancing selection. long-term balancing 
selection refers to the situation in which two or more 
variants at a locus are maintained in the population 
by forms of selection such as heterozygote advantage or  
frequency-dependent selection, for much longer than would 
be expected under neutrality. There is clear evidence 
for such selection in the cases of the MhC and SI loci 
mentioned above. What is the effect of balancing selec-
tion on neutral variability at linked sites? Consider an 
autosomal site with two variants, A1 and A2, maintained 
by balancing selection in a randomly mating population 
with effective population size Ne. A neutral site recom-
bines with the A site at rate r. The flow of neutral vari-
ants by recombination between the haplotypes carrying 
A1 and A2 is similar to conservative migration between 
demes25,28,112. high equilibrium levels of differentiation 
between A1 and A2 haplotypes are expected at closely 
linked neutral sites, for which Ner is much greater than 1,  
that is, in the situation equivalent to low migration. This 
is reflected in a local elevation in the effective popula-
tion size, equivalent to the elevation of NeM over NeT, 
producing a local peak of diversity close to the target 
of balancing selection, as is observed in the cases men-
tioned above. Coalescence times in this case can be 
much greater than the time during which the species has 
existed113. Neutral variants that distinguish the selected 
alleles might then persist across the species boundaries. 
This is called trans-specific polymorphism, and is seen, 
for example, in the SI polymorphisms of plants114.

This suggests that polymorphisms maintained by 
long-term balancing selection could be discovered  
by scanning the genome for local peaks of silent site 
diversity and/or polymorphisms that are shared between 
species. Such scans using the human and chimpanzee 
genomes have so far been largely negative, suggesting 
that there are rather few cases of long-term balancing 
selection115,116, although some convincing examples have 
been discovered117.

Background selection and other Hill–Robertson effects. 
Another important type of genetic structuring in popu-
lations is caused by deleterious alleles maintained by 
recurrent mutation118. These reduce neutral diversity 
at linked sites because the elimination of a deleterious 
mutation carried on a particular chromosome also low-
ers the frequencies of any associated neutral or nearly 
neutral variants. This process of background selection is 
one example of the general process known as the Hill–
Robertson effect; see ReF. 13 for a recent review. This can 
be understood in terms of Ne as follows. Selection creates 
heritable variance in fitness among individuals, which 
reduces Ne (ReF. 119). A site that is linked to a selected 
variant experiences an especially marked reduction in its 
Ne, because close linkage maintains the effects for many 
generations120,121. In addition to reducing levels of vari-
ability, this reduction in Ne impairs the efficacy of selec-
tion (see the discussion of fixation probability above). 
This probably accounts for the observation that the level 
of adaptation at the sequence level, as well as sequence 
diversity, often seems to be reduced in low recombination  
regions of the Drosophila genome14,15,82,122–124.
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Selective sweep
The process by which a new 
favourable mutation becomes 
fixed so quickly that variants 
that are closely linked to  
it, and that are present in  
the chromosome on which the 
mutation arose, also become 
fixed.

Another important example of a hill–Robertson 
effect is the effect on linked sites of the spread of a selec-
tively favourable mutation. This was called a hitchhik-
ing event by Maynard Smith and haigh125, and is now 
often referred to as a selective sweep126. The expected  
reduction in Ne caused by a single selective sweep is 
very sensitive to the ratio r/s, where s is the selective 
advantage to the favourable mutation and r is the fre-
quency of recombination between this mutation and 
the site whose Ne is being considered, and the reduc-
tion in Ne is small unless r/s is much lower than 1 (ReFs 

125,127). This effect is transient, in the absence of 
further sweeps in the same region, and resembles the 
effect of a population bottleneck, as variability will start 
to recover once the favourable mutation has become  
fixed128,129.

The selective sweep model can be extended to allow 
a steady rate of substitution of favourable variants, at 
sites scattered randomly over the genome130–133. using 
empirical estimates of the proportion of amino-acid 
divergence between species that is due to positive selec-
tion, this model provides a good fit to data on sequence 
variability in D. melanogaster134. Ne for a typical locus 
seems to be reduced by a few per cent as a result of 
ongoing adaptive substitutions of amino-acid muta-
tions. The abundance of weakly selected deleterious 
amino-acid variants in Drosophila populations seems to 
be sufficiently high for background selection to further 
reduce Ne for genes with normal levels of recombination  
by a few per cent135.

hill–Robertson effects mean that Ne for a particu-
lar location in the genome is highly dependent on its 
recombinational environment, and that no region is 
entirely free of the effects of selection at nearby sites, 
even in genomic regions with normal levels of recombi-
nation. large genomic regions that lack recombination, 
such as the Y chromosome and asexual or highly self-
fertilizing species, are expected to experience the most 
extreme reductions in Ne (ReFs 118,136). This probably 
accounts for the evolutionary degeneration of Y chro-
mosomes123,124,137, and the lack of evolutionary success 
of most asexual and highly inbreeding species138,139.

conclusions
From a modest beginning, when Sewall Wright dealt 
with the process of genetic drift in a population with 
two sexes, the concept of effective population size has 
been extended to the status of a unifying principle that 
encompasses the action of drift in almost any imaginable 
evolutionary scenario. over that time, there has been a 
considerable shift in theoretical methodology, with cur-
rent formulations using the powerful technology of coa-
lescent theory, and approximations based on separating 
drift into processes acting on different timescales.

one important advance is that we now have a much 
clearer appreciation of the role of selection in shaping 
the effective population size at genetically linked sites 
than we did 10 years ago. Already, we can be fairly sure 
that no nucleotide in the compact genome of an organ-
ism such as D. melanogaster is evolving entirely free of 
the effects of selection on its effective population size; 
it will be of great interest to see whether this applies 
to species with much larger genomes, such as humans, 
when we make use of the avalanche of data on DNA 
sequence variation and evolution that will be produced 
by new sequencing technologies.

however, it is important to note that Ne has some 
limitations as a tool for understanding patterns of evolu-
tion and variation. It is extremely useful for describing 
expected levels of genetic diversity, and for evaluating 
the effects of different factors on the efficiency of selec-
tion. But certain aspects of genetic variability, such as the 
distribution of frequencies of individual nucleotide vari-
ants across different sites, cannot simply be described in 
terms of Ne. A given reduction in variability caused by a 
population bottleneck, a selective sweep or background 
selection might well be associated with different variant 
frequency distributions, and so cannot be described by 
a simple reduction in Ne (ReFs 128,129,136,140). Models 
that describe all aspects of the data are needed in these 
cases; the challenge is to extend existing models to include 
increasingly refined estimates of parameters, such as the 
incidence of selective sweeps and the distribution of selec-
tion coefficients against weakly deleterious mutations,  
into models that can be tested against the data.
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To produce haploid gametes, germ cells 
undergo a specialized division cycle, meio-
sis (FIG. 1), which reduces the number of 
chromosomes from two sets, one mater-
nally and one paternally derived, to a 
single set that is a mixture of the parental 
genomes. The reshuffling (recombination) 
of the maternal and paternal genomes 
necessitates extensive self-inflicted DNA 
damage in the form of DNA double-
stranded breaks (DSBs). In most organisms 
these DSBs are crucial for initiating the inti-
mate pairing of the parental chromosomes, 
termed synapsis, which in turn facilitates 
their subsequent repair. During repair some 
DSBs are processed to form links called chi-
asmata between the maternal and paternal 
chromosomes that have a crucial role dur-
ing subsequent chromosome segregation at 
the first meiotic division.

It has been known for decades that 
errors in chromosome synapsis, that is, 
asynapsis, are associated with impaired 
fertility and that in mammals males are 
more severely affected than females1. 
Chromosomal anomalies associated with 
asynapsis are found in approximately 3% 
of infertile men2. Targeted mutation of 
meiotic genes has generated many new 
mouse models with chromosome asynapsis 
and male-biased sterility3. The association 
between asynapsis and sterility has been 

attributed to the operation of checkpoints 
that monitor steps in the meiotic process 
and that arrest or eliminate cells that have 
‘got it wrong’; the male–female difference 
in fertility impairment has been attributed 
to less efficient checkpoint function during 
female meiosis4–6. Despite the impairment 
of fertility, these checkpoints are benefi-
cial because they substantially reduce the 
frequency of unbalanced gametes that 
generate chromosomally unbalanced con-
ceptions. Indeed, less efficient checkpoint 
function in women is implicated in the high 
rate of aneuploidy in human pregnancies, 
particularly as women get older, that leads 
to miscarriages or the birth of individuals 
with chromosomal anomalies, as in Down’s 
syndrome (also known as trisomy 21)7. The 
number of proposed meiotic checkpoints 
is constantly increasing, but it is check-
point recognition of unrepaired DSBs in 
asynapsed chromosome regions that has 
been most widely invoked to explain the 
link between asynapsis and meiotic failure 
in mammals.

Recently it was established that one 
response to asynapsis in the mouse is the 
transcriptional silencing of asynapsed chro-
mosomes or chromosome regions8–10, and 
this is clearly also the case in humans11,12. 
Here we integrate these new findings 
into an overview of the consequences of 

asynapsis in mammals, as not only do they 
point to transcriptional silencing of cru-
cial meiotic and post-meiotic genes as an 
important component of asynapsis-related 
fertility impairment, but they have also 
identified a substantive male-specific cause.

Asynapsis is linked to meiotic impairment
Because efficient synapsis of homologous 
chromosomes in mammals is depend-
ent on the formation and processing of 
DSBs, mutations that interfere with these 
processes disrupt synapsis; much of the 
discussion of the consequences of asynap-
sis in mammals has focused on studies of 
mice with such mutations5,13,14. However, 
there are numerous chromosomally vari-
ant mouse models in which chromosome 
segments or whole chromosomes fail 
to achieve homologous synapsis, either 
because no matching segment is available, 
or because chromosomal rearrangements 
impede their coming together1. These 
models are proving invaluable in unravel-
ling the complexities of the consequences of 
asynapsis.

Irrespective of the underlying cause, 
asynapsis in males is almost always associ-
ated with spermatocyte losses that are due to 
apoptosis during the pachytene stage of mei-
otic prophase and/or at the metaphase stage 
of the first meiotic division, with consequent 
sub-fertility or sterility1,15,16. Although female 
fertility might often seem to be normal, 
reproductive lifespan is curtailed as a con-
sequence of oocyte depletion that is already 
present during the first postnatal week17–20. 
With high levels of asynapsis, sterility is seen 
in both sexes21–29.

In the following sections we first discuss 
two ways by which asynapsis has been pro-
posed to lead to pachytene spermatocyte 
apoptosis, and then explain how meiotic 
silencing might cause meiotic or post- 
meiotic losses. We end by considering  
the consequences of asynapsis for female  
meiosis and why female fertility is less 
severely compromised.

A pachytene response to DNA breaks
The mitotic G2/M checkpoint. DSBs are 
extremely hazardous lesions and it is 
imperative that cell division does not occur 
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Abstract | During mammalian meiosis, synapsis of paternal and maternal 
chromosomes and the generation of DNA breaks are needed to allow reshuffling 
of parental genes. In mammals errors in synapsis are associated with a 
male-biased meiotic impairment, which has been attributed to a response to 
persisting DNA double-stranded breaks in the asynapsed chromosome 
segments. Recently it was discovered that the chromatin of asynapsed 
chromosome segments is transcriptionally silenced, providing new insights into 
the connection between asynapsis and meiotic impairment.
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Figure 1 | An overview of meiosis. a | During pre-meiotic s phase the DNA 
of each maternally and paternally derived chromosome is replicated to form 
two sister DNAs that are held together by cohesins (which remain through-
out prophase). b | During the leptotene stage hundreds of double-stranded 
breaks (DsBs; red circles) are introduced into these DNA molecules, and 
each pair of sister DNA strands begins to assemble a single proteinaceous 
axis (green). c | By the zygotene stage the bulk of the DNA is located in the 
chromatin loops emanating from the chromosome axes, but the DNA breaks 
have become axially located. the axes of each pair of homologous maternal 
and paternal chromosomes begin synapsis via transverse filaments to form 
a synaptonemal complex; this synapsis is driven by single-stranded DNA tails 
(not shown), which are generated at the breaks and invade the DNA duplex 
of the homologue. d | the beginning of the pachytene stage is marked by 

the completion of synapsis. the DNA breaks are repaired, with some of the 
breaks maturing into crossovers — a minimum of one per chromosome pair. 
e | During the diplotene stage the disassembly of the synaptonemal com-
plex means that the homologous chromosomes are now only held together 
by the crossovers. f | During the transition through diakinesis to the first 
meiotic metaphase, the axial elements are disassembled and the cohesins 
that bind the sister chromatids together are removed, except at the centro-
meres. g | the mode of centromere attachment at metaphase of the first 
meiotic division (MI) ensures that homologues separate with one homo-
logue of each pair passing to each daughter cell. h | At the second meiotic 
division (MII) the remaining cohesion between sister chromatids is lost and 
the mode of centromere attachment to the spindle ensures that each 
daughter cell receives one copy of each pair of chromatids.

when DSBs are present. After DNA replica-
tion in mitotically dividing cells, DSBs per-
sisting into the ensuing G2 phase undergo 
homologous recombination repair (HRR) 
using the intact matching ‘sister’ DNA mol-
ecule as a template. The G2/m checkpoint 
ensures that once the cell cycle machinery 
has reached the point when cell division 
should occur, division is blocked if unre-
paired DSBs are still present. This check-
point has been viewed as very sensitive, 
but some recent data suggest that the block 
to cell division might require a threshold 
number of DSBs, suggested to be around 20 
(reF. 30). Key to signalling the presence of 
unrepaired DSBs are the checkpoint kinases 
ATm and ATR, and signal amplification 
involves a number of proteins, including 
the DNA damage response protein BRCA1 
and the phosphorylated form of the variant 
nucleosomal histone H2AX (γH2AX).

A G2/M-related meiotic pachytene check-
point? The fact that nearly all the molecu-
lar components of the G2/m checkpoint 
are present during meiosis suggests that 
a similar checkpoint is operating31,32. In 
male meiosis the first meiotic cell division 
is scheduled to occur at the end of meiotic 
prophase, shortly after the long pachytene 

stage during which meiotic DSB repair 
should be completed. By analogy to the 
G2/m checkpoint, it is at this stage that 
retention of DSB-associated ATm and ATR 
checkpoint signalling should act to prevent 
cell division. In females this analogy breaks 
down because the cells arrest as primordial 
oocytes at the end of prophase, and pro-
gression to the first meiotic division is sub-
sequent to selection from the primordial 
oocyte pool and the ensuing growth before 
ovulation; this can be many years after the 
initial arrest.

Synapsis is linked to accessing a DNA 
repair template in the homologous chro-
mosome — a feature that distinguishes it 
from HRR in mitotic G2; asynapsis thus 
interferes with HRR of the meiotic DSBs. 
Consequently, chromosome regions that fail 
to synapse during zygotene retain into the 
pachytene stage the foci of repair proteins 
already recruited to the DSBs27,33. However, 
at the zygotene/pachytene transition the key 
G2/m checkpoint response proteins BRCA1 
and ATR, rather than being retained as foci, 
begin to accumulate along the entire asy-
napsed chromosomal axis; a phenomenon 
that was first noted for the asynapsed X and 
Y chromosome axes in normal males34–38. 
The significance of this axial accumulation 

is discussed below. In the present context  
it is reasonable to assume that checkpoint 
signalling is informing the cell of the  
persistence of DSBs in the asynapsed  
chromosomal segments.

Do DNA breaks trigger pachytene sper-
matocyte apoptosis? In the testis, the asso-
ciation between asynapsis and pachytene 
spermatocyte apoptosis has been assumed 
to be a consequence of the checkpoint 
response to the persisting DSBs. Indirect 
support comes from observations of the 
consequences of non-homologous synap-
sis — a default synapsis that can occur at 
or after the zygotene/pachytene transition 
(BOX 1). Non-homologous synapsis leads to 
loss of the DSB-associated HRR proteins, 
including ATR and BRCA1, and dephos-
phorylation of H2AX in the surrounding 
chromatin, implying that the DSBs have 
undergone repair and that checkpoint 
signalling has ceased9,33,39,40. There is cir-
cumstantial evidence that non-homologous 
synapsis can circumvent spermatogenic 
failure1, so it seems logical to conclude that 
this is because it leads to DSB repair.

However, the conclusion that checkpoint 
signalling from the persisting breaks is the 
trigger for asynapsis-associated pachytene 

P e r s P e c t i v e s

208 | mARCH 2009 | volume 10  www.nature.com/reviews/genetics

© 2009 Macmillan Publishers Limited. All rights reserved

http://www.uniprot.org/uniprot/Q13315
http://www.uniprot.org/uniprot/Q13535
http://www.uniprot.org/uniprot/P38398
http://www.uniprot.org/uniprot/P16104


Normal 
bivalent

Univalent

Heteromorphic
bivalent

Zygotene Zygotene/
pachytene
transition

Early–mid
pachytene

Completion
of synapsis

DSB repair

DSB repair

Self-synapsis

+ DSB repair

+ DSB repair

Non-homologous
synapsis

Nature Reviews | Genetics

Late pachytene

Box 1 | Non-homologous (heterologous) synapsis and DSB repair in pachytene

Double-stranded break (DSB)-dependent synapsis during zygotene takes place between 
homologues and is a prerequisite for timely DSB repair by homologous recombination repair 
(HRR); consequently, chromosomes or chromosome segments that fail to achieve homologous 
synapsis during zygotene retain markers of unrepaired DSBs (see figure; red circles). However, 
after the zygotene/pachytene transition, chromosomes or chromosome segments that have not 
achieved homologous synapsis can synapse non-homologously100. In the case of univalent 
chromosomes this can occur via self-synapsis to form a fully synapsed hairpin structure, and in 
the heteromorphic bivalents of heterozygotes for chromosome rearrangements, such as 
reciprocal translocations, this can occur through synaptic adjustment101 (blue axes denote the 
non-homologous segment in the bivalent). This non-homologous synapsis, is (or at least can be) 
independent of recombinational DSBs, as it is a prominent feature in Spo11-null mice23,102. One 
surprising observation is that if non-homologous synapsis of asynapsed regions occurs, this is 
associated with the loss of the γH2AX and other HRR protein foci, implying that the DSBs have 
undergone repair33,39,40. As far as we are aware the pathway of DSB repair has not been defined, 
although we would presume the DNA duplex of the sister chromatid is used as the repair 
template. In agreement with this, Plug et al.33 observed that replication protein A (RPA) 
reappears in conjunction with the delayed repair; this probably reflects RPA recruitment to the 
D-loop, which is formed following invasion of the sister DNA duplex103. This phenomenon 
warrants more detailed investigation. Non-homologous synapsis can also circumvent the 
meiotic silencing of unsynapsed chromatin (MSUC; see main text). Univalents that do not 
self-synapse, or heteromorphic bivalents that fail to synaptically adjust, retain markers of 
unrepaired breaks until late in pachytene when the markers disappear, once again indicating 
that the breaks are repaired33,40. This repair is coincident with the repair of DSBs on the 
asynapsed axis of the X chromosome in normal male meiosis, which must be repaired before 
proceeding to the first meiotic division.

spermatocyte apoptosis is undermined by 
other observations. Detailed analysis of 
meiotic mutants with extensive asynapsis 
has shown that apoptotic spermatocyte loss 
occurs at epithelial stage Iv of the sperma-
togenic cycle16,29,40–43, which equates with 
the mid-pachytene stage44. This is some 
2–3 days before pachytene exit and thus it 
is well before the scheduled time for entry 
into the first meiotic division. Significantly, 
Spo11-null mouse mutants, which lack 
meiotic DSBs and consequently have high 
levels of asynapsis, are also arrested at stage 
Iv41. This suggests that stage Iv sperma-
tocyte apoptosis might not simply be a 
checkpoint response to unrepaired meiotic 
DSBs; evidence that this is indeed the case 
is provided below.

more direct evidence that the persist-
ence of unrepaired DSBs into pachytene 
is insufficient to trigger stage Iv pach-
ytene spermatocyte apoptosis comes from 
observations of the X chromosome in 
normal male meiosis, of the asynapsed 
loops present in association with some 
chromosome arrangements, and of the 
added human chromosome 21 derivative 
of the Down’s syndrome mouse model. In 
each case, DSBs persist into mid-pachytene 
without triggering apoptosis33,39,45. These 
persisting DSBs are repaired by the end of 
pachytene, thus shutting down any DSB-
dependent checkpoint signalling, and there 
is progression to the first meiotic met-
aphase46 (BOX 1). An important caveat is that 
in all these examples there are fewer than 
20 unrepaired breaks — below the pro-
posed threshold for triggering the mitotic 
G2/m checkpoint30.

Failure to inactivate the X and Y
Meiotic sex chromosome inactivation. 
Global levels of transcription are very low 
during zygotene9, presumably owing to the 
inhibitory effects of chromatin condensa-
tion. At the zygotene/pachytene transition 
in males, when the transcriptional activity 
of the autosomes is recovering, the X and 
Y chromosomes are subjected to chromatin 
modifications that lead to even more com-
plete X and Y transcriptional repression9,47,48. 
This phenomenon, referred to as meiotic 
sex chromosome inactivation (mSCI), 
results in absence of X and Y gene transcrip-
tion throughout pachytene; by contrast, 
autosomal transcription markedly increases 
during this period9,49–53. A morphological 
correlate of the transcriptionally inactive 
XY chromatin domain is the sex body,  
or XY body, (FIG. 2a) which is a diagnostic  
feature for pachytene spermatocytes48,54.

BRCA1 and ATR involvement in MSCI. 
mSCI is coincident with phosphorylation 
of H2AX throughout the XY chromatin 
domain39 and the finding that H2afx-null 
mice, which lack H2AX, have mSCI failure 
suggested a causal link55. Analysis of male 
mice carrying a Brca1 exon 11 deletion, 
which also show substantial mSCI failure, 
implicated ATR as the kinase responsible 
for the phosphorylation of H2AX in the 

XY chromatin, and the recruitment of ATR 
was found to be BRCA1-dependent37,56. The 
involvement of ATR has been further sup-
ported by the finding that a γH2AX-positive 
sex body can form in the absence of ATm57. 
Importantly, it has been established that 
mSCI targets the asynapsed regions of the X 
and Y chromosomes because they are asyn-
apsed10. our current model for the initiation 
of mSCI is illustrated in FIG. 2b.
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MSCI failure leads to pachytene stage IV 
apoptosis. H2afx and Brca1 mutant males 
are sterile, owing to overwhelming stage 
Iv pachytene spermatocyte apoptosis. 
This apoptosis occurs despite only minor 
disturbances in synapsis with many sper-
matocytes showing full synapsis40,55,56, sug-
gesting a link with mSCI failure rather than 
with asynapsis. However, as the genes that 
are disrupted are involved in DNA damage 
responses, it could still be argued that the 
stage Iv apoptosis is due to persisting DSBs 
that are unrelated to asynapsis. Indeed, the 
Brca1 mutant does have γH2AX domains 
persisting in early pachytene spermatocytes 
that co-localize with ATR (rarely with the 
X and Y chromosomes), although the ATR 
is not axis-associated in contrast to meiotic 
DSB-associated ATR37,56. more direct evi-
dence that mSCI failure leads to stage Iv 

pachytene spermatocyte loss comes from 
an analysis of mSCI in XYY males and 
male carriers of the X–autosome transloca-
tion T(X;16)16H (reF. 9,10). In some XYY 
pachytene spermatocytes the two Y chro-
mosomes fully synapse, thus circumventing 
mSCI; these cells are selectively eliminated 
at stage Iv (FIG. 2d,e). In the T16H carrier 
males, the X16 translocation chromosome 
sometimes synaptically adjusts to achieve 
full synapsis with chromosome 16, the X 
segment escapes mSCI, and these cells are 
also eliminated in mid-pachytene.

Extensive asynapsis leads to MSCI fail-
ure. This link between mSCI failure and 
stage Iv pachytene apoptosis led us to 
ask whether the stage Iv losses in meiotic 
mutants with extensive asynapsis might 
also be linked to mSCI failure16,29,41,43. 

Dnmt3l-null males proved to be particu-
larly informative because the vast majority 
of pachytene cells in these mice have some 
autosomal asynapsis, despite a relatively 
normal complement of DSBs, but the extent 
of asynapsis varies over a wide range40,58. 
We found that as the level of asynapsis 
increased, the recruitment of BRCA1  
and ATR to the asynapsed axes of the  
X and Y chromosomes decreased, probably 
because ATR and/or BRCA1 was seques-
tered by the unrepaired DSBs40. These 
males consequently have substantial mSCI 
failure and pachytene stage Iv apoptosis 
(FIG. 2f). A similar situation pertains in 
Msh5-null males, in which the few Msh5–/– 
cells that survive beyond stage Iv have 
lower levels of asynapsis, but in Dmc1-null 
males there is uniformly severe asynapsis 
and losses are earlier in stage Iv.

Figure 2 | Meiotic sex chromosome inactivation (Msci) and the conse-
quences of its failure. a | A pachytene spermatocyte stained for the chro-
mosome axial element marker sYcP3 and for the phosphorylated form of 
the histone variant H2AX (γH2AX), which marks the transcriptionally 
silenced XY chromatin domain (the sex body). b | At the beginning of zygo-
tene the DNA damage response protein BRcA1 and the checkpoint kinase 
AtR are already present at the sites of all meiotic double-stranded breaks 
(DsBs), including those on the unpaired X axis. At the zygotene/pachytene 
transition there is further DsB-independent recruitment of BRcA1 to the 
asynapsed X and Y axes, which in turn recruits additional AtR; AtR then 
spreads into the chromatin loops that are associated with the asynapsed X 
and Y axes and phosphorylates H2AX, triggering the chromatin changes 
that lead to transcriptional silencing (MscI). the sex body, which is a diag-
nostic feature of pachytene spermatocytes, is the morphological 

manifestation of the silenced X and Y chromatin domain. c | schematic of 
an XY pachytene spermatocyte with three fully synapsed autosomal biva-
lents; the asynapsed regions of the XY bivalent are located in the transcrip-
tionally silenced sex body. d | An XYY pachytene spermatocyte with an XYY 
trivalent showing tripartite pseudoautosomal region synapsis; the unsyn-
apsed X and Y axes are located in the sex body. the cells shown in c and d 
are able to complete meiotic prophase. e | An XYY pachytene spermato-
cyte with a silenced asynapsed X in the sex body and a fully synapsed tran-
scriptionally active YY bivalent. the inappropriate expression of Y genes is 
associated with apoptosis. f | An XY spermatocyte with extensive auto-
somal asynapsis. In such cells the X and Y chromosomes are not inactivated, 
probably because AtR and/or BRcA1 are sequestered at the unrepaired 
DsBs (red circles) and are thus not available for MscI. these cells are also 
eliminated by apoptosis.
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These results were foreshadowed in a 
detailed meiotic study of Sycp1–/– males, 
which have extensive asynapsis and fail to 
form sex bodies; the authors suggested this 
might be due to the sequestering of ATR  
at unrepaired breaks27. A more recent 
microarray-based study looked at transcrip-
tion in pachytene spermatocytes from a male 
carrying a reciprocal autosomal translocation 
involving mouse chromosomes 16 and 17. 
The authors reported the expected down-
regulation of chromosome 17 genes mapping 
to the asynapsed segment owing to meiotic 
silencing (see below), but also reported 
upregulation of X chromosomal genes59. 
Given the limited asynapsis in these mice we 
suspect that the inferred interference with 
mSCI is due to occasional non-homologous 
synapsis of an asynapsed autosomal seg-
ment with the X chromosome, rather than 
to sequestering of ATR and/or BRCA1 at the 
limited number of unrepaired breaks.

Importantly, there is also extensive mSCI 
failure in Spo11-null males (for reasons that 
are addressed in the next section), which 
provides an explanation for the previously 
puzzling pachytene stage Iv apoptosis in 
the absence of meiotic DSBs40. many other 
meiotic mutants remain to be analysed, but 
disruption of sex body formation, which is 
suggestive of mSCI failure, is prevalent in 
such mutants27,60.

Stage IV loss independent of MSCI failure. 
Recently a mutation of Trip13 was reported 
to lead to meiotic failure in male and female 
mice, and in males the predominant loss was 
at mid-pachytene61, specifically at stage Iv  
(J. Schimenti, personal communication). The 
pachytene spermatocytes exhibited normal 
synapsis and there were no reported abnor-
malities in sex body formation; thus mSCI 
failure is almost certainly not the explanation 
for the mid-pachytene loss. However, analy-
sis of markers of HRR revealed that there 
was a problem with DSB repair. This model 
is distinct from those with mSCI failure as 
DSB repair is initiated, and it might be that 
in mammals there is a specific checkpoint 
response to stalled recombination intermedi-
ates similar to that implicated in the Zip1 
checkpoint response in yeast13.

Meiotic and post-meiotic gene silencing
Meiotic silencing of unsynapsed chroma-
tin. In 2005 two groups discovered that in 
chromosomally variant male and female 
mice the asynapsed chromosomes or chro-
mosome segments are transcriptionally 
silenced, and as with mSCI this is associated 
with the accumulation of BRCA1 and ATR 

on asynapsed axes, the spreading of ATR 
into the associated chromatin loops and 
the phosphorylation of H2AX8,9. We now 
view mSCI as a consequence of this more 
general silencing mechanism. As suggested 
by Schimenti62, we refer to the silenced 
chromatin domain as unsynapsed chro-
matin, and the transcriptional silencing as 
meiotic silencing of unsynapsed chromatin 
(mSuC); this serves to distinguish it from 
the mechanistically distinct process of mei-
otic silencing by unpaired DNA (mSuD) 
that was identified in the mould Neurospora 
crassa63. Because mSuC is not male-limited 
and probably preceded the evolution of the 
heteromorphic X and Y chromosomes, we 
no longer view mSCI as having evolved to 
protect male meiosis from the consequences 
of having unrepaired DSBs on the X  
chromosome axis47, although it might do so.

MSUC is a meiotic DSB-independent 
response. Spo11-null pachytene sperma-
tocytes have a sex body-like structure that 
is termed the pseudo sex body because it 
rarely encompasses X and Y chromatin39,41,57. 
Nevertheless, this domain is a manifestation 
of a mSuC response, as there is recruitment of  
BRCA1 and ATR to asynapsed axes in the 
domain, spreading of ATR to the associ-
ated asynapsed chromatin (thus explaining 
the phosphorylation of H2AX) and there is 
transcriptional silencing in this domain40. 
It is not yet clear why this mSuC domain 
does not incorporate all the asynapsed 
chromatin in this mutant40, but the mSuC 
response clearly does not require meiotic 
(that is, Spo11-dependent) DSBs. Recently, 
in an elegant study confirming the tight link 
between asynapsis and meiotic silencing, it 
was suggested that unrepaired DSBs intro-
duced by radiation can enhance the mSuC 
response64. However, this suggestion is hard 
to reconcile with the data on Spo11–/– and 
Dnmt3l–/– males (discussed above), which 
show that mSuC is meiotic DSB inde-
pendent and that with increasing numbers 
of unrepaired DSBs there is progressive 
impairment of the mSuC response, prob-
ably by sequestering ATR and/or BRCA1, 
with consequent mSCI failure40.

MSUC as a likely cause of spermatogenic 
impairment. The pachytene stage lasts 
approximately 7 days in male mice65 and 
is highly transcriptionally active51. It is 
therefore reasonable to assume that mSuC 
will sometimes silence genes that are cru-
cial for pachytene cell survival; indeed, the 
progressive silencing of the X and Y chro-
mosomes by mSuC, in conjunction with 

evolution of the heteromorphic X–Y pair, 
is thought to have necessitated the genera-
tion of autosomally located retrogenes to 
‘backup’ X-encoded genes that are essential 
for pachytene cell function or survival66–69. 
Furthermore, it is now clear that the  
transcriptional silencing initiated by  
the mSuC response is, to a substantial 
extent, maintained during the otherwise 
highly transcriptionally active post-meiotic 
round spermatid stages10,51,52,70–73. This 
applies not only to the X and Y chromo-
somes during unperturbed spermatogenesis, 
but also to autosomal segments that are sub-
ject to mSuC10. Thus, mSuC could also lead 
to the repression of autosomal genes that are  
essential for spermatid survival.

Although it seems inevitable that the 
silencing of autosomal genes owing to 
mSuC must contribute to spermatogenic 
failure, direct evidence is as yet lacking. 
Which mouse models might be used to 
glean such evidence? models in which 
there is extensive asynapsis are precluded 
because extensive asynapsis interferes with 
the mSuC response40, but there are numer-
ous chromosome rearrangements that lead 
to limited asynapsis and are associated with 
spermatogenic impairment. mice that are 
doubly heterozygous for two semi-identical 
reciprocal translocations, T(1;13)70H and 
T(1;13)1Wa (reF. 74), have a 113 bivalent that 
frequently retains an unsynapsed loop into 
pachytene (FIG. 3a–c). However, the frequency 
of loops and the degree of spermatogenic 
impairment vary markedly between  
males, with sperm counts significantly cor-
related with the frequency of fully adjusted 
113 bivalents74. So why is there an association 
between synaptic adjustment and fertility? 
The unadjusted loop has a few (less than 5)  
unrepaired breaks, as evidenced by the 
presence of RAD51 foci, and the associated 
chromatin is also positive for markers of 
transcriptional silencing; these are lost if 
there is synaptic adjustment8,33,39,71,75. As we 
observed earlier, a small number of unre-
paired breaks in the context of a silenced 
chromatin domain do not trigger pachytene 
spermatocyte loss, so we surmise that it 
is the avoidance of transcriptional silenc-
ing that explains the link between synaptic 
adjustment and improved fertility.

Asynapsis and female meiosis
A pachytene response to DNA breaks. In 
female mice, meiotic prophase is less accessi-
ble for study because it takes place pre natally; 
consequently there is less information 
regarding the consequences of asynapsis 
during the pachytene period in females. 
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Figure 3 | Meiotic silencing as a potential cause of meiotic or post-meiotic failure.  
a | chromosome 1 and 13 translocation breakpoints are shown, as well as the resulting chromosomal 
constitution of t70H/t1Wa double translocation heterozygotes. b | A pachytene spermatocyte from 
the double heterozygote in which the 131 bivalent is fully synapsed, owing to synaptic adjustment, 
whereas the much smaller 113 bivalent has the unmatched segment of chromosome 1 present as an 
asynapsed loop. the chromatin of the asynapsed loop is subject to meiotic silencing (through mei-
otic silencing of unsynapsed chromatin; MsUc) and this chromatin is usually incorporated in the 
sex body. the frequency of pachytene spermatocytes with asynapsed loops varies widely between 
males, and sperm counts are inversely correlated with the frequency of asynapsed loops, suggesting 
that these cells or their post-meiotic products are eliminated. We suggest that this is due to MsUc-
initiated gene silencing in the loop. c | A spermatocyte from a double translocation heterozygote 
in which the 113 bivalent has also adjusted to allow synapsis of the unmatched segment of chromo-
some 1, which now avoids MsUc-initiated silencing. We presume that these are the cells that go on 
to form sperm. d | A schematic of an XX pachytene oocyte showing the fully synapsed, and thus 
active, XX bivalent and two autosomal bivalents. e | An XO pachytene oocyte in which the asynapsed 
X univalent is silenced. the X chromosome carries many housekeeping genes that are essential for 
cell survival, and the death of these cells explains the documented perinatal late pachytene oocyte 
loss in XO female mice. f | An XO pachytene oocyte in which the X chromosome has achieved full 
(that is, non-homologous) self-synapsis and thus remains active. these oocytes are undoubtedly 
those that survive the perinatal period of oocyte loss and that contribute to the oocyte pool on 
which the fertility of XO mice depends. An electron micrograph of a self-synapsed X univalent from 
a spread pachytene oocyte is shown; a synapsed autosomal bivalent is lying across the univalent X.

However, female meiosis is exempt from the 
consequences of mSCI failure and thus is 
better suited for assessing if there is a  
pachytene response to unrepaired DSBs.

The asynapsed X chromosome of Xo 
females, as in normal males, has DSBs that 
remain into mid-pachytene; they are then 
repaired, thus shutting down checkpoint 
signalling from the DSBs before pachytene 
exit (P.S.B., S.K.m. and J.m.A.T, unpublished 
data). Therefore, these mice do not allow 
us to address the question of whether DSBs 
that remain beyond the normal time of 

pachytene exit will trigger pachytene oocyte 
loss. However, in Dmc1-null females, in 
which there is extensive asynapsis and the 
DSBs are unrepairable, there is catastrophic 
oocyte failure by the end of pachytene; this 
is ameliorated if the mice are also Spo11 null, 
implying that the pachytene oocyte loss is at 
least in part meiotic DSB dependent76.

MSUC and oocyte loss. In contrast to the 
silencing of the X and Y chromosomes in 
pachytene of male meiosis, in females the 
inactive X of oogonia is reactivated so that 

both X chromosomes are active throughout 
prophase77–79. In Xo female mice there  
are sufficient oocytes for fertility, but  
there is substantial excess perinatal pach-
ytene oocyte loss17, even though any DSBs 
are by then repaired. So why are some 
oocytes eliminated while others survive? As 
the X chromosome lacks a homologue it can-
not achieve homologous synapsis, but it does 
frequently fold back on itself and achieve 
non-homologous self-synapsis, thus evading 
mSuC9,80. However, if the X fails to achieve 
synapsis in this way, it is subject to mSuC8,9 
and the autosomal backups for essential X 
gene functions that are expressed in pach-
ytene spermatocytes are not expressed in Xo 
oocytes. Thus the silencing of essential X 
genes by mSuC is a probable explanation  
for the observed excess perinatal oocyte  
loss in Xo females, with the surviving 
oocytes being those that avoided mSuC by 
self-synapsis (FIG. 3d–f).

Spo11-null females, like males, are ster-
ile, but oocyte loss occurs both prenatally 
and postnatally76. The lack of meiotic DSBs 
means that despite the extensive asynapsis, 
mSuC cannot be impaired by extensive 
sequestering of ATR and/or BRCA1 at 
unrepaired breaks; indeed, γH2AX-positive 
pseudo sex body domains are found in 
Spo11-null pachytene oocytes (P.S.B., S.K.m. 
and J.m.A.T, unpublished data). Thus the 
oocyte loss in Spo11-null females might be 
due to the silencing of crucial genes, with the 
variability in the stage of loss reflecting dif-
ferences in which genes are silenced in one 
oocyte relative to another.

Male–female differences
The basis for the more severe effects of asy-
napsis in males compared with females has 
been discussed in other reviews4,5,60. Here we 
focus on three factors that we now believe to 
be of particular importance, and a summary 
is provided in FIG. 4.

Differing consequences of MSUC failure. In 
our view the most important factor in the 
context of meiotic mutants relates to the 
different consequences of sequestering ATR 
and/or BRCA1 at the sites of unrepaired 
breaks in asynapsed chromosomal segments. 
In males and females with extensive asynap-
sis there will be an abrogation of the mSuC 
response; in females this might avoid oocyte 
losses resulting from transcriptional silenc-
ing, whereas in males it leads to mSCI failure 
and stage Iv pachytene apoptosis. These 
differing consequences of disrupting mSuC 
are in fact manifest in H2afx-null mice or in 
mice with a homozygous deletion of Brca1 

P e r s P e c t i v e s

212 | mARCH 2009 | volume 10  www.nature.com/reviews/genetics

© 2009 Macmillan Publishers Limited. All rights reserved



Nature Reviews | Genetics

Limited
asynapsis

Extensive
asynapsis

Rearrangements
For example, 
T16H hets,
T70H/T1Wa 
double hets

Additional
chromosomes
For example, 
trisomy 21

Additional
chromosomes
For example, 
trisomy 21

Monosomy
For example XO

Rearrangements
For example, 
T16H hets,
T70H/T1Wa 
double hets

For example, mutations
in recombination or
synapsis genes

Limited
asynapsis

Extensive
asynapsis

For example, mutations
in recombination or
synapsis genes

Silencing of 
meiosis-critical
genes→arrest
+ apoptosis

Silencing of 
post-meiosis-critical
genes→arrest
+ apoptosis

Chromosome
univalence→arrest
+ apoptosis

Silencing of extra chromosome

Non-homologous
synapsis

Non-homologous
synapsis

Meiotic
exit

DSB
repair

DSB
repair Meiotic

exit

Transmission

Transmission

DSB
repair

Meiotic
exit

Transmission

Silencing of 
meiosis-critical
genes→arrest

Attenuated
spindle
checkpoint?

Self-synapsis
Meiotic
exit

DSB
repair

DSB
repair

Meiotic
exit

Transmission

Transmission

DSB
repair

Meiotic
exit

Transmission

Attenuated
spindle
checkpoint?

Attenuated
spindle
checkpoint?

X
Y

MSUC failure

MSCI failure
→arrest
+ apoptosis

Pachytene Metaphase I Post-meiosis

MSCI
MSUC

Spindle
checkpoint

Post-meiotic
repression

Silencing of extra
chromosome

Unrepairable
DSBs, for example
Dmc1 mutant

Extensive
univalence
→arrest

MSUC failure

a

b

c

d

Figure 4 | the consequences of asynapsis in male and female meiosis. 
vertical grey arrows indicate points at which meiotic loss occurs, the 
width of the arrows indicating the extent of the loss. a | Limited asynapsis 
in males. In mice with chromosomal rearrangements, silencing of crucial 
genes by meiotic silencing of unsynapsed chromatin (MsUc) is likely to be 
a major cause of pachytene or post-meiotic failure; non-homologous syn-
apsis avoids this. some rearrangements are associated with an increased 
frequency of univalence, which will cause some loss at metaphase I. With 
an additional chromosome MsUc is an advantage because it will avoid 
excess gene activity during pachytene, but univalence at meiosis I (MI) is 
expected to cause major loss, with only a few cells avoiding elimination. 
b | extensive asynapsis in males. the sequestering of the checkpoint kinase 
AtR and/or the DNA damage response protein BRcA1 at the many unre-
paired breaks abrogates the MsUc response with consequent meiotic sex 
chromosome inactivation (MscI) failure. this leads to apoptosis at mid-
pachytene and is a major cause of pachytene loss in males with meiotic 
mutations that disrupt synapsis. c | Limited asynapsis in females. In the 

case of XO monosomy, the MsUc silencing of the sole X chromosome is 
undoubtedly the cause of the documented perinatal oocyte loss; the 
oocytes that survive will be those that achieve self-synapsis and thus avoid 
MsUc. In the case of rearrangements, MsUc silencing of crucial genes has 
the potential to lead to losses, although pachytene is a much shorter stage 
than in males, so this might have less impact. With an additional chromo-
some the silencing will be an advantage, and the failure to efficiently 
eliminate oocytes with univalents at MI means that the additional chro-
mosome will be transmitted to progeny. d | extensive asynapsis in females. 
In females MsUc failure will avoid the potential deleterious effects that 
result from MsUc silencing of crucial genes. the predicted outcome then 
depends on whether the DsBs are repaired. In Dmc1–/– females the DsBs 
are not repaired and are implicated in the observed oocyte failure76, this 
might be due to a G2/M-related checkpoint response. If the DsBs  
are repaired at the end of pachytene then extensive univalence at  
MI is expected to cause spindle assembly defects that prevent further  
progression, as observed in Mlh1–/– females99. hets, heterozygotes.
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exon 11. These mutations disrupt the mSuC 
response and in both cases females have 
no reported meiotic defects and are fertile, 
whereas males have stage Iv pachytene 
apoptosis and are sterile40,56,81.

Differing consequences of chromosome uni-
valence. At the first meiotic metaphase the 
chiasmate chromosome pairs, the bivalents, 
each need to achieve bipolar attachment to 
the spindle in order to segregate one chromo-
some of each pair to each daughter cell (FIG. 1), 
and there is increasing evidence that in mam-
mals, as in yeasts, there is a spindle assembly 
checkpoint that monitors this process82–84.

In males and females with low levels  
of asynapsis, spermatocytes and oocytes  
with asynapsed chromosomes can survive 
the pachytene period if mSuC has not 
silenced pachytene-critical genes, or if mSuC 
has been avoided by non-homologous self-
synapsis. In both cases the DSBs that are 
present are repaired, either following non-
homologous synapsis or at the end of pach-
ytene. on progression to diplotene these 
chromosomes lack chiasmate associations 
and are termed univalents. In males, based 
predominantly on studies of sex chromo-
some univalence, it is clear that meiosis I 
(mI) spermatocytes with univalent chromo-
somes are efficiently eliminated by apopto-
sis, although a few do survive85–89. It is widely 
assumed that this apoptosis is a downstream 
consequence of a mI spindle checkpoint 
response to the univalents.

It is important to emphasize that the mI 
spindle checkpoint as defined in yeast causes 
a delay in progression to anaphase rather 
than cell death84; how the presumed mI 
checkpoint signalling in male mammals is 
transduced to trigger an apoptotic response 
is unknown. Paradoxically, in female mam-
mals, for which there is clear evidence of a 
mI spindle checkpoint90, there is no evidence 
of an apoptotic response and the mI oocytes 
with univalents are either not eliminated or 
are eliminated very inefficiently. Thus, in Xo 
female mice the oocytes that avoid elimina-
tion during pachytene, by circumventing 
mSuC through self-synapsis, also survive 
mI and contribute to the production of Xo 
daughters91–93.

There is a growing consensus that the 
high rate of aneuploid conceptions in older 
women is partly a consequence of loss of 
bivalent cohesion leading to univalence, 
which, combined with the absence of an effi-
cient mechanism to eliminate the aberrant 
oocytes at mI, results in a high rate of aneu-
ploid conceptions94–96. There is also evidence 
that a substantial number of univalents can 

evade the checkpoint through bipolar attach-
ment to the mI spindle93,97; this seems to be a 
rare occurrence in males and thus might be 
an important factor in the sex difference in 
the response to univalents at mI.

Differing consequences of gametic defi-
ciency. The consequences of reduced gam-
ete production are very different between 
males and females. Thus, substantial reduc-
tions in sperm production are reflected in 
the number of sperm in the ejaculate and 
have a direct impact on fertility. However, 
an equivalent reduction in the size of the 
oocyte pool does not have any immediate 
impact on the number of eggs ovulated, 
because the dynamics of oocyte maturation 
are such that ovulation rate is unaffected by  
substantial reductions in oocyte pool size; 
what is reduced is the reproductive lifespan. 
unfortunately, oocyte pool size and/or 
reproductive lifespan are rarely determined 
when assessing the effects of chromosome 
anomalies or mutations on female fertility. In 
cases in which they have been determined, 
females have been found to be substantially 
affected17–20,98.

Conclusions and perspectives
In this article we have made two main prop-
ositions: that a failure to silence the X and/or 
the Y chromosome during pachytene (mSCI 
failure), rather than a checkpoint response 
to unrepaired DSBs, is the predominant 
cause of mid-pachytene spermatocyte loss; 
and that meiotic silencing of unsynapsed 
autosomal chromatin is likely to contribute 
to male and female meiotic losses and, in the 
male, postmeiotic losses. In this section, we 
consider a number of unresolved issues that 
relate to these propositions.

We have suggested that the progressive 
disruption of synapsis during the evolution 
of the heteromorphic X–Y pair engendered 
a mSuC response that resulted in mSCI 
and necessitated the backing up of essential 
X-encoded functions as retrogenes on the 
autosomes. So why should mSCI failure 
lead to meiotic failure? In the context of 
the Y chromosome, it is well established 
that a number of mouse Y genes have 
diverged considerably from their X pro-
genitors, some becoming testis specific in 
the process; this may explain why some Y 
gene products can no longer be tolerated 
during pachytene. However, it is clear that 
expression from the X chromosome during 
pachytene is also cell lethal, which suggests 
that in conjunction with the backing up of 
essential X gene functions, spermatocytes 
have become evolutionarily adapted to the 

absence of a number of X gene products, so 
that their expression is now deleterious.

Aside from mSCI failure as a cause of 
stage Iv pachytene loss we suggest that 
stalled recombination intermediates (as 
found in Trip13–/– spermatocytes) might also 
trigger stage Iv apoptosis. The possibility 
remains that unrepaired DSBs, when present 
in sufficient numbers, might also provide 
a trigger at stage Iv, but the only evidence 
for an effect over and above that due to 
mSCI failure is found in Dmc1–/– males; this 
mutant is unusual in that there is hyper-
resection of the DSBs. In our view, the focus 
for the future should be on identifying the 
molecular pathways that link these seem-
ingly disparate triggers with an apoptotic 
outcome. Barchi et al.41 have hypothesized 
that apoptotic elimination of spermatocytes 
at epithelial stage Iv might in fact be orches-
trated by Sertoli cells that perform some 
kind of quality surveillance function. From 
this viewpoint, spermatocytes with mSCI 
failure or those with incompletely repaired 
(or perhaps unrepaired) DSBs must have a 
feature in common that engenders Sertoli 
cell intervention.

With regard to meiotic silencing, a 
number of issues need to be resolved. First, 
our presumption that phosphorylation of 
H2AX is the precipitating event for mSuC 
needs to be confirmed, and this would be 
best achieved by creating a mouse in which 
the serine that is phosphorylated in H2AX 
is replaced by an amino acid that cannot 
be phosphorylated — would this prevent 
mSuC and thus lead to mSCI failure and 
stage Iv spermatocyte apoptosis? With such 
a mutant it might also be possible to check 
whether the oocyte loss in Xo female mice 
is due to the silencing of the X chromosome 
in those oocytes in which it remains unsyn-
apsed. A greater challenge will be to provide 
supporting evidence that mSuC leads to 
pre- and post-meiotic losses in males owing 
to the silencing of crucial genes. The phe-
nomenon of synaptic adjustment makes this 
a daunting task because in heteromorphic 
bivalents only large chromosomal segments 
fail to adjust completely, and because of 
partial adjustment the gene content of the 
unadjusted region is hard to define.
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