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isis’ cholesterol-lowering antisense 
drug meets endpoints, p 295

light micrograph of cultured human 
breast cancer cells. weinberg and 

colleagues show that targeting a 
pro-metastatic microrNa with 

antagomirs prevents the formation of 
new metastases in a mouse model of 

breast cancer (p 341).  
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resistance to multiple bacterial pests, 
p 330 

targeting mirNas curbs metastasis, 
p 341

image analysis in 3d, p 348
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Special Report: BioPharma dealmakers
what are the latest partnering options for biotech? feature writer george 
mack looks into the growing trend of option deals between big pharma and 
early stage biotech. why is big pharma offering option deals, and what’s in 
it for biotech? this special report follows the resource after page 371 and 
is produced with commercial support from the organizations featured in the 
advertorial profiles.

©
 2

01
0 

N
at

u
re

 A
m

er
ic

a,
 In

c.
  A

ll 
ri

g
h

ts
 r

es
er

ve
d

.



nature biotechnology   volume 28   number 4   aPrIl 2010 vi i

to a range of bacteria spanning four bacterial genera, presumably 
by activating defense signaling pathways not normally triggered 
in these species when they encounter these bacteria. As an added 
bonus, because the molecules recognized by most pattern-recognition 
receptors are almost always more essential for pathogen viability than 
effectors of ‘gene-for-gene’ resistance, this strategy may confer more 
durable resistance in field-grown crops. If the approach can be applied 
more generally, it could help to prevent massive crop losses while 
avoiding the environmental, health and financial costs associated with 
using pesticides. [Letters, p. 365; News and Views, p. 330] PH

Synthetic biology tunes drug delivery
Genetic circuits have been 
engineered to exhibit dif-
ferent dynamic behaviors, 
but few have been put to 
practical use. Kemmer 
et al. take a step toward 
this goal by engineering 
a circuit that can sense, 
and then automatically 
regulate, the concentra-
tion of a metabolite in 
the bloodstream of a mammal. Their circuit consists of three com-
ponents that are stably integrated in a transgenic cell line—a ‘sensor’ 
transcriptional repressor protein that permits expression of a thera-
peutic enzyme only when a metabolite in the bloodstream (uric acid) 
is overabundant, a ‘responder’ enzyme that converts uric acid into a 
form that can be more readily cleared from the blood, and a ‘sensitizer’ 
membrane transporter that allows sufficient amounts of uric acid to 
enter the cell. When implanted in a mouse model unable to process 
uric acid, the transgenic cells expressing this circuit maintain uric 
acid levels in the bloodstream within physiologically normal ranges 
and alleviate pathologic symptoms associated with diseases in which 
uric acid homeostasis is disrupted. [Letters, p. 355] CM

antagomirs target cancer metastasis
Whereas primary tumors can be controlled using current therapies 
in many instances, effective treatments preventing the metastatic 
spread of cancer have proven more elusive. Weinberg and colleagues 
show that targeting a pro-metastatic microRNA in breast cancer can 
successfully reduce the formation of metastases in a mouse model 
of the disease. The authors use antagomirs—chemically modified 
antisense RNAs—to inhibit the function of miR-10b, a previously 
characterized pro-metastatic microRNA. After systemic application, 
~80% fewer lung metastases are found in the antagomir-treated ani-
mals compared with mismatch control–treated animals. The antago-
mir has no effect on either the growth of the primary tumor or on 
already established metastases. Although miR-10b is expressed in 
many normal tissues, no toxicity is observed after treatment with 
the antagomir. [Articles, p. 341; News and Views, p. 331] ME

Plug-and-play plant disease resistance
Disease resistance has previ-
ously been engineered in crops 
by expressing a receptor that 
activates defense responses 
upon recognizing a molecule 
specific to a particular patho-
gen. However, this resistance 
usually breaks down as part of 
the constant arms race between 
phytopathogens and plants. 
Zipfel and colleagues now 
demonstrate the potential of a 
possibly more effective weapon 
to shift the balance of power 
in this conflict. They express 
a so-called pattern-recogni-
tion receptor—a class of cell- 
surface molecules named 
because of their ability to recognize molecules conserved among 
several microbes—from Arabidopsis thaliana in both tomato and a 
relative of tobacco. Remarkably, this confers resistance of both species  

Now in 3D
Microscopy images of biological 
structures, such as the fruitfly 
brain, typically capture many 
two-dimensional ‘slices’ of an 
object, but a number of studies 
would benefit from the ability to 
manipulate in real time a three-
dimensional (3D) representation 
of these structures. Peng et al. 
describe the V3D software for 
accomplishing this task. Unlike 
existing software, which cannot 
handle the gigabyte-sized image 
stacks generated by today’s 
microscopes, V3D makes it easier to view, rotate and enlarge 
a 3D representation that is generated on the fly from stacks 
of two-dimensional images. V3D also provides novel features 
for a user to directly select points in 3D space, which enables 
quantitative measurement and analysis. The basic functionality 
of V3D can be extended with specialized analysis algorithms 
or customized user interfaces. Peng et al. describe one such 
application for the neurosciences that allows them to accurately 
trace 100 neurites in images of the fruitfly brain and to begin 
constructing a 3D brain atlas. [Articles, p. 348] CM

Written by Kathy Aschheim, Markus Elsner, Michael Francisco, Peter Hare, 
Craig Mak & Lisa Melton
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Finer map of heSC chromosomal changes

Human embryonic stem cells 
(hESCs) are known to acquire 
chromosomal abnormalities 
during long-term culture, a 
finding that raises safety con-
cerns for cells to be used in 
patients. Lahesmaa and col-
leagues have carried out the 
highest-resolution genomic 
analysis to date of hESCs. 
Seventeen lines are analyzed 
using an Affymetrix (Santa 
Clara, CA, USA) array con-
taining >900,000 probes for 
single nucleotide polymor-
phisms and >900,000 probes 
for copy number variations. 
The authors identify >800 copy 
number variations as well as sites of loss of heterozygosity, which has 
not been observed previously in hESCs. They also use transcriptional 
profiling to identify genes whose expression is altered as a result of 
culture-induced chromosomal changes. [Resource, p. 371] KA

Growing heSCs in suspension

The development of cell therapies based 
on human embryonic stem cells (hESCs)
will require new culture systems that 
allow these cells to be produced in large 
quantities. Existing culture methods 
are not well suited to this task because 
hESCs are generally grown as adher-
ent monolayers, whereas suspension 
culture, which is needed for growth in bioreactors, tends to induce 
differentiation. Reubinoff and colleagues now show that hESCs can 
be propagated in suspension using a culture medium that combines 
multiple components of existing formulae. They also demonstrate 
the derivation of three new lines from floating inner cell masses, an 
achievement that promises to simplify and standardize the protocols 
for generating hESCs. [Letters, p. 361] KA

Patent roundup
The US Patent and Trademark Office (Washington, DC) has issued 
a patent for detection of RNA-mediated gene silencing to Sir 
David Baulcombe of the University of Cambridge, and Andrew 
Hamilton, University of Glasgow, with implications for plant and 
mammalian research. [News in Brief, p. 300] LM

A Human Genome Sciences (Rockville, MD) patent has been 
struck down by a UK Court of Appeal for lack of industrial 
application—the first British case to deal with the validity of a 
gene sequence patent. [News in Brief, p. 300] LM

US patent reform legislation is once again on the horizon, aided 
by the specter of excessive litigation raising costs for industry. 
Mills and Tereskerz study stem cell patents to determine the rate 
of patent litigation and describe the litigation occurring in this 
new core technology. [Patent Article, p. 325] MF

Recent patent applications in high-throughput drug screening. 
[New patents, p. 329] MF

• Qualification of biomarkers for kidney toxicity

• Insect epigenetics

• De novo transcriptome assembly

• Human ESC culture on defined surfaces
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existing illness, and they won’t be able to drop insurance coverage when 
a person becomes ill. Provisions in insurance plans that limit ‘lifetime’ 
coverage to some arbitrary age or impose annual limits on benefits will 
become illegal. In short, US insurers now have to insure and support the 
sick and vulnerable. Consequently, they need to assimilate the potential 
financial burden within their business models.

Until now, US health insurance profitability has been about circumvent-
ing the difficult and expensive burden of dealing with sick people. Insurers 
have treated illness as a type of ‘insurance excess’: they either capped their 
outlays or shifted sick people outside the insurance system. Now that this 
has been disallowed, insurers will have to find other ways of dealing with 
people with disease. At face value, at least, the legislation requires them 
to embrace the sick wholeheartedly and for as long as they are sick. And 
the pressure on insurers to reduce the costs of these patients has huge 
implications for life science innovation.

The recently passed legislation does relatively little to reduce the cost 
of biotech treatments. Although it does create a pathway for approval of 
biosimilar products, the prolonged market exclusivity period and burden 
of clinical proof make it unlikely that the biosimilars market will be suf-
ficiently attractive to encourage enough generic players to create price 
competition to rival the traditional generics market.

Thus, the insurance sector is likely to look to other solutions. One way 
of making treatments cheaper will be to improve medical triage, especially 
during the highly expensive last 6 months of life. The cold truth is that 
not everybody’s disease is treatable. If tests can show definitively, or even 
on the balance of probability, that a patient won’t benefit, then doctors 
may stop treatment and divert spending elsewhere—on palliative care, 
for instance. Thus, insurers will demand development of more diagnostic 
tests like the HER2-detecting HercepTest from Dako or the MammaPrint 
genetic profile from Agendia that spare breast cancer patients treatments 
that would be unnecessary or ineffective.

Another way to reduce disease cost will be to cut down the number of 
sick people. There is now a huge incentive to get behind R&D in immu-
nization and prevention. Indeed, the legislation explicitly says that all new 
healthcare insurance plans will have to offer preventative care and immu-
nizations at no cost. An integral part of any prevention program ought 
to be reliable and facile lifestyle diagnostics that confirm (or otherwise) 
patients’ reporting of health-related habits such as smoking, drinking, diet 
and exercise—and importantly for the biotech sector, diagnostic tools that 
monitor and detect the early physiological signs of disease.

The need for insurers to reduce the healthcare burden also increases 
the incentives for developing drugs and other treatments that actually 
reverse disease, therapies that ameliorate the condition rather than simply 
treat symptoms. Disease cures—yes, we should use the phrase—are now 
what the US healthcare payments system will demand. And that is a real 
turnaround, possibly even a revolution. 

Last month, President Obama kept his election promise and signed 
into law the most comprehensive piece of legislation concerning 

healthcare provision in the United States since the introduction of 
Medicare by Lyndon Johnson in 1965. Positioned as pro-industry and 
pro-recovery, the reform had become politically viable, despite equivocal 
support from large parts of the US Congress and the American people. 
In return for supporting the bill and stumping up $90 billion in fees and 
discounts on Medicaid and Medicare pricing, the drug industry receives 
tax breaks, a biosimilars pathway and a massively expanded drug market. 
In the longer term, the legislation promises to radically transform the 
economic drivers for biotech innovation.

The legislation—officially, the Patient Protection & Affordable Care Act 
(H.R. 3590) and the Health Care & Education Affordability Reconciliation 
Act of 2010 (H.R. 4872)—is less about healthcare reform than health 
insurance reform. It contains a scattering of measures that immediately 
benefit life science companies. The Biotechnology Industry Organization 
(BIO) has made much of the adoption of a 12-year exclusivity term for 
biosimilars, which for reasons of political expediency, was left intact despite 
the preference of the Obama Administration and generics manufacturers 
for a shorter brand monopoly. Referring to the Therapeutic Discovery 
Project Credit—a measure that gives tax credits (or grants for non-tax-
paying companies) equivalent to half the cost of investments in “qualified 
therapeutic discovery projects” undertaken in fiscal 2009 or 2010—BIO 
also trumpeted the fact that the legislation will “provide some financial 
relief to research-intensive, small biotechnology companies.” What quali-
fies is vague, but potentially the credit can apply to any preclinical, clinical, 
diagnostic or technology development undertaken by companies with 
<250 employees. The program is worth $1 billion ($500 million a year)—a 
large sum, although still only 11% of the annual R&D spending of public 
biotech companies with <250 employees.

Perhaps the biggest immediate boon to biotech, though, lies in the 
expansion of the market for prescription drugs. Having an additional 32 
million people enter the world’s largest healthcare market will provide 
an immediate stimulus to health-related businesses. Industry newsletter 
The RPM Report estimates that the new legislation could result in $115 
billion in new business over 10 years. Given that drug companies dodged 
the bullets of drug price controls and drug importation, this means that 
extraordinarily high profits will likely continue for the sector, at least for a 
while, and investment will continue to be attracted to drug-related inno-
vative biotech.

In the longer term, however, the most important aspect of the reform 
package lies in the enfranchisement of the previously uninsured and prog-
ress towards universality of healthcare access.

A new insurance pool will mean that people with pre-existing con-
ditions will be able to obtain affordable health insurance. Furthermore, 
insurers will not be allowed to deny coverage to children because of pre-

What health reform means for innovation
Healthcare reform will not only boost biotech investment by massively expanding the US drug market, but also 
change the dynamics of biotech innovation in the longer term.
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eration antisense molecules that is delivered 
systemically (Nat. Biotechnol. 25, 497–499, 
2007). The Carlsbad, California–based 
company is a trailblazer for oligonucleotide 
therapy. In 1996, it received approval for 
Vitravene (fomivirsen), the first antisense 
treatment approved by the Food and Drug 

associated with mipomersen therapy are, on 
the one hand, disappointing. On the other, 
these observations are potentially infor-
mative about idiosyncratic liver toxicity 
specifically associated with targeting lipid 
biogenesis and transport.

Mipomersen is one of Isis’s second-gen-

In February, Isis announced its cholesterol-
lowering antisense therapy, mipomersen, had 
met its endpoints in a phase 3 trial of 124 
patients with heterozygous familial hyper-
cholesterolemia (FH) and coronary artery 
disease. The news ought to have sent share 
prices soaring, as mipomersen, if approved, 
could rival blockbuster statin drugs. Instead, 
lingering concerns related to high liver 
enzyme levels in some trial participants—a 
safety signal that had been noted in previous 
trials—dampened investor enthusiasm. But 
even if elevated liver enzymes make it less 
likely that mipomersen will supplant statins 
in major indications like coronary artery dis-
ease, efficacy data for the antisense therapy 
in patients with homozygous FH remain 
compelling.

The latest trial results provide valida-
tion that antisense drugs do have sufficient 
potency to rival traditional small-molecule 
drugs. After the clinical and regulatory dis-
appointments of antisense therapy’s other 
poster child, Genasense (oblimersen), 
Alan Gewirtz, an antisense researcher at 
the University of Pennsylvania School of 
Medicine, Philadelphia, says the results are 
a “shot in the arm” for the field. However, 
given that one touted advantage of antisense 
compared with other drugs is the specific-
ity of mechanism and potentially reduced 
off-target effects, the elevated liver enzymes 

Safety signal dampens reception for mipomersen antisense

Mipomersen has the potential to challenge statins’ market dominance, but reports of liver toxicity are 
causing concern.
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Table 1  Antisense oligonucleotides in phase 3 testing
Company/partner Drug Mechanism Indication(s)

Antisense Pharma  
(Regensberg, Germany)

Trabedersen A phosphorothioate antisense oligo targeting a transforming growth 
factor beta 2 (TGF-β2) and tumor necrosis factor ligand 13

Glioblastoma and anaplastic astrocytoma

Atlantic Healthcare  
(London)/Isis

Alicaforsen 2´-O-(2-methoxy) ethyl-modified ribose antisense oligo  
targeting intercellular adhesion molecule 1

Ulcerative colitis, Crohn’s, inflammatory bowel 
disease, pouchitis, asthma

Gene Signal (Epalinges, 
Switzerland)

Aganirsen A 25-mer phosphorothioate antisense oligo targeting insulin  
receptor substrate-1

Corneal graft rejection 

Genta Genasense  
(oblimersen)

A phosphorothioate antisense oligo targeting BCL-2 Melanoma, chronic lymphocytic leukemia and 
various other blood cancers and solid tumors

Isis Pharmaceuticals/
Genzyme

Mipomersen 2´-O-(2-methoxy) ethyl-modified ribose antisense oligo  
targeting ApoB

FH and hypercholesterolemia

NovaRx (San Diego) Lucanix  
(belagenpumatucel-L)

Cells derived from four non-small cell lung cancer cell lines 
transfected via electroporation with a plasmid encoding a TGF-β2 
antisense gene 

Astrocytoma, lung tumors

OncoGeneX/Teva Custirsin 2´-O-(2-methoxy) ethyl-modified ribose antisense oligo  
targeting clusterin

Castration-resistant prostate cancer, solid tumors

Source: Thomson Pharma Partnering; IDDB
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The news was not all positive, however. 
Elevated liver enzymes were observed in 12 
of 83 patients; in 5 patients, levels reached 
three times the upper limit of normal. It 
was these results, when made public, that 
prompted the company’s shares to plummet 
by 17%. “Alone, [the liver enzyme increase] 
is not indicative of liver toxicity, but I think 
it serves as such a red flag, and investors have 
been burned so many times, they’re not going 
to mess with this,” says Edward Tenthoff, who 
is a senior research analyst and managing 
director at Piper Jaffray in Minneapolis.

In the earlier homozygous FH trial, 28 
patients on mipomersen experienced a 
24.7% decrease in LDL, compared with a 
3.3% reduction among the placebo group. 
Four patients (12%) had increases in concen-
trations of the liver enzyme alanine amin-
otransferase (ALT) of at least three times the 
upper limits of the normal range. Other liver 
tests, including levels of bilirubin, albumin 
and prothrombin, showed no signs of liver 
damage, according to the company.

Importantly for antisense technology as 
a whole, the spike in enzyme levels is not 
entirely unexpected; in fact, it is likely to 
be target specific, given that lipid-lowering 
drugs are known to be one of the rare exam-
ples in which a pharmacodynamic property 
of the drug class as a whole accounts for liver 
toxicity. Statins, for example, are associated 
with a dose-related increase in the incidence 
of the liver ALT three times greater than the 
upper limits of the normal (threshold set by 
regulators); indeed, acute liver failure occurs 
in about one in a million statin-treated 
patients. The 124 patients in the mipomersen 
trial were already on high doses of statins.

For its part, Isis believes that elevated 
liver enzymes are not an inherent problem 
of antisense technology. For one thing, indi-
viduals who had the steepest drop in LDL 
and ApoB levels on mipomersen tended to 
have higher enzyme levels. What’s more, 
~5,000 people have been treated with oli-
gonucleotides against other targets, with 
no evidence of ALT increases, according to 
Geary. “[The elevated enzymes] are more 
likely an on-target side effect that’s related 
to the mechanism. I don’t know that this is 
necessarily a black mark on antisense,” says 
Brian Abrahams, senior biotech analyst at 
Oppenheimer & Co in New York.

As yet, the mechanism underlying the 
increase in liver enzymes in a small number 
of patients is not well understood. Possible 
explanations include alterations in the lipid 
concentrations in hepatocyte membranes, 
which could cause mild hepatic cell dys-
function, “but as far as I can tell it’s uncer-

Administration (FDA) for inflammation 
of the retina in cytomegalovirus-infected 
patients. Although a breakthrough experi-
mental therapy, the treatment has not been 
able to build a substantial commercial mar-
ket.

The company’s current lead antisense 
product will compete for market share with 
the statins, a highly successful group of drugs 
(including Pfizer’s blockbuster Lipitor; ator-
vastatin) that reduce levels of cholesterol, 
low-density lipoprotein (LDL), apolipopro-
tein B100 (ApoB), and triglycerides through 
inhibition of 3-hydroxy-3-methyl glutaryl 
co-enzyme A (HMG-CoA) reductase. Instead 
of targeting HMG-CoA reductase, mipom-
ersen acts directly on ApoB, the protein 
responsible for carrying plaque-thickening 
LDL cholesterol into the arteries. As a sec-
ond-generation 2´-O-(2-methoxy) ethyl-
modified ribose oligonucleotide, the DNA 
oligonucleotide exhibits high affinity for 
ApoB messenger RNA. Binding of the ApoB 
mRNA by mipomersen then triggers cellular 
ribonuclease H to hydrolyze RNA phospho-
diester bonds, thereby inhibiting translation 
and suppressing levels of ApoB protein.

On the basis of previous clinical data 
published last month (The Lancet 375, 998–
1006, 2010), mipomersen seems to do a bet-
ter job than statins at fighting the dramatic 
cholesterol levels in individuals with FH, 
a rare genetic disorder. In the severe form 
of the disease, which affects 10,000 people 
worldwide, homozygous patients often have 
LDL levels up to six times normal, making 
patients susceptible to heart attacks as early 
as childhood. Phase 3 studies in homozy-
gous patients led to an impressive 25% 
drop in LDL levels. This success prompted 
Isis and its partner Genzyme of Cambridge, 
Massachusetts, to initiate a phase 3 trial in 
heterozygous patients, with a view to seeking 
approval in the 1.5 million people who have 
less severe forms of FH and then extending 
the therapy to anyone with high cholesterol 
that is insufficiently controlled by statins 
(Nat. Biotechnol. 26, 148, 2008).

The trial results announced in February 
for the heterozygous FH population included 
124 individuals with pre-existing coronary 
artery disease, who were already taking 
maximum-tolerated doses of statins. After 
26 weeks of treatment, mipomersen achieved 
a 28% reduction in LDL, compared with a 
5% increase among controls. Isis stated that 
45% dipped below 100 mg/dl—the recog-
nized treatment goal. The study also met 
three secondary endpoints, with reductions 
in ApoB, total cholesterol and non-high-
density-lipoprotein cholesterol.

Bt brinjal splits Indian cabinet
India’s prime 
minister, Manmohan 
Singh, has intervened 
in the political 
wrangle that erupted 
over a genetically 
modified (GM) 
eggplant strain due 
for commercial 
release. Approval of 
the locally developed 
Bacillus thuringiensis 
(Bt) variety appeared 
imminent, but on 

February 9, the minister of environment 
and forests, Jairam Ramesh, responded to 
public opposition by declaring an indefinite 
moratorium on the approval of Bt brinjal, 
as it is known locally, on the grounds of 
insufficient data to confirm that it is safe to 
eat. This decision has created a cabinet rift, 
prompting Singh to hold a consultation with 
senior government officials. Bt brinjal is India’s 
first locally developed GM food crop and was 
created by Mahyco, a Jalna-based Maharashtra 
Hybrid Seeds Company in a joint venture with 
Monsanto, the St. Louis–based seed giant. Last 
October, the Genetic Engineering Approval 
Committee (GEAC), India’s official regulatory 
body for registering GM organisms, approved 
release of the transgenic brinjal, opening 
the door for commercialization of another 
dozen or so GM crops in the pipeline. The 
environment minister’s decision to over-rule 
the GEAC was unexpected. But it followed 
vociferous feedback from civil societies and 
advice from scientists, including Monkombu 
Swaminathan of ‘green revolution’ fame and 
Pushpa Bhargava, founder of the Centre for 
Cellular and Molecular Biology in Hyderabad, 
that additional safety testing of the GM brinjal 
was warranted. Chavali Kameswara Rao, 
secretary of Bangalore-based Foundation for 
Biotechnology Awareness and Education, 
believes the environment minister caved in to 
intense lobbying pressure from activists. He 
fears the resultant delay of commercialization 
will promote clandestine cultivation of Bt 
brinjal—similar to what happened previously 
in India with Bt cotton (Nat. Biotechnol. 22, 
1333–1334, 2004). On February 24, Singh 
and senior cabinet members agreed to set 
up a national biotech regulatory authority to 
oversee registration of transgenic products and 
requested that the GEAC resolve outstanding 
safety concerns relating to Bt brinjal. No time 
frame for these deliberations was set, however. 
The Department of Biotechnology (DBT), the 
main funding agency for transgenic research, 
has stayed out of the controversy. But as 
Prasantha Kumar Ghosh, DBT’s former head of 
biosafety puts it, “There is no scientific basis 
for a moratorium.” Bhim Sain Bajaj, president 
of the Hyderabad chapter of All-India Biotech 
Association, agrees. “It is a big mistake…the 
time will come when India will have to import 
rice and vegetables and we will regret [this 
decision].” Killugudi Jayaraman

In brief

M. Singh in pacifying 
mode.
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The impressive efficacy of mipomersen is 
testament to Isis’s investment and optimi-
zation of second-generation antisense tech-
nology. These second-generation chemistries 
improve stability and binding, Soteropoulos 
says, and Isis has spun off or licensed the 
technology to other companies, such as 
OncoGeneX, located in Bothell, Washington 
(Table 1), and Altair Therapeutics, of San 
Diego.

Not everyone is convinced that a reju-
venation in antisense approaches is on the 
horizon, however. “Isis is the only com-
pany left. Other companies have converted 
to CpG or siRNA [small interfering RNA] 
approaches,” says John Rossi, a professor of 
molecular and cellular biology at the City 
of Hope’s Beckman Research Institute, 
Duarte, California. The main advantage of 
RNA interference (RNAi) over antisense 
has been its greater potency. “RNAi is long 
lasting. Once it’s engaged the RNA silencing 
complex, [siRNA] can last for weeks,” says 
Rossi. University of Pennsylvania researcher 
Gewirtz, agrees: “It just seems easier to find 
an RNA molecule that gets you into the game 
than it is to find an oligo. That’s why RNAi 
became so widely accepted—it just works for 
everybody.”

Even so, siRNA and CpG suffers from the 
same issues of off-target effects and delivery 
as antisense, and the latter has other advan-
tages. Its easier to manufacture than siRNA, 
and because antisense has been around lon-
ger, there is more clinical experience behind 
it. There have been 20 or so clinical studies 
involving antisense, according to Tenthoff, 
whereas RNAi trials are still in the single dig-
its. “I don’t think antisense is yet giving way 
to RNAi. Antisense is still a more clinically 
experienced technology,” says Tenthoff.

“I’m very enthusiastic about both 
approaches,” says Raymond P. Warrell Jr., 
CEO of Genta. “The advantage of antisense 
is that there are now 15-plus years of clinical 
experience with it. The folks working pri-
marily on RNAi are in the process of relearn-
ing a lot of [those] lessons.” He expects the 
two technologies to ultimately be comple-
mentary. “Whether you use RNA or DNA 
depends to some extent on the target and to 
some extent the technique you have experi-
ence with. The challenge remains first and 
foremost to identify a critical target so you 
have a high level of confidence that knock-
ing it out or down will have a transformative 
effect on the disease,” says Warrell.

Jim Kling Bellingham, Washington

tain,” says Cy Stein, professor of medicine 
and molecular pharmacology at the Albert 
Einstein College of Medicine in New York. By 
acting on ApoB, a carrier for lipids, mipom-
ersen may also affect fat accumulation in the 
liver. Suppression of ApoB may lead to the 
accumulation of fats in cellular lipids, which 
might trigger the raised liver enzyme levels 
observed. This idea is supported by some 
patients with a genetic condition called 
hypobetalipoproteinemia, who cannot make 
ApoB and have low levels of LDL. Some of 
these patients accumulate liver fat. Thus, 
mipomersen could, in effect, be mimicking 
that condition, says Robert Hegele, a profes-
sor of medicine and biochemistry and direc-
tor of the Blackburn Cardiovascular Genetics 
Laboratory at Robarts Research Institute in 
London, Ontario. Still, “It’s all speculation 
[at this point],” he hastens to add.

Antisense therapies as a class, on the other 
hand, do have off-target effects of their own. 
One issue is that the highly charged phos-
phorothioate backbone binds tightly to 
charged residues in proteins—a property 
that helps them avoid elimination via the 
kidney through association with albumin 
proteins. But this property might also lead 
to the binding of antisense to proteins on 
the surface of hepatocytes, perhaps mimick-
ing heparin and leading to abnormalities, 
according to Stein.

Despite the recent setback, Genzyme 
management, which is partnered with Isis 
on mipomersen, remains sanguine, noting 
that the effects on liver enzymes were revers-
ible. “Physicians can manage (side effects) by 
backing off the medication because they’re 
seeing such a significant drop in LDL,” says 
Paula Soteropoulos, vice president and gen-
eral manager of Genzyme’s cardiovascular 
business. But some analysts think it’s likely 
that mipomersen will be approved only 
for homozygous FH patients, who cannot 
metabolize LDL due to a lack of functional 
LDL receptors responsible for clearing LDL 
from plasma. Even if it were approved for a 
broader population, mipomersen might not 
have sufficient advantages to convince physi-
cians to switch from small-molecule statin 
therapies that are administered orally rather 
than subcutaneously injected.

In any case, Genzyme plans to file in the 
first half of 2011 in the US and Europe, tar-
geting patients with homozygous FH and 
possibly severe hypercholesterolemia. Both 
indications together represent ~25,000 
patients in the US and Europe.

Orphans on the rise
The number of drug approvals for orphan 
indications has doubled in recent years, 
according to a report from the Tufts Center 
for the Study of Drug Development. The 
independent, nonprofit research group at Tufts 
University in Boston, found that between 2000 
and 2002 the US Food and Drug Administration 
(FDA) approved 208 orphan drugs, and the 
number climbed to 425 between 2006 and 
2008. The increase could reflect the fact that 
orphan diseases are simple to target as they are 
often underpinned by a single genetic cause. 
But financial incentives for pursuing orphan 
drugs, such as a waiver of the FDA’s $1.4 million 
filing fee, long marketing exclusivity and high 
prices charged are likely factors, too. According 
to FDA data, biotech firms generate 50% of 
orphan drug applications and academia another 
25%. Pharma makes up less than 25% of the 
total probably because “orphan drugs do not 
regularly fit their business model,” says Tim 
Coté, director of the FDA’s Office of Orphan 
Product Development. That has been changing, 
however. Regeneron, of Tarrytown, New York, has 
seen this firsthand with Arcalyst (rilonacept), 
an interleukin-1 (IL-1) ‘trap’ to treat cryopyrin-
associated periodic syndromes (CAPS), a rare 
disease that affects only a few thousand people 
globally. In 2003, Novartis of Basel terminated a 
collaboration with Regeneron over the IL-1 trap, 
because the Swiss pharma was not interested 
in the small market for CAPS. Later, Novartis 
developed an IL-1 antibody for CAPS, Ilaris 
(canakinumab), which gained approval in July 
2009. Nadine Kolas

Pharma’s Asian syndicate
Three big pharmas—Pfizer, Merck, and 
Eli Lilly—are pooling their resources to set 
up an independent nonprofit company to 
spur research into innovative treatments for 
cancers common in Asian populations. The 
new Asian Cancer Research Group (ACRG) 
will build an open-access pharmacogenomic 
cancer database, which will be made publicly 
available to researchers in the field. Wu Jun, 
vice president of Xiangxue Pharmaceutical, 
Guangzhou, says, “It will save Western 
companies time and money and is good news 
for patients in China.” The joint venture will 
focus initially on lung and gastric cancers and 
aims to gather 2,000 tissue samples over the 
next two years. “ACRG could get more data 
from Asia and spend less on research compared 
with what they spend in the West,” says Wu. 
ACRG is an example of a growing trend in pre-
competitive collaborations. The same three 
companies have done it before with Enlight 
Biosciences (Nat. Biotechnol. 26, 960–961, 
2008), an R&D startup for developing drug 
discovery tools. The pharma giants are 
searching for ways to capture the emerging 
Asian markets. Plans for ACRG were already 
underway before last year’s decision by the 
Chinese government to invest 850 billion yuan 
($125 billion) on healthcare reform, according 
to a spokesperson for Merck. Bea Perks
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October, are expected toward the 
end of 2011, at which time Roche 
could seek marketing approval. 
“We can rely on the huge safety 
database of Herceptin and 
bridge to the Herceptin i.v. data,” 
Schmidt says.

Herceptin was the most obvi-
ous candidate to establish proof 
of concept—especially for the 
part of the treatment where it is 
administered as monotherapy, 
Schmidt adds. “That is mainly the 
case in early breast cancer, once 
the patient has finished chemo-
therapy.” Roche is also studying 
the efficacy of using Herceptin 
for two years instead of one, as 

maintenance therapy. “If two-year comes out 
to be superior, we have to have a more conve-
nient regimen to support the patients,” he says. 
Subcutaneous delivery would also have compli-
ance benefits. As an infusion, “we have seen that 
patients don’t even complete their one-year [pro-
gram] sometimes,” he says. “If they go to a clinic 
and see sick patients all around them, they may 
actually fall back, because in early breast cancer 
maintenance treatment they don’t feel sick.”

The drug is delivered subcutaneously as a 
single premixed solution containing rHuPH20, 
which is built into a glass cartridge that is packed 
into a motor-driven device. “The patient essen-
tially only has to pull the cover of the adhesive 
off,” says Schmidt. “Everything else is done auto-
matically.” The needle is inserted, the device 
injects the solution and the needle automati-
cally retracts. In some countries (e.g., Germany), 
the device can be self-administered, whereas in 
others it will be used in the physician’s office, 
depending on the country’s needle require-
ments. The device would potentially work with 
any stable liquid formulation of a biologic. 
“Trastuzumab and rituximab are fairly stable 
antibodies,” says Schmidt. “There may be others 
where that’s an issue and we probably couldn’t 
use our injection device.”

Roche’s production line in Kaiseraugst, 
Switzerland, will supply material for clinical 
studies and market launch of subcutaneous 
Herceptin, whereas its full-scale automated 
production line in Mannheim, Germany will 
deliver commercial supply to markets. Roche 
told investors in February that given the 
dynamics of the US oncology market, where 
physicians derive income from i.v. infusions, it 
is focusing on opportunities for subcutaneous 
delivery outside the US.

Mark Ratner Cambridge, Massachusetts

cytokines, recombinant enzymes, other pro-
teins and peptides can be enabled by the tech-
nology,” says Halozyme CEO Jonathan Lim. 
Bovine hyaluronidase has been in use for >50 
years, mostly for ophthalmic surgery, where 
the enzyme facilitates local distribution of 
anesthetics. But repeat administrations of an 
animal-derived molecule cause immunogenic-
ity, making it inappropriate for cancer mainte-
nance therapy.

Recombinant HuPH20 suffers no such 
drawbacks, and it is also the only enzyme in 
the hyaluronidase family that works at neutral 
pH and has only temporary activity. “You only 
want to open the subcutaneous tissue to gen-
erate a cavity for a small period of time,” says 
Schmidt.“You don’t want to leave gaps there.” 
With rHuPH20, the gap is closed in 24 hours.

In addition to its collaboration with Roche, 
Halozyme has licensed rHuPH20 to Baxter 
Healthcare, in Northbrook, Illinois, for use in its 
Gammagard plasma-derived immune globulin. 
Halozyme is also developing a very fast-acting 
insulin by combining it with rHuPH20 to create 
a more physiologic pharmacokinetic profile that 
potentially allows for better glycemic control 
and potentially less weight gain. But Roche is 
not attempting to change the pharmacokinet-
ics of its drugs using rHuPH20. Indeed, hav-
ing a more convenient formulation otherwise 
comparable to the i.v. version helps speed the 
regulatory pathway.

Roche has brought three rHuPH20-formu-
lated products into clinical trials with already-
approved drugs, including Herceptin, the 
leukemia and lymphoma antibody MabThera 
(rituximab, Rituxan in the US), and an undis-
closed third candidate; the latter two are each in 
phase 1 safety studies. Initial results of the phase 3 
Herceptin trial, which began dosing patients last 

In January, the Swiss drug manu-
facturer Roche announced a €190 
million ($175 million) invest-
ment to manufacture a device 
that enables the subcutaneous 
injection of biologics, notably its 
blockbuster antibody cancer drug 
Herceptin (trastuzumab), by 
combining it with an enzyme that 
opens up channels in the extra-
cellular matrix. San Diego–based 
Halozyme Therapeutics is sup-
plying the enzyme, a recombinant 
hyaluronidase it has developed. 
The new Herceptin formulation 
is now in phase 3 clinical trials, 
and if the program were suc-
cessful, it would offer patients a 
convenient dosing form of the drug, which is 
currently given via intravenous (i.v.) infusion. 
As a line extension, it expands the blockbuster 
drug franchise and extends the patent protection 
for Herceptin—a strategy Roche could apply to 
other biologics as well.

“When we looked at the Roche/Genentech 
portfolio of biologics, it became quite clear that, 
if we wanted a more convenient administration 
form, we needed tools that allow us to painlessly 
inject larger volumes,” says Johannes Schmidt, 
project leader, biologics, for Roche in Basel. Roche 
completed its acquisition of Herceptin’s developer, 
Genentech, in San Francisco, in 2009. Before that, 
the Swiss pharma owned part of the company and 
held marketing rights outside the US to Herceptin 
as well as other Genentech drugs.

Typically, the volume of a subcutaneous injec-
tion is limited to around 1 ml. Larger injection 
volumes are painful and cause tissue distortion, 
edema and irritation and redness (erythema). 
That’s not an issue with some biologics, such 
as the tumor necrosis factor alpha inhibitors 
used to treat rheumatoid arthritis, where the 
volumes involved are very small. But the situ-
ation is different with cancer drugs. Herceptin, 
for example, is given at doses of 500 mg or more. 
“A concentrated antibody formulation like 100 
mg/ml would take at least 5 ml to inject some-
one,” says Schmidt. “That would not be possible 
without real pain.”

Roche turned to Halozyme to solve the prob-
lem. The companies initiated a collaboration 
around recombinant human hyaluronidase 
(rHuPH20) in 2006. Hyaluronidases degrade 
hyaluronic acid (hyaluran) in the extracel-
lular matrix, creating channels about 200 nm 
in diameter through which large molecules 
can pass to get into the bloodstream. “Most 
biologics, including monoclonal antibodies, 

Roche plans for more convenient-to-use Herceptin and Rituxan

The extracellular matrix is temporarily broken down by Halozyme’s human 
hyaluronidases, opening an opportunistic route to deliver biologics subcutaneously.
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that “up to a 1,000 [current genetic tests] need 
more benefits management around them.” She 
says there is about 20% waste in the testing busi-
ness because of inappropriate interpretation or 
just because doctors aren’t sure how to use new 
tests (Nat. Biotechnol. 28, 117–119, 2010). “This 
is an area that continues to grow rapidly and the 
information changes overnight,” says Barlow, 
who is vice president of medical strategy and 
clinical quality at the giant pharmacy provider.

Another factor is growing interest from pay-
ors. “To our clients, the insurance companies and 
self-insured employers, being able to provide 
tests that target drugs to individuals is of great 
interest,” says Troyen Brennan, chief medical 
officer at CVS Caremark. At the moment, the 
“lion’s share” of medicines with the potential to 
be personalized is in oncology, and most of these 
drugs are administered in physicians’ offices. But 
Brennan sees that moving rapidly to medications 
dispensed at pharmacies and by mail order.

Graham Gardner is both a venture capital-
ist at Highland Capital Partners, in Lexington, 
Massachusetts, and the chief medical officer 
of genetic-testing benefits management firm 
Generation Health, which Highland helped start 
up in 2008. Gardner thinks that consumers are 
now more interested and aware of genetic test-
ing than in the past thanks to personal genom-
ics companies, such as the California-based 
Navigenics located in Foster City, and 23andMe, 
headquartered in Mountain View.

The fact that this is happening during the 
height of uncertainty about health reform makes 

Medco Health Solutions, the pharmacy services 
manager, bolstered its commitment to personal-
ized medicine in February, with the acquisition 
of DNA Direct, a San Francisco–based genomic 
medicine company. The terms of the deal were 
not disclosed, but Medco of Franklin Lakes, New 
Jersey, has now incorporated more than 2,000 
genetic and molecular tests into its books. The 
aim is to become a one-stop health service shop 
aimed at helping physicians and payors better 
match individuals to therapeutics and improve 
clinical outcomes and save money. But whether 
personalized medicine can actually cut costs, 
and whether pharma companies will remain on 
the sidelines now that pharmacy services firms 
are pushing to control when and how drugs are 
used, is yet to be seen.

Medco is not the first pharmacy-service firm 
to close a deal in the pharmacogenetics area. In 
November, pharmacy healthcare provider CVS 
Caremark of Woonsocket, Rhode Island, signed 
a strategic partnership with Generation Health 
located in Upper Saddle River, New Jersey. Both 
pharmacy benefits managers had already set 
up some personalized medicine services, par-
ticularly in oncology. Medco, for instance, estab-
lished a personalized medicine research center 
headed by Felix Frueh, formerly a specialist on 
personalized medicine at the US Food and Drug 
Administration (FDA).

Several trends helped draw pharmacy-ben-
efit companies into the personalized medicine 
arena. One is the huge explosion in the number 
of genetic tests. Medco’s Jane Barlow estimates 

US pharmacies broaden access to 
pharmacogenetic tests

Medco is encouraging doctors to screen patients using genetic tests before prescribing blood thinner 
warfarin and breast cancer drug tamoxifen.
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and the leader of the company’s West Coast 
Healthcare Practice. “There is no pressing reason 
for them to enter this market now.” Ma points 
out that there is a lot more “low hanging fruit” 
for them to squeeze money out of before they’ll 
get noticeable savings from personalized medi-
cine. “I expect they are a lot more focused on 
the basics, such as negotiating for lower drug 
prices, getting doctors and patients to comply 
with formularies, and working with physicians 
to control use,” he says.

But optimism surrounding the feasibility of 
personalized medicine has been growing. In 
December, PricewaterhouseCoopers released a 
report estimating that the core market for per-
sonalized medicine—diagnostics and therapeu-
tics—is already worth $24 billion and expected 
to grow by 10% annually, reaching $42 billion 
by 2015.

In the short term, however, McKinsey’s Ma 
sees many hurdles to the personalized approach. 
Doctors may not have many reasons to change 
their practices yet, and patients can always 
switch doctors if they feel they are being denied 
a drug that might help them. Meanwhile, there 
is still tremendous uncertainty around regu-
latory issues. Personalized medicine is often 
spoken of by FDA staffers, but progress on 
critical issues, such as a drug and companion 
diagnostic approval pathway, has been very 
slow. As Nature Biotechnology went to press, 
the FDA’s Pharmaceutical Science and Clinical 
Pharmacology Advisory Committee was meet-
ing to discuss application of pharmacogenomics 
in the early stages of drug development. FDA 
commissioner Margaret Hamburg also recently 
spoke at a luncheon sponsored by the nonprofit, 
Washington, DC–based Personalized Medicine 
Coalition. According to a transcript, Hamburg 
said that the FDA would “issue draft process 
guidance on biomarker qualification” in the 
next few months. She also said, “We intend to 
clarify our expectations for the kinds of clinical 
trials and levels of confidence needed to satisfy 
us that a test is accurate and that it can be used 
to help shape clinical judgments.”

If the FDA does take those steps, it might help 
convince a few more investors that it’s time to 
jump on the personalized medicine bandwagon 
or risk missing the action. Keckley is optimistic, 
pointing to the fact that the FDA approved 26 
drugs in 2009 and six of those are personalized 
medicines. “I think Margaret [Hamburg] inher-
ited a fairly dysfunctional and inefficient opera-
tion, and she’s already improved it,” he says. The 
other missing ingredient, for investors at least, is 
knowing what direction healthcare reform will 
go. “There is tremendous hesitancy to move in 
any direction as long as there is such a big ques-
tion mark about reform,” Keckley says.

Malorye Allison Acton, Massachusetts

it all the more interesting. Some experts point to 
the impending comparative effectiveness pack-
age as one reason for the surge in personalized 
medicine approaches. Others are skeptical. “It 
takes as long as ten years for countries to set up 
comparative clinical effectiveness platforms,” says 
Paul Keckley, executive director of the Deloitte 
Center for Health Solutions. “At the end of the 
decade, that is a strategic opportunity for per-
sonalized medicine, but it’s a long way away.”

Cost reduction is probably the main driver, 
Generation Health’s Gardner believes. “[Genetic 
testing] addresses one of the areas where costs 
are growing the fastest and are still largely 
unmanaged,” he says. Keckley agrees that the 
need to cut healthcare costs is most likely behind 
the surge in interest in personalized medicine. 
“Next-generation diagnostics, like Genomic 
Health’s OncoDx, stand to profit from that 
trend, not drug companies making personal-
ized medicines,” he says.

Venture capitalist Dion Madsen and his 
colleague Stacy Feld at Physic Ventures, San 
Francisco, also see this as being a moment for 
diagnostics companies, not pharma. “We’re 
interested in platforms and tools that will 
enable and inform decision making in the doc-
tor’s office or at the hospital,” says Feld. The 
point-of-care aspect is critical in their view. 
“And we take a broader view of that,” Madsen 
explains. “The point-of-care could be a retail 
clinic or the consumer themselves.” In keeping 
with that strategy, the group recently invested in 
the personalized diagnostic firm On-Q-Ity, of 
Waltham, Massachusetts, which is developing a 
microfluidic device capable of detecting circu-
lating tumor cells (based on work by Mehmet 
Toner’s group at Harvard-MIT) and raised $26 
million in a series A funding round.

The new focus on genetic tests will put drug 
companies in a predicament, says Peter Keeling, 
CEO of personalized medicine consulting firm, 
Diaceutics (Belfast, Northern Ireland). “This 
is a game changer for pharma, because now 
someone else will be determining how their 
drugs are used,” Keeling says. Because they will 
control the testing and apparently much of the 
growing research in this field, the PBMs [phar-
macy benefits managers] will start establishing 
which patients get which drugs, not the drug 
companies, as has traditionally been the case. 
Keeling also sees growing interest in personal-
ized medicine on the part of payors. “A couple 
years ago they were all sitting on the fence,” he 
says. “That’s changed.”

Nobody’s expecting a stampede of pharmacy 
benefits managers or payors to follow Medco 
and CVS Caremark. “I think these companies 
are making these moves as part of their long-
term strategies,” says Philip Ma, director in 
McKinsey & Company’s Silicon Valley office 

RNAi patent jolt
The US Patent and Trademark Office has issued 
a patent for detection of RNA-mediated gene 
silencing to Sir David Baulcombe, University of 
Cambridge, and Andrew Hamilton, University 
of Glasgow, over a decade after their gene 
silencing findings in plants were first reported 
(Science 286, 950–952, 1999). “The new 
patent has implications beyond plants,” says 
Jan Chojecki, CEO of Plant Bioscience Limited 
(PBL), of Norwich, the tech transfer company 
that owns the patents. “Anyone in the US 
profiling short RNAs and their impact on gene 
expression in mammalian systems is likely to 
be interested. We think it will create quite a 
stir.” The new patent recognizes Baulcombe 
and Hamilton’s discovery that when genes are 
silenced complementary RNA strands of 20–30 
bp accumulate—a finding that also proved 
critical to establishing short RNAs as a tool to 
manipulate gene expression. The initial patent 
for this technology, issued in 2004, was limited 
to plants, but the new patent broadens out to 
mammals. PBL expects to grant licenses to 
industry but will not enforce rights in academia, 
provided researchers use licensed detection 
kits. James McNamara, who directs the Office 
of Technology Management, University of 
Massachusetts Medical School, points out that 
Craig Mello and Andrew Fire, now at Stanford 
University, developed comparable RNA detection 
methods. “But if a company practices methods 
that might infringe on Baulcombe and Hamilton, 
they might take a license on it for reasonable 
terms,” he says. Charlie Schmidt

Court voids HGS gene patent
In the first British case to deal with the validity 
of a gene sequence patent, a UK Court of 
Appeal struck down a patent held by Rockville, 
Maryland–based Human Genome Sciences 
(HGS) for lack of industrial application. The 
dispute in Eli Lilly & Company v Human Genome 
Sciences, Inc. centers around the validity of 
a patent for the neutrokine-α gene sequence. 
The outcome agreed on in February is expected 
to have a major bearing on future decisions 
on the scope of biotech patents, especially 
gene sequence patents. “The Court of Appeal’s 
judgment will raise doubts over the validity of 
many biotech patents currently in force, as mere 
speculation [on] biological function—without 
experimental data—may not be sufficient, 
says intellectual property expert Robert Fitt at 
London-based law firm Bristows. “With pharma’s 
increasing reliance on biotech drugs as a source 
of growth, the value of many patent portfolios 
may well be hit hard by this judgment,” he 
says. HGS’s patent was initially struck down 
by the UK Patents Court in July 2008 but later 
held valid by the Technical Board of Appeal of 
the European Patent Office. HGS is partnered 
with GlaxoSmithKline of London to develop 
an antibody to neutrokine-α called Benlysta 
(belimumab), for lupus. Lilly is developing its 
own antibody to neutrokine-α, having already 
spent some $50 million on its development, with 
plans to spend another $250 million in clinical 
trials. Michael Francisco
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and the leader of the company’s West Coast 
Healthcare Practice. “There is no pressing reason 
for them to enter this market now.” Ma points 
out that there is a lot more “low hanging fruit” 
for them to squeeze money out of before they’ll 
get noticeable savings from personalized medi-
cine. “I expect they are a lot more focused on 
the basics, such as negotiating for lower drug 
prices, getting doctors and patients to comply 
with formularies, and working with physicians 
to control use,” he says.

But optimism surrounding the feasibility of 
personalized medicine has been growing. In 
December, PricewaterhouseCoopers released a 
report estimating that the core market for per-
sonalized medicine—diagnostics and therapeu-
tics—is already worth $24 billion and expected 
to grow by 10% annually, reaching $42 billion 
by 2015.

In the short term, however, McKinsey’s Ma 
sees many hurdles to the personalized approach. 
Doctors may not have many reasons to change 
their practices yet, and patients can always 
switch doctors if they feel they are being denied 
a drug that might help them. Meanwhile, there 
is still tremendous uncertainty around regu-
latory issues. Personalized medicine is often 
spoken of by FDA staffers, but progress on 
critical issues, such as a drug and companion 
diagnostic approval pathway, has been very 
slow. As Nature Biotechnology went to press, 
the FDA’s Pharmaceutical Science and Clinical 
Pharmacology Advisory Committee was meet-
ing to discuss application of pharmacogenomics 
in the early stages of drug development. FDA 
commissioner Margaret Hamburg also recently 
spoke at a luncheon sponsored by the nonprofit, 
Washington, DC–based Personalized Medicine 
Coalition. According to a transcript, Hamburg 
said that the FDA would “issue draft process 
guidance on biomarker qualification” in the 
next few months. She also said, “We intend to 
clarify our expectations for the kinds of clinical 
trials and levels of confidence needed to satisfy 
us that a test is accurate and that it can be used 
to help shape clinical judgments.”

If the FDA does take those steps, it might help 
convince a few more investors that it’s time to 
jump on the personalized medicine bandwagon 
or risk missing the action. Keckley is optimistic, 
pointing to the fact that the FDA approved 26 
drugs in 2009 and six of those are personalized 
medicines. “I think Margaret [Hamburg] inher-
ited a fairly dysfunctional and inefficient opera-
tion, and she’s already improved it,” he says. The 
other missing ingredient, for investors at least, is 
knowing what direction healthcare reform will 
go. “There is tremendous hesitancy to move in 
any direction as long as there is such a big ques-
tion mark about reform,” Keckley says.

Malorye Allison Acton, Massachusetts
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medicine approaches. Others are skeptical. “It 
takes as long as ten years for countries to set up 
comparative clinical effectiveness platforms,” says 
Paul Keckley, executive director of the Deloitte 
Center for Health Solutions. “At the end of the 
decade, that is a strategic opportunity for per-
sonalized medicine, but it’s a long way away.”

Cost reduction is probably the main driver, 
Generation Health’s Gardner believes. “[Genetic 
testing] addresses one of the areas where costs 
are growing the fastest and are still largely 
unmanaged,” he says. Keckley agrees that the 
need to cut healthcare costs is most likely behind 
the surge in interest in personalized medicine. 
“Next-generation diagnostics, like Genomic 
Health’s OncoDx, stand to profit from that 
trend, not drug companies making personal-
ized medicines,” he says.

Venture capitalist Dion Madsen and his 
colleague Stacy Feld at Physic Ventures, San 
Francisco, also see this as being a moment for 
diagnostics companies, not pharma. “We’re 
interested in platforms and tools that will 
enable and inform decision making in the doc-
tor’s office or at the hospital,” says Feld. The 
point-of-care aspect is critical in their view. 
“And we take a broader view of that,” Madsen 
explains. “The point-of-care could be a retail 
clinic or the consumer themselves.” In keeping 
with that strategy, the group recently invested in 
the personalized diagnostic firm On-Q-Ity, of 
Waltham, Massachusetts, which is developing a 
microfluidic device capable of detecting circu-
lating tumor cells (based on work by Mehmet 
Toner’s group at Harvard-MIT) and raised $26 
million in a series A funding round.

The new focus on genetic tests will put drug 
companies in a predicament, says Peter Keeling, 
CEO of personalized medicine consulting firm, 
Diaceutics (Belfast, Northern Ireland). “This 
is a game changer for pharma, because now 
someone else will be determining how their 
drugs are used,” Keeling says. Because they will 
control the testing and apparently much of the 
growing research in this field, the PBMs [phar-
macy benefits managers] will start establishing 
which patients get which drugs, not the drug 
companies, as has traditionally been the case. 
Keeling also sees growing interest in personal-
ized medicine on the part of payors. “A couple 
years ago they were all sitting on the fence,” he 
says. “That’s changed.”

Nobody’s expecting a stampede of pharmacy 
benefits managers or payors to follow Medco 
and CVS Caremark. “I think these companies 
are making these moves as part of their long-
term strategies,” says Philip Ma, director in 
McKinsey & Company’s Silicon Valley office 

RNAi patent jolt
The US Patent and Trademark Office has issued 
a patent for detection of RNA-mediated gene 
silencing to Sir David Baulcombe, University of 
Cambridge, and Andrew Hamilton, University 
of Glasgow, over a decade after their gene 
silencing findings in plants were first reported 
(Science 286, 950–952, 1999). “The new 
patent has implications beyond plants,” says 
Jan Chojecki, CEO of Plant Bioscience Limited 
(PBL), of Norwich, the tech transfer company 
that owns the patents. “Anyone in the US 
profiling short RNAs and their impact on gene 
expression in mammalian systems is likely to 
be interested. We think it will create quite a 
stir.” The new patent recognizes Baulcombe 
and Hamilton’s discovery that when genes are 
silenced complementary RNA strands of 20–30 
bp accumulate—a finding that also proved 
critical to establishing short RNAs as a tool to 
manipulate gene expression. The initial patent 
for this technology, issued in 2004, was limited 
to plants, but the new patent broadens out to 
mammals. PBL expects to grant licenses to 
industry but will not enforce rights in academia, 
provided researchers use licensed detection 
kits. James McNamara, who directs the Office 
of Technology Management, University of 
Massachusetts Medical School, points out that 
Craig Mello and Andrew Fire, now at Stanford 
University, developed comparable RNA detection 
methods. “But if a company practices methods 
that might infringe on Baulcombe and Hamilton, 
they might take a license on it for reasonable 
terms,” he says. Charlie Schmidt

Court voids HGS gene patent
In the first British case to deal with the validity 
of a gene sequence patent, a UK Court of 
Appeal struck down a patent held by Rockville, 
Maryland–based Human Genome Sciences 
(HGS) for lack of industrial application. The 
dispute in Eli Lilly & Company v Human Genome 
Sciences, Inc. centers around the validity of 
a patent for the neutrokine-α gene sequence. 
The outcome agreed on in February is expected 
to have a major bearing on future decisions 
on the scope of biotech patents, especially 
gene sequence patents. “The Court of Appeal’s 
judgment will raise doubts over the validity of 
many biotech patents currently in force, as mere 
speculation [on] biological function—without 
experimental data—may not be sufficient, 
says intellectual property expert Robert Fitt at 
London-based law firm Bristows. “With pharma’s 
increasing reliance on biotech drugs as a source 
of growth, the value of many patent portfolios 
may well be hit hard by this judgment,” he 
says. HGS’s patent was initially struck down 
by the UK Patents Court in July 2008 but later 
held valid by the Technical Board of Appeal of 
the European Patent Office. HGS is partnered 
with GlaxoSmithKline of London to develop 
an antibody to neutrokine-α called Benlysta 
(belimumab), for lupus. Lilly is developing its 
own antibody to neutrokine-α, having already 
spent some $50 million on its development, with 
plans to spend another $250 million in clinical 
trials. Michael Francisco
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ists, €85 million in an IPO 
on Brussels EuroNext in 
November 2007 and ~€70 
million from its corporate 
partnerships. However, 
many of those partner-
ship deals were signed at a 
very early stage, meaning 
that Ablynx can reap only 
limited benefits from the 
products.

The dilemma for the 
company, of course, is that 
any participation in clinical 
development is very capi-
tal intensive. This is why 
Ablynx, which reported cash 
reserves of around €90 mil-
lion at the end of its 2009 
financial year, decided to 
go back to the market. “We 
would now like to take pro-

grams past proof of concept,” says Ablynx’s 
Moses, and that means that the €50 million 
plus raised in the secondary offering has to 
work very hard. The company predicts that 
its first product will hit the market in 2013. 
“We think that we could eke out the money 
until then,” says Moses, “but this is a worst-
case scenario. In the best case, we will dem-
onstrate that we can take product to the clinic 
on our own and develop value from the plat-
form; and that will enable us either to strike 
deals that are more valuable or go back to the 
[money] markets.”

Ablynx’s market move illustrates how pub-
licly quoted biotech companies in Europe 
need to take a more strategic approach to 
financing than they have so far. According to 
Dennis Purcell, senior managing partner at 
Aisling Capital of New York, the significant 
secondary offerings in the US last year—Ver-
tex, Dendreon and Human Genome Sciences’ 
$477 million in December—have all been 
associated with pipeline commercialization. 
For all three, the triggers have been the immi-
nent appearance of wholly owned or part-
nered products on the market. “Institutional 
investors [upon whom the magnitude of 
secondary offerings depends] only want to 
invest when the company is at an inflexion 
point,” says Purcell, “and the inflexion point 
these days tends to be product approval rather 
than the emergence of clinical data.”

But most European public companies do 
not have the luxury of imminent product 
approval. For firms that are public companies 
already, further capital raising has depended 

out at just 5 or 6 times its daily trading value. 
Ablynx’s €50 million, on the other hand, rep-
resents around 250 times its trading value, 
because only around 25,000 Ablynx shares 
change hands each day. A similar multiplier 
applies to another Belgian company, Movetis, 
located in Antwerp, which completed its €85 
million IPO last December. Possibly top of the 
heap in this regard, however, is London-based 
Proximagen, a neuroscience specialist, which 
raised £50 million in a secondary offering in 
June 2009 and yet trades less than 1,000 shares 
per day on the UK’s Alternative Investment 
Market at a value of £1.00–1.25. Its ratio of 
money raised to daily trade value is >50,000!

The lack of liquidity for public bio-
techs, particularly those listed on European 
exchanges, has meant that after flotation they 
have been dependent on their venture inves-
tors or corporate partners (such as pharma 
companies) to top up financing over long 
periods. In March, for instance, Archimedes 
Pharma, of Reading, UK—a company that 
has a portfolio of niche medicines already 
on the market and is widely expected to float 
in 2010—had to return to venture investors, 
Novo Growth Equity and Warburg Pincus, for 
£65 million ($100 million).

In this context, the challenge for Ablynx 
has been to find enough funding to build a 
portfolio of clinical products from its ‘nano-
body’ platform technology, a form of single- 
variable-domain antibodies. Financing such 
a transition requires substantial capital. Since 
its foundation in 2001, the company has 
raised over €70 million from venture capital-

The beginning of March 
saw that rarest of events, a 
substantial secondary pub-
lic offering of stock from a 
European biotech company. 
Ablynx, of Ghent, Belgium, 
raised €50 million to fund 
a range of new and continu-
ing clinical programs of its 
single-domain antibody 
fragment (or ‘nanobody’) 
products. Although CEO 
Edwin Moses describes the 
offering as taking Ablynx 
“to the next level in cor-
porate development,” oth-
ers see the move as a sign 
that the public markets are 
offering biotech companies 
more flexibility in raising 
finance than in the past. At 
the same time, several firms 
are embracing a new type of hybrid financing 
approach—the standard equity distribution 
agreement (SEDA)—which offers compa-
nies advantages over previous refinancing 
options.

Whereas secondary offerings (secondaries) 
have fueled much of the growth of the US bio-
tech sector, European companies have consis-
tently struggled to execute them. In the 1990s, 
a few UK companies, such as Oxford-based 
British Biotech and Oxford GlycoSystems, 
managed to raise $100-million-plus sec-
ondaries. Unfortunately, the demise of these 
companies discouraged institutional inves-
tors, and subsequent initial public offerings 
(IPOs), both in the UK and mainland Europe, 
tended to be tightly controlled events in which 
existing venture capital investors retained a 
large proportion of the shares, a situation that 
left potential institutional investors reticent to 
buy into European biotech offerings—either 
IPOs or secondaries.

What is remarkable about the Ablynx offer-
ing is not its size per se but its size relative 
to the volume of share dealing. In the US 
last year, companies like Dendreon, Vertex 
and Rockville, Maryland–based Human 
Genome Sciences, each completed multi-
hundred-million-dollar secondary offerings. 
Seattle-headquartered Dendreon’s second-
ary offering last May raised a whopping $200 
million, but this represents just twice the 
value of Dendreon shares that change hands 
every day on NASDAQ. For Vertex, located 
in Cambridge, Massachusetts, its $477 mil-
lion secondary offering in December works 

Public companies get creative in raising finance

Ablynx, whose Belgium headquarters are pictured above, is the latest publicly quoted 
biotech in Europe to strike a strategic financing deal.
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development or other financing discussions in 
a financially more secure position and negoti-
ate a better deal. “I am fine with leveraging by 
the company,” says Michael Nowak. “We want 
to be an investor in good fundamentals, and 
if the existence of the SEDA is used to further 
the development of a company, then that is a 
sign of good management.”

Nowak sees the use of instruments 
like SEDA as a sign of market maturity. 
“Companies get a chance to do something dif-
ferent,” he says. “They have a flexible option 
that they can use to navigate through the 
shoals, and they don’t have to raise all their 
capital at today’s price, which may be low and 
therefore very dilutive.”

John Hodgson Cambridge, UK

the stock into the market, keeping the price 
strong—which is in their interest.”

Yorkville’s managing director of healthcare, 
Michael Nowak, who has been responsible for 
putting in place some 11 SEDAs since the end 
of 2008 (Table 1), points out that Yorkville 
has an obligation to buy stock at any time 
specified by the company, but conversely 
the company has no obligation to sell even 
a single share. Or it can wait until a “good 
news” story drives up the stock price and ask 
Yorkville to buy into what may prove to be a 
bubble. “The SEDA is a potential source of 
funding,” he explains, “with a right but not 
an obligation on the company to draw down 
all or any of the money.” At least in theory, it 
gives a company leverage to go into business 

largely on the PIPE (private investment in 
public equity) or ‘PIPE-like’ instruments. In a 
PIPE, a range of private institutional investors 
are offered newly issued stock at a discount 
to the current market rates. The problem 
with the PIPE, according to Thomas Klaue, 
CFO at MediGene, Martinsried, Germany, 
is that activity in the stock market by hedge 
funds and speculators tends to put pressure 
on a company’s stock price. “All the arbitrage 
players bet against your stock behavior,” says 
Klaue, “and this makes it an expensive way to 
raise money.”

This is why Klaue is an enthusiast for a 
hybrid financing instrument called the SEDA 
offered by Yorkville Advisors of Jersey City, 
New Jersey. In executing a SEDA, Yorkville 
acts both as a conventional underwriting 
bank and an investor. Like an underwriter, it 
makes a commitment to buy a certain amount 
of stock at a price based on the prevailing 
stock price. The big difference from merchant 
banking behavior in a conventional offering, 
though, is that Yorkville doesn’t simply try 
to sell the stock straightaway and return the 
yield to the company. Instead, it holds the 
stock and waits for a better price. Instead of 
the traditional banker’s fee, Yorkville has to 
earn its way in the world with the discount 
of around 5% it receives on the stock price. 
Its upside is dependent on the strengthening 
stock price.

For Thomas Klaue, this deal structure bet-
ter aligns the interests of investors and the 
corporation. “In a traditional offering, if the 
underwriter dumps the stock on the market 
and the stock price goes down, only the com-
pany loses yield. The underwriter still earns 
its fee,” he explains. MediGene put its SEDA 
provision in place in December 2008 but 
only drew down on it in the fourth quarter 
of 2009. “The SEDA is like a small PIPE that 
you can call at your own discretion. As CFO, I 
have access to money without actually having 
the money right now. And the fund can ease 

Table 1  Biotech and specialty pharma companies involved in SEDAs
Company Location Provision Start

Advanced Life Science Woodridge, Illinois $15 million September 2008

Newron Pharmaceuticals Milan, Italy 30 million CHF December 2008

MediGene Martinsried, Germany €25 million December 2008

RXI Pharmaceuticals Worcester, Massachusetts $25 million January 2009

Pharming Leiden, The Netherlands €20 million April 2009

Achillion Pharmaceuticals New Haven, Connecticut $15 million July 2009

Hybrigenics Paris €15 million September 2009

Sygnis Pharma Heidelberg, Germany €10 million September 2009

Biotie Helsinki, Finland €20 million October 2009

Labopharm Laval, Quebec, Canada $20 million November 2009

Allon Therapeutics Vancouver, British Columbia, Canada $10 million March 2010

Source: Yorkville Associates

“You load a tractor trailer 
with drugs and it’s worth 
more than refrigerators.”  
After the latest heist 
made off with $75 
million in drugs from 
an Eli Lilly warehouse, 
Dan Burges, director of 
intelligence at the US 
division of FreightWatch 
International, comments 

on how thieves are shifting their focus from 
electronics to pharmaceuticals. (Wall Street 
Journal, 17 March 2010)

“I never dreamed that my discovery four decades 
ago would lead to such a profit-driven public 
health disaster.” Immunologist Richard J. Ablin, 
University of Arizona College of Medicine, 
bemoans the $3 billion annual bill for prostate 
specific antigen screening which, despite a 
widely reported failure to detect prostate cancer, 
companies and advocacy groups continue to 
push. (New York Times, 9 March 2010)

“We are naturally disappointed with the news.” 
Nigel Parker of Ark Therapeutics downplays the 

In their words
European Medicines Agency’s request for further 
costly clinical studies for its glioma gene therapy, 
days before the company announced it would 
consider offers. (The Independent, 10 March 2010)

“In the future, when all of us have our genomes 
done, we’ll almost certainly have them done in 
families, because it increases the accuracy of the 
data.” Following publication of a study of Miller’s 
syndrome (Science 10.1126/science.1186802, 
10 March 2010), Leroy Hood, of the Institute for 
Systems Biology in Seattle, comments on the power 
of family sequencing to identify recombination sites, 
reduce base-call errors and identify rare variations.
(MIT Technology Review, 11 March 2010)

“What we’re trying to prove is that this was a 
deliberate fraud on their part to block Xenomics, 
to prevent us from using our own technology.” 
David Jaroslawicz, a lawyer representing 
TrovaGene (formerly Xenomics), which had 
anticipated royalties following licensing its 
Trisomy 21 test to Sequenom, but has been 
frustrated by delays in commercial launch owing 
to “employee mishandling of R&D test data 
and results” at the San Diego–based biotech. 
(Xconomy, 17 March 2010)
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Stem cells to order
The UK Stem Cell Bank (UKSCB) is relocating 
to a new building, a move that should boost 
its growing partnership with the private sector. 
The Potters Bar–based facility keeps quality-
controlled, standardized stocks of stem cell 
lines that it ships to accredited researchers 
worldwide together with advice on how to use 
them. Since its inception in 2004, UKSCB, 
part of the National Institute for Biological 
Standards and Control, has dealt primarily 
with academia, but corporate liaisons are on 
the rise. One recent client is Stem Cells for 
Safer Medicines (SC4SM), a public-private 
collaboration between various UK public 
stakeholders and private investors including 
GlaxoSmithKline, AstraZeneca and Roche of 
Basel. As a not-for-profit company, SC4SM is 
developing improved human cell toxicology 
assays to test candidate drugs. Frank Bonner, 
SC4SM’s CEO, says the UKSCB is fulfilling “an 
absolutely vital role” in ensuring the continuity 
and quality of their research. The facility now 
carries about 70 human embryonic lines, with 
induced pluripotent stem cells under evaluation. 
According to UKSCB director Glyn Stacey, the 
Bank serves a number of other companies, 
mostly for laboratory-based in vitro research and 
toxicology assays, but there are plans to expand 
the facility’s clinical-grade capacity. Currently, 
neither academic nor corporate users are 
charged more than delivery, but Stacey says this 
policy is under review. Jennifer Rohn

ReNeuron first in stroke
ReNeuron will be treating the first stroke 
patients with stem cells later this year in the 
UK after overcoming a string of regulatory 
holdups abroad. In February, the Surrey-based 
company received the go-ahead to start a 
phase 1 trial from the UK’s Gene Therapy 
Advisory Committee (GTAC) for ReN001, a 
genetically engineered neural stem cell line 
originally derived from fetal brain tissue. 
ReNeuron was the first European stem cell 
company to go public in 2005, but at the 
time decided to apply for approval with the 
US Food and Drug Administration (FDA). The 
FDA, however, repeatedly delayed approval, 
prompting the company to apply in 2008 to 
the UK’s Medicines and Healthcare Products 
Regulatory Agency and subsequently GTAC. 
CSO John Sinden points out that, “We decided 
temporarily to discontinue discussions with the 
FDA since we could not afford to run two phase 
1 trials in stroke.” The recently approved open 
label dose escalation safety trial will take place 
at Glasgow’s Southern General Hospital in 12 
patients and will also evaluate potential efficacy 
biomarkers using structural and functional 
MRI. Chris Mason, who heads the Regenerative 
Medicine Bioprocessing Unit at University 
College London, says, “Given the degree of 
scrutiny by the regulators, the phase 1 study 
should not be a challenge.” Mason adds that 
any unwelcome surprises are more likely to crop 
up at later stages, due to the heterogeneity of 
this patient group. Susan Aldridge

In briefErythropoietins locked into risk management program

The US Food and Drug Administration 
(FDA) and the makers of erythropoietin 
stimulating agents (ESAs) have agreed 
on a formal strategy to reduce the risks 
associated with these drugs. Starting 
in March, drug makers will operate 
under a risk evaluation and mitigation 
strategy (REMS) requiring healthcare 
providers who prescribe the drugs for 
cancer patients to register with the drug 
makers and enroll in a training program 
on their use. Applying REMS could help 
ensure these agents, which have been 
under scrutiny for their potential to 
cause tumor growth and shorten overall 
survival, can remain on the market.

Safety concerns for ESAs have been 
brewing since the FDA convened a 
session of the Oncology Drugs Advisory Committee (ODAC) in 2004. In December 2006, 
the company disclosed clinical trials results showing the potential risks of ESAs when used 
to treat anemia in cancer patients so they won’t need blood transfusions. Another ODAC 
meeting held in 2007 (Nat. Biotechnol. 25, 607–608, 2007) prompted restrictions in 
coverage by the Centers for Medicare and Medicaid Services, and later a boxed warning 
on all versions of epoetin alfa, including Amgen’s Aranesp and Epogen, and Procrit, sold 
by Centocor Ortho Biotech of Bridgewater, New Jersey, a subsidiary of Johnson & Johnson. 
Along the way, the drug makers issued “Dear Doctor” warning letters describing the safety 
concerns and the appropriate use of the drugs.

Now the REMS program mandates distribution of a medication guide to patients and 
forces drug prescribers and dispensers to enroll in a special program, called APPRISE, 
and also document that they have discussed the risks of using ESAs before the start of 
therapy. Although it’s taken three years for FDA and the companies involved to devise a risk 
mitigation plan, a REMS was not an option when the problems with ESAs became apparent. 
REMS was authorized under the Food and Drug Administration Amendments Act signed 
in September 2007 (Nat. Biotechnol. 25, 1189–1190, 2007). “You then had almost six 
months before [the legislation] actually took effect, so it was already March 2008 before you 
could even begin a conversation about how to apply a REMS to a product,” says Michael 
McCaughan of the Washington, DC, policy consultancy Prevision Policy. “The issues with 
ESAs came to a head when the FDA’s entire drug safety system was under fire on all sides,” 
he adds. “Then you had the situation where basically every study that was done to look at the 
issue made the problem worse.” McCaughan points out that the ESA REMS is “essentially a 
manufacturer-FDA agreement” and was not developed in as public a process, involving more 
interested parties, as it could have been. “It’s going to be interesting to see what happens 
over the course of the next year, when a provider actually has to start using this REMS and 
has to sign up and register in order to continue to use the products,” he says.

In an e-mail, an Amgen spokesperson wrote that “multiple parties have been involved 
in the development of the ESA REMS, and various healthcare providers were consulted to 
obtain input at various times. However, the main parties involved in the ESA REMS were 
the FDA, Amgen and Centocor Ortho Biotech.” The not-for-profit healthcare provider Kaiser 
Permanente, of Oakland, California, submitted a citizen’s petition last December requesting 
that FDA obtain input from providers and others, as required by law. The petition claimed 
that with the exception of the REMS issued for the use of extended release opioids, the 
agency has not sought such input. Arnold Friede, an attorney in New York and a former FDA 
associate chief counsel, has a different complaint with the ESA REMS. Through it, he says, 
the FDA is in effect “controlling the practice of medicine,” which is outside the scope of its 
authority. “I would submit to you that if an oncologist enrolls in the APPRISE program and 
signs the enrollment form but then prescribes the drug in a manner that differs from the 
specific terms of the enrollment form, that the doctor runs a serious risk of negligence per se 
liability should anything go wrong in the treatment,” he says.

Mark Ratner Cambridge, Massachusetts

The first erythropoiesis-stimulating agent (ESAs) 
approved in 1989 revolutionized the treatment of 
anemia, but over the years safety concerns have 
been mounting.
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it is a critical part of the equation,” he says. 
“We need to take this tool and use it to direct 
our biofuels policy to the least risky biofu-
els out there.” He calls the biofuels life-cycle 
calculation “very complicated,” emphasiz-
ing that “not all biofuels are created equal” 
and noting that some are expected to have a 
much lower impact in terms of greenhouse 
gas emissions than others.

Jeffrey L Fox Washington, DC

the land-use provisions in the EPA rule. “For 
my group of companies, energy density is a 
‘must have’ and by far the most important 
feature,” he says. “On balance, the EPA rule 
helps move the ball forward and is more 
good than bad.” Nathanael Greene of the 
Natural Resources Defense Council (NRDC) 
in New York is also upbeat: “From the NRDC 
perspective, the EPA rule is very solid, the 
agency followed a transparent process, and 

The US Environmental Protection Agency 
(EPA) has issued long-awaited regulations 
governing renewable fuel standards, but the 
reception in political circles has been frosty. 
Part of the backlash, from both Republican 
and Democratic politicians, relates to bipar-
tisan opposition to US climate change leg-
islation of any kind. “We need to stop the 
EPA in its tracks on this and prevent them 
from simply imposing these over-reaching 
regulations on all of us,” says Rep. Collin 
Peterson of Minnesota, a Democrat, who is 
joining forces with Republican members in 
the House to formally amend the Clean Air 
Act and block agency actions on regulating 
greenhouse gas emissions.

What’s more, reaction from environmental 
and consumer groups has been mixed at best. 
“A few years ago, we saw a large ‘tent’ coming 
together for biofuels, but it’s broken apart 
on the land-use issue,” says Jim Kleinschmit 
of the Institute for Agriculture and Trade 
Policy in Minneapolis. Thus, he says, oppo-
sition comes not so much along political 
party lines as from a “rural-urban” divide, 
as appears to be the case with Rep. Peterson 
and his Republican allies. Much of the resis-
tance is attributable to “huge disagreements” 
about whether or how to include terms deal-
ing with indirect land use when computing 
the impact of biofuels on greenhouse gas 
emissions.

“EPA was forced to deal with this [land-
use] concept, which has no precedent body 
of science,” says Geoff Cooper, who is vice 
president of research at the Renewable Fuels 
Association in Washington. It “cobbled 
together” models for its draft rule in 2009 
and improved those measures for the final 
rule this February. But the agency “still has 
significant work to do,” he says. “We still feel 
the land-use [component] is not ready to 
bear the weight of regulation.” Nonetheless, 
he adds, it is at least “workable for our indus-
try.”

Others working in the biofuel sector have 
given the rules a more positive endorsement 
(Table 1). “We’re delighted EPA completed 
the rule because it sends a message about 
renewable fuels and the significant percent-
age [they make up] of liquid transportation 
fuels,” says Michael McAdams, president of 
the Washington-based Advanced Biofuels 
Association. The association represents sev-
eral dozen companies focused on technolo-
gies moving beyond first-generation biofuels, 
mainly corn-based ethanol and biodiesel.

McAdams plays down the importance of 

EPA releases land-use rule for biofuels to mixed reception

Consumer groups have been vociferous in condemning biofuels; here a 10-year old joins his mother in a 
demonstration in April 2009. The latest EPA regulations have done little to assuage opposition.
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Table 1  Recent federal-level biofuel developments
Date Highlight

February 2010 EPA releases life-cycle analysis of greenhouse calculations for corn ethanol and other biofuels

February 2010 EPA finalizes a rule to implement renewable fuels standards of 36 billion gallons by 2022

March 2010 US Energy Information Administration within the Department of Energy projects ethanol 
production, which averaged 700,000 bbl/d in 2009, to increase to an average of 800,000 
bbl/d in 2010 and 850,000 bbl/d in 2011

Source: US Environmental Protection Agency (http://www.epa.gov/otaq/renewablefuels/420f10007.htm)

new product approvals
Vpriv (velaglucerase alfa) Shire Pharmaceuticals 

Group (Basingstoke, UK)
The US Food and Drug Administration approved 
the new drug application for Vpriv, a gene-activated 
human glucocerebrosidase, as a long-term enzyme 
replacement therapy for Gaucher’s disease. The 
enzyme is produced in a human cell line using a pro-
prietary gene-activation technology and has an amino 
acid sequence identical to the human enzyme.
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Shell’s billions to convert Brazilian biomass into fuel

Oil giant Royal Dutch Shell in February announced a $12 billion joint venture with 
Brazilian sugarcane-to-ethanol producer Cosan. In a deal that could lead to large-scale 
production of advanced biofuels, Shell will contribute its Brazilian fuel distribution 
network and $1.6 billion in cash, and Cosan, headquartered in Sao Paulo, will devote 
about two billion liters production capacity per year, with plans to scale up.

The deal represents big oil’s largest move into ethanol. But what’s got technology 
analysts particularly excited is the potential for Shell to apply next-generation biofuel 
technologies to Cosan’s production capabilities. Shell says it will contribute to the 
venture its equity interests in two advanced biofuel developers: Codexis and Iogen, 
in which the oil giant has 14.7% and 50% stakes, respectively. “This move is a 
fully integrated play for Shell,” says David Berry, a partner with Flagship Venture in 
Cambridge, Massachusetts.

Codexis, based in Redwood City, California, is developing enzyme products to use 
as biocatalysts to convert biomass into fuels. The company uses systems biology and 
gene-shuffling techniques to direct organisms to produce enzymes, such as cellulases, 
with the desired catalytic activity. Ottawa, Ontario, Canada–based Iogen is developing 
a cellulosic biomass-to-ethanol conversion process that combines thermal, chemical 
and biochemical techniques. The companies’ technologies enable a wider range of 
biomass to be converted into fuel, which can create efficiencies when applied to 
cheap feedstocks and large production processes like Cosan’s. “The processing issue 
is close to being solved by companies like Codexis, so you want access to places with 
biomass,” says Mark Bünger, a biofuels analyst at Lux Research in San Francisco. 
“There are not many places in the world where feedstocks are cheaper than they are in 
Brazil.”

Shell and Cosan say the deal announced in February is a nonbinding memorandum 
of understanding and that they intend to negotiate a binding agreement after 
completing due diligence and regulatory approvals. “It’s a good deal for Cosan,” says 
Marco A.P. Lima, director of the Brazilian Bioethanol Science and Technology Center 
in Campinas. “And I think it is good for Brazil.”

Emily Waltz Nashville, Tennessee

Brazil’s 30-year-old ethanol fuel program is based on cheap-to-cultivate sugarcane. The new deal for 
advanced biofuels is for technologies applied to cellulosic biomass.
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2nd-generation GM traits progress
Andrew Marshall

to commercialization. The first transgenic high oleic soybean was 
approved in the US, as were disease-resistant varieties of plum and 
papaya. 2010 plantings of glyphosate-resistant sugarbeet await a US 
Federal Court ruling.

With 5.6 million new hectares (35%) of transgenic crops, Brazil sup-
planted Argentina to become the 2nd largest cultivator. China’s trans-
genic plantings shrank, although biosafety certificates were issued for 
Bacillus thuringiensis (Bt) rice and phytase maize, clearing the way 

Historical global area of transgenic crops
The area planted with transgenic crops rose by 7% in 2009, with their 
value from seeds/licensing revenues climbing to $10.5 billion.
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EU transgenic crop field trials
GM field trials in Spain, Czech Republic, Portugal, Romania, Poland and 
Slovakia increased to 103, with Spain and Romania particularly active.
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Global area by transgenic trait
Growth in all categories of transgenic crop continued last year.
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Global area of biotech crops by country
Although transgenic hectarage in China shrank, Brazil continued its rapid 
growth, supplanting Argentina as the 2nd biggest cultivator of GM crops, with 
India, Canada, South Africa and Paraguay also expanding cultivation.
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Transgenic crops as a share of total US crops
Herbicide-tolerant transgenic sugarbeet was rapidly adopted.
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Andrew Marshall is Editor, Nature Biotechnology

2009 transgenic crop approvals in US and EU

Country
Company/
Institution Description

Approval 
type

US Syngenta 
Seeds

SYN-IR67B-1/Cotton resistant to lepidopteran pests 
via expression of Bt cry1Ab 

Food

US Pioneer 
Hi-bred 
International

DP-Ø9814Ø-6/Corn tolerant to glyphosate and ALS-
inhibiting herbicides via expression of glyphosate 
acetyltransferase and maize acetolactate synthase 

Food/feed 

US Pioneer 
Hi-bred 
International

DP-305423/Soybean with high oleic acid, low linolenic 
acid content via expression of soybean microsomal 
omega-6 desaturase 

Food/feed 

US United States 
Department 
of Agriculture

ARS-PLMC5-6(C5)/Plum resistant to plum pox virus 
via expression of viral coat protein 

Food/feed 

US University of 
Florida

UFL-X17CP-6 (X17-2)/Papaya resistant to ringspot 
virus via expression of viral coat protein 

Environment

EU Monsanto MON88017/Corn resistant to lepidopteran pests and 
glyphosate via expression of Bt Cry3Bb and 
15-enolpyruvyl shikimate-3-phosphate synthase

Food/feed 

EU Monsanto MON89034/Corn resistant to lepidopteran pests via 
expression of Bt Cry1A.105 and Cry2Ab2 

Food/feed 

EU Bayer 
CropScience

T45/Argentine canola resistant to phosphinothricin 
herbicide (glufosinate ammonium) via expression of 
phosphinothricin-N-acetyltransferase 

Food/feed 

Source: agbios.com
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to Botox (botulinum toxin type A; 900 kDa), 
which Irvine, California-based Allergan mar-
kets as a cosmetic to treat glabellar lines.

The CDER also approved 19 new molecular 
entities, several of which are distinguished by 
their mechanism2, including two new anti-
biotics—Besivance (besifloxacin; Bausch and 
Lomb in Rochester, New York) and Vibativ 
(telavancin; Theravance in S. San Francisco/
Astellas in Deerfield, Illinois)—and the sec-
ond dipeptidyl peptidase 4 (DPP4) inhibi-
tor to reach the market, BMS/AstraZeneca’s 
Onglyza (saxagliptin). The latter figure is in 
keeping with the trend for the past decade 
but is well below the annual tallies of small-
molecule drug approvals achieved during 
the mid- and late 1990s. Fifty-three new 
molecular entities gained approval in 1996, 
for example3. The Center for Biologics 
Evaluation and Research (CBER) also added 
several new enzyme replacement thera-
pies, recombinant proteins and new vac-
cines to the list of new biological products 
(Supplementary Table 1 and Fig. 2). Across 
the Atlantic, the European Medicine’s Agency 
(EMEA; London) also approved a sprinkling 
of novel biologic treatments (Box 3).

Human mAbs come of age
The new crop of mAbs represents a resound-
ing level of validation for the HuMab trans-
genic mouse technology developed by Nils 
Lonberg, initially at Palo Alto, California–
based GenPharm, and then at Medarex, 
which acquired GenPharm in 1997. The 
platform was further extended, after a cross-
licensing agreement with the Tokyo-based 
beer company Kirin, which had indepen-
dently developed a TransChromo mouse 
strain. UltiMab is based on so-called KM 
mice, bred from these two lines.

The four 2009 approvals bring to six the 
total of fully human mAbs on the market. 

bureaucratic delays can easily push an 
expected approval out of one year and into 
the next. It can thus be argued that, ‘spiritu-
ally’ at least, the interleukin-6 (IL-6) inhibitor 
Actemra (tocilizumab) belongs to the class 
of 2009. The drug, developed by Genentech, 
of S. San Francisco, California, and its par-
ent, Basel-based Roche, gained approval in 
January 2009 in the European Union for 
treating rheumatoid arthritis, where it is mar-
keted as RoActemra. Although US approval 
was expected to follow some time last year, 
the drug did not get across the finish line 
until January 11, 2010.

Notwithstanding these caveats, the real 
value of an annual headcount of new drug 
approvals lies in the comparison to the totals 
clocked up in previous years (Fig. 1). From 
that perspective, 2009 was at the upper end 
of performance in terms of new biologic 
drugs. The FDA’s Center for Drug Evaluation 
and Research (CDER) approved six novel 
biologic products in total (excluding H1N1 
vaccines; Box 2, Table 1), equal to the num-
ber achieved in 2003 and just one less than 
the seven approved in 2002, the best year so 
far of the new century. However, one of the 
2009 total, Dysport (abotulinum toxin A, 
approved for cervical dystonia), developed 
by Paris-based Ipsen, was first approved 
elsewhere as long ago as 1991. Although its 
molecular weight is much more variable 
(from 500–900 kDa), it is a similar molecule 

Last year was a vintage year for the bio-
pharmaceutical industry in two respects. 
Four monoclonal antibodies (mAbs) gained 
approval in 2009, representing the highest 
annual number in over a decade. Indeed, this 
tally equals the record, which was attained in 
1998 for several therapeutics that went on to 
become blockbusters, including Genentech’s 
Herceptin (trastuzumab, for breast cancer) 
and Centacor’s Remicade (infliximab, for 
autoimmune diseases)1. From a technologi-
cal perspective, it was Medarex that stole 
the show last year, although it is now part of 
Bristol-Myers Squibb (BMS), which splashed 
out $2.4 billion in cash for the Princeton, New 
Jersey–based biotech. Medarex’s UltiMab 
mAb platform, based on the expression of 
fully human immunoglobulin sequences in 
transgenic mice, underpinned all four mAb 
approvals logged during 2009.

“That is definitely unprecedented,” says 
Janice Reichert, editor-in-chief of mAbs, 
a new journal devoted to antibody thera-
pies, and senior research fellow at the Tufts 
Center for the Study of Drug Development, 
in Boston. “To have four approvals in the 
same year—exclusive of their types—is truly 
unusual.” In addition to these four mAbs, 
2009 also witnessed a slew of approvals for 
H1N1 influenza vaccines in response to the 
swine flu pandemic as well as the landmark of 
the first approval for a recombinant protein 
produced in a transgenic animal (Box 1).

A good vintage
The absolute number of new biologic drug 
approvals in any given year is an imperfect 
measure of the biopharmaceutical indus-
try’s level of innovation. The clinical impact 
of one highly innovative therapeutic may be 
of far greater significance than the arrival of 
several new additions to drug classes that 
are already well established; in this respect, 
Johnson & Johnson (J&J; New Brunswick, 
New Jersey) subsidiary Centocor’s (Malvern, 
Pennsylvania) Simponi (golimumab), 
approved last April, is the latest in a long 
line of anti–tumor necrosis factor (TNF-
α) inhibitors. Moreover, a single 12-month 
period can be an arbitrary time frame in 
which to measure approvals, as unpredictable  

Fresh from the biologic 
pipeline—2009
Human antibodies take center stage, as they pile up in the list of 
approved biologics in 2009. Cormac Sheridan reports.
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Copenhagen-based Genmab is another 
beneficiary of UltiMab’s recent coming of 
age. Formed in 1999 as a European spin-out 
from Medarex, Genmab also holds rights to 
the UltiMab platform, and it can lay direct 
claim to one of last year’s four antibody 
approvals, Arzerra (ofatumumab). It licensed 
the compound, an anti-CD20 mAb, to 
London-based GlaxoSmithKline in late 2006. 
The entire development process, from gener-
ating a hybridoma cell line to final approval, 
took seven years, seven months and five days, 
says Jan van de Winkel, Genmab’s chief sci-
entific officer. “That’s a record time.”

The drug, which gained approval for treat-
ing patients with chronic lymphocytic leuke-
mia (CLL), who have failed other therapies, 
is a competitor to an older, chimeric anti-
CD20 antibody, Rituxan (rituximab) from 
Genentech and Cambridge, Massachusetts–
based Biogen Idec, which also recently gained 
marketing approval for CLL. Arzerra, though, 
binds a different epitope on the B-cell CD20 
antigen, which results in more efficient acti-
vation of immune effector functions, such as 
antibody-dependent cellular cytotoxicity and 
complement activation, according to van de 
Winkel. “That’s very distinct from all other 
CD20 antibodies,” he says.

Genmab offers an alternative route to 
UltiMab-generated antibodies for companies 
that may, for competitive reasons, be unable 
or unwilling to partner with BMS. Genmab is 
not entitled to license the technology, but it 
can out-license antibodies it generates using 
the technology, unless Medarex has entered 
an exclusive agreement with a third party 
on a particular target—a practice it has not 
generally adopted up to now. “Of course, 

antibody-drug conjugate technology that 
extends the range of applications for human 
antibody–based drugs,” Lonberg says. For 
example, MDX-1203, an anti-CD70 antibody 
conjugated via a peptide-based linker to a 
prodrug of CC-1065 (rachelmycin), entered 
phase 1 testing for advanced/recurrent renal 
cell carcinoma and relapsed/refractory B-cell 
non-Hodgkin’s lymphoma last July.

Before 2009, Amgen’s Vectibix (panitu-
mumab), an inhibitor of epidermal growth 
factor receptor approved for colon cancer, 
and Humira (adalimumab), a TNF-α inhib-
itor marketed by Abbott Laboratories, of 
Abbott Park, Illinois, for autoimmune dis-
orders, were the sole representatives of this 
category. Vectibix was generated by means 
of the XenoMouse technology developed 
by Abgenix, of Fremont, California, and 
now owned by Amgen, of Thousand Oaks, 
California. Humira’s origins lie in the phage 
display technology developed by Cambridge 
Antibody Technology, of Cambridge, UK, and 
now owned by AstraZeneca, of London.

And there’s more to come. “The four drugs 
approved in 2009 really represent only the 
tip of the iceberg for our transgenic mouse 
platform. There are a lot of exciting drugs 
behind these in clinical development, and we 
continue to use the platform for drug dis-
covery,” says Lonberg, now senior vice presi-
dent, biologics discovery at BMS. UltiMab’s 
new owner is continuing to invest in further 
development of the platform. “We continue 
to make new strains of engineered mice 
that add to the basic platform, but, just as 
important, we also continue to invest in the 
infrastructure necessary to characterize and 
identify lead drugs derived from the mice. 
And we have developed our own proprietary 

Box 1  Waiting in the wings

three years after gaining approval in europe for its recombinant version of human 
antithrombin, an anti-coagulant secreted in the milk of transgenic goats (Capra aegagrus 
hircus), GtC Biotherapeutics of Framingham, Massachusetts, finally secured us approval 
for Atryn as well, from CBer. the drug approval—and an associated approval by the 
FDA’s Center for Veterinary Medicine of the recombinant DnA construct present in the 
animals—followed the publication in January 2009 of the agency’s final guidance on the 
regulation of transgenic animals in commercial use. Atryn, which inhibits the activity of 
the coagulation proteins thrombin, factor Xa and factor IXa, is aimed at patients with 
hereditary antithrombin deficiency, a rare autosomal dominant disorder, which can lead to 
the formation of life-threatening blood clots. Although normal blood thinners can be used 
for routine therapy, antithrombin is indicated for patients undergoing surgery or before, 
during or after childbirth.

Although now commonplace in biomedical research, the use of transgenic animals 
for ‘pharming’ or protein production has, so far, remained a fringe area. the world’s first 
transgenic mammal, a bull called Herman, genetically engineered to produce offspring 
expressing the human protein lactoferrin, was born in the netherlands two decades 
ago. Although he died in 2004, the product is still undergoing development—as a 
nutraceutical. Herman’s owner, Leiden-based Pharming—whose roots lie in the european 
operations of GenPharm International—is still seeking regulatory approval for rhucin, 
a C1 esterase inhibitor produced in the milk of transgenic rabbits, in development for 
hereditary angioedema patients.

GtC is positioning its platform as a highly scalable, “game-changing” technology, with 
the potential to produce ‘biosimilar’ and ‘biobetter’ antibodies in large quantities. For now, 
however, adoption of transgenic animals as drug bioreactors remains limited, according 
to Janice reichert, of the tufts Center for the study of Drug Development. “there are not 
many people doing work in the transgenic animal area,” she says. CS
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p35 and the IL-23 p19 subunits recognize 
different receptors and activate alternative 
inflammatory pathways. IL-12 is associ-
ated with a T-helper (Th) type 1 response 
(Th1), whereas IL-23, which has variously 
been described as the master switch in both 
psoriasis and Crohn’s, is associated with a 
Th17 response. Stelara has gained approval 
initially as a treatment for plaque psoriasis, 
but studies in Crohn’s disease and psori-
atic arthritis are also underway. However, 
the molecule failed to demonstrate efficacy 
in multiple sclerosis4. Its long-term safety 
profile is not well understood, either. The 
FDA approval required J&J to put in place 
a Risk Evaluation and Mitigation Strategy 
to evaluate and mitigate the risk of serious 
infection, malignancy and the development 
of reversible posterior leukoencephalopathy 
syndrome, a neurological condition associ-
ated with taking chemotherapy and trans-
plant rejection drugs.

complex involved in regulating the inflam-
matory response. The mutation results in 
a damaging overproduction of IL-1β. The 
antibody also has potential in systemic 
juvenile idiopathic arthritis, and more com-
mon disorders, such as some forms of gout, 
chronic obstructive pulmonary disorder and 
type 2 diabetes. But Fishman sees value—
commercial as well as clinical—in addressing 
rare disorders in any case. “I believe at the 
end of the day, it’s almost inevitable you will 
make a profit on a good medicine.”

J&J’s Centocor Ortho Biotech arm can 
claim another two of the six biologic approv-
als, one of which, Stelara (ustekinumab), 
is a first-in-class drug. It inhibits the pro- 
inflammatory cytokines IL-12 and IL-23 by 
binding the p40 subunit common to each. 
That prevents their binding to the cell-surface 
receptor chain, IL-12 β1, and triggers their 
respective immunological cascades. The two 
cascades are ultimately distinct, as the IL-12 

BMS can make a corporate decision to make 
the platform less available, but that should 
not apply to Genmab,” van de Winkel says. 
“Contractually, we have access to the plat-
form.”

That access—coupled with Genmab’s focus 
on drug discovery and development instead 
of sales and marketing—should ensure that 
the UltiMab technology becomes more 
widely disseminated than the XenoMouse 
platform, over which Amgen has kept a 
tight rein since its $2.2 billion acquisition 
of Abgenix. A second XenoMouse-derived 
human mAb, Prolia (denosumab), which 
Amgen also plans to commercialize, could 
join Vectibix on the market very shortly. 
The FDA is due to complete its review of 
an application for the drug’s approval as an 
osteoporosis treatment by July 25. But there 
are no XenoMouse-derived antibodies in 
late-stage development at other firms.

To market, to market
All of the antibodies approved in 2009 are 
being commercialized by large pharmaceu-
tical companies. Ilaris (canakinumab), an 
interleukin-1β inhibitor, was fully developed 
in-house at the Boston headquarters of the 
Novartis Institutes of Biomedical Research 
(NIBR). Ilaris is not a first-in-class drug, 
as two other IL-1β inhibitors already exist. 
Kineret (anakinra), a recombinant version of 
the naturally occurring protein IL-1 recep-
tor antagonist, was originally developed by 
Amgen and is now marketed by Stockholm-
based Orphan Biovitrum. The fusion protein 
Arcalyst (rilonacept), an IL-1 trap that acts as 
a soluble decoy receptor, is also marketed by 
Regeneron Pharmaceuticals, of Tarrytown, 
New York.

Ilaris is, however, the first antibody to be 
successfully developed against the target. “It 
is very specific and has a very long half-life 
and can suppress IL-1 for many months,” says 
NIBR president Mark Fishman. “That’s what 
we know is different from the other two.” Its 
development path is emblematic of the drug 
development philosophy Fishman espouses, 
which is based on gaining rapid approval 
in a rare condition before gaining further 
approvals in broader indications that have a 
similar underlying molecular mechanism.

Ilaris has initially gained approval in 
familial cold auto-inflammatory syndrome 
and in Muckle-Wells syndrome, two of the 
three disorders of the innate immune system 
collectively known as cryopyrin-associated 
periodic syndrome. The condition is caused 
by an autosomal dominant mutation in 
NLRP3, which encodes cryopyrin, an acti-
vator of the inflammasome, a multiprotein 

Box 2  Pandemic vaccines and beyond

Vaccine r&D at multinationals, such as Paris-based sanofi-aventis, GlaxosmithKline 
(GsK), Merck and wyeth, of Madison, new Jersey, continues to experience something of 
a renaissance, with global sales reaching $38 billion last year. with the emergence of the 
threat of an H1n1 influenza pandemic, several companies obtained approvals for egg-
cultured, inactivated vaccines, including both a monovalent and trivalent vaccine (Agriflu) 
from novartis, and monovalent vaccines from GsK subsidiary ID Biomedical, sanofi-
aventis and CsL Behring. In september, AstraZeneca’s subsidiary MedImmune gained 
approval for a live H1n1 Flumist vaccine. Further afield, Beijing-based sinovac Biotech 
also received approval for an H1n1 vaccine from the Chinese authorities.

A number of companies also successfully launched vaccines against other 
pathogens. GsK’s Hiberix, a Haemophilus influenzae type b conjugate vaccine 
was approved for meningitis last August. the same company’s Cervarix—a vaccine 
comprising human papilloma virus types 16 and 18 in L1 virus-like particles that has 
been long touted as a competitor for Merck’s Gardasil vaccine—finally received FDA 
approval in October. seven months earlier, Vienna-based Intercell Biomedical’s Ixiaro 
(Japanese encephalitis sA14-4-2 virus vaccine) was approved for the prevention of 
Japanese encephalitis disease. Andrew Marshall

Table 1  Recombinant biologic approvals in 2009a

Company/partner Product Indication

Centocor Ortho Biotech simponi; human mAb specific for 
tnF-α

rheumatoid arthritis, psoriatic arthritis 
and ankylosing spondylitis

Genzyme Atryn (antithrombin III); recombinant 
antithrombin III, produced in trans-
genic goats

Blood clots in patients with antithrombin 
deficiency

Fresenius Biotech and 
trIOn Pharma

removab; rat/murine bispecific mAb 
with one arm specific to epCAM and 
the other to CD3

Approved in europe for malignant 
ascites in patients with epCAM-positive 
carcinomas

novartis Ilaris; human mAb specific for IL-1β Cryopyrin-associated periodic syndromes

Centocor Ortho Biotech stelara; human mAb specific for the 
p40 subunit of IL-12

Moderate-to-severe plaque psoriasis

GsK Arzerra; human mAb specific for CD20 CLL

Dyax Kalbitor; plasma kallikrein inhibitor Hereditary angioedema
aFor a more complete list, see Supplementary Table 1.
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Berinert, a plasma-derived version of C1 
esterase inhibitor.

In mainstream indications, however, the 
dominance of mAbs on the list of biologic 
approvals is set to continue. “The rate of 
entry [of antibodies] into clinical studies 
has gone up very dramatically since the late 
1990s,” says Reichert. Back then, less than 20 
were entering the clinic annually, whereas 
around 40 antibodies are doing so at pres-
ent. The equivalent figures for other types of 
recombinant proteins have remained “pretty 
flat” in contrast, she says. The current clinical 
pipeline of biologic drugs includes 240 mAbs 
and 120 proteins in various other categories, 
including alternative scaffolds, fusion pro-
teins and recombinant versions of naturally 
occurring plasma proteins. Based on previ-
ous success rates of ~20%—and on typical 
development timelines of seven to eight 
years—she estimates that an additional 48 
mAbs could reach the market within that 
time frame. “In seven or eight years, will we 
have 48 more? That’s an open question. If it 
happens, that would be pretty good.”

Cormac Sheridan, Dublin

Note: Supplementary information is available on the 
Nature Biotechnology website.
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newcomer: Cimzia (certolizumab pegol), a 
pegylated Fab' antibody fragment, marketed 
by UCB, of Brussels. Stelara, which is admin-
istered by subcutaneous injection, can, like 
Cimzia, be self-administered by patients. It 
also offers a more convenient dosing sched-
ule than other TNF-α inhibitors, as only five 
injections per year are necessary. However, 
it is not expected to offer significant clini-
cal advantages over its longer-established  
competitors5.

More to come
Apart from Ipsen’s Dysport, the only other 
recombinant protein to gain CDER approval 
in 2009 was Kalbitor (ecallantide), developed 
by Cambridge, Massachusetts-based Dyax for 
treating acute attacks of hereditary angioe-
dema, a condition caused by a deficiency in 
C1 esterase inhibitor, which normally damp-
ens the complement cascade. CSL Behring, 
of King of Prussia, Pennsylvania, gained 
CBER approval in the same indication, for 

“We have already compiled three years of 
safety data from our ongoing five-year pso-
riasis studies, and these results have dem-
onstrated a high level of efficacy in patients 
with moderate to severe psoriasis with a 
favorable benefit-risk profile,” says Centocor 
Ortho Biotech spokesman Brian Kenney. 
“Additional data from these five-year trials, 
as well as data from other ongoing trials in 
psoriasis, psoriatic arthritis, Crohn’s disease 
and sarcoidosis, will aid in establishing the 
long-term safety profile of Stelara.”

Simponi, J&J’s second biologic to gain 
approval in 2009, is the fifth TNF-α inhibitor 
to reach what is now a lucrative but crowded 
market. It is going up against several mature 
product franchises, including Amgen’s 
Enbrel (etanercept), Abbott’s Humira and 
Remicade, marketed in the US by J&J and 
in Europe by Merck of Whitehouse Station, 
New Jersey, following its acquisition of 
Kenilworth, New Jersey–based Schering-
Plough. It is also pitted against a more recent 

Box 3  Biologics at the EMEA

Although many companies have traditionally targeted the us market for approval of novel 
products, others have chosen the european Medicine Agency (eMeA) in London as the 
starting point. For example, Fresenius Biotech of Homburg, Germany and Munich-based 
trIOn Pharma obtained approval for removab (catumaxomab) from the eMeA last April 
for the treatment of malignant ascites in individuals with epithelial cell adhesion molecule 
(ep-CAM)-positive carcinomas. removab is a product of trIOn’s bispecific mAb program. 
It is rat/murine bispecific mAb with one arm specific to epCAM and the other to CD3. 
As well as bringing CD3+ t-cells into proximity with epCAM+ epithelial tumor cells, it is 
also thought to function via the interaction of its Fc fragment with FcγrI/III on accessory 
immune cells. Last June, the eMeA also approved a cell therapy from Leuven, Belgium–
based tiGenix for cartilage defects of the femoral condoyle of the knee. the therapy, 
ChondroCelect, is prepared by extracting chondrocytes from a healthy region of a patient’s 
cartilage; these are then expanded ex vivo and then re-implanted surgically. AM
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York, 58% of Medicare fee-for-service AMD 
patients get Avastin, and only 42% get Lucentis. 
Reports to date suggest Avastin is just as effec-
tive as Lucentis, and an ongoing National Eye 
Institute–sponsored head-to-head study should 
provide definitive data.

Either way, VEGF blockade dominates wet 
AMD treatment. Lucentis earns Genentech 
>$2 billion a year, a franchise destined to grow, 
as roughly one in three people will be affected 
to some degree by AMD by age 75. A similar 
story is now playing out in diabetic macular 
edema (DME), present in 9% of people with 
diabetes over the age of 45. With four separate 
phase 3 trials nearing completion, the com-
munity is optimistic that Lucentis is superior 
to laser photocoagulation. “Everybody thinks 
that it is likely to be effective [for DME],” says 
Frank. Ophthalmologists already use Avastin 
for DME.

There are few cases in modern medicine 
where a treatment has so quickly and thoroughly 
transformed a field as anti-VEGF antibodies in 
retinal disease. It’s a startling vindication of 
Judah Folkman’s longstanding faith in the anti-
angiogenesis approach.

A crowded pipeline 
But anti-VEGF is not the last word in these 
diseases. Although the success of Lucentis and 
Avastin has led some companies to shut down 
their ophthalmology programs, it has given 
birth to many others. About 40 compounds are 
in development for retinal diseases (Table 1).  
The market opportunity is there, because 
Lucentis and Avastin have several problems. One 
is the need for monthly injections into the eye. 
This can lead to endophthalmitis, a devastating 
infection that can destroy the eye. It also risks 
hemorrhage or retinal detachment. The more 
injections, the higher the risk.

Less frequent injection is the explicit prom-
ise of VEGF Trap (aflibercept), from Regeneron 
Pharmaceuticals in Tarrytown, New York. VEGF 
Trap consists of domains from both VEGF 
receptors 1 and 2 fused to an IgG backbone, and 
it binds VEGF-A—the VEGF family member 
most often implicated in angiogenesis—much 
more strongly than Lucentis, Avastin or VEGF-
A’s native receptor. And, unlike Lucentis, it also 
binds VEGF-B and placental growth factor, 
which appears to play a role in angiogenesis in 
the eye and inflammation. The dose is four times 
that of Lucentis. “The fact of a higher dose, a 
greater potency and [that it affects] other VEGF 
family members give theoretical advantages to 
VEGF Trap,” says Peter Campochiaro, an oph-
thalmologist at Johns Hopkins University. Two 
phase 3 head-to-head trials against Lucentis in 
wet AMD are nearly complete.

Regeneron hopes that VEGF Trap, because of 

forward Lucentis (ranibizumab), a Fab fragment 
of Avastin, hypothesizing that the smaller mol-
ecule would better penetrate the retina than the 
full-length antibody.

The phase 3 results of Lucentis in AMD, 
reported in 2005, stunned the ophthalmology 
community1. “It was a field littered with failed 
therapies,” recalls Adamis. “So…even I, who 

had seen animal data, was surprised by how 
well it worked.” In the two trials, 34% and 40% 
of AMD patients on Lucentis improved their 
vision by three lines or more on an eye chart, 
compared with 5% and 6% for sham injections 
and photodynamic therapy, respectively. Almost 
all Lucentis patients had vision improvement 
or stabilization—some even recovered 20/20 
vision—whereas most on the control arms lost 
vision. “The difference is as dramatic as almost 
anything one sees in any medical or scientific 
publication,” says Robert Frank, an ophthalmol-
ogist at Wayne State University in Detroit.

The FDA approved Lucentis in June 2006. By 
then, ophthalmologists en masse were already 
using Avastin off-label to treat AMD, with the 
help of compounding pharmacies, which can 
safely divide up a standard vial of Avastin into 
small doses for eye injection. A Lucentis injec-
tion costs >$2,000, compared with <$50 for 
Avastin. Genentech in vain has tried to discour-
age Avastin use in the eye. According to data pre-
sented at the fall 2009 Retina Congress in New 

Long neglected by the drug industry, the eye is 
now a favored target for new drugs, especially 
novel biological therapies. The stunning success 
five years ago of anti-angiogenic therapy in the 
neovascular (wet) form of age-related macu-
lar degeneration (AMD) has accelerated drug 
development for retinal pathologies, which each 
year condemn millions to blindness.

As a largely self-contained organ that offers 
easy access and partial immune privilege, the eye 
is prized as a testing site for novel biologics. At 
the same time, research is demystifying AMD 
and other retinal diseases. “There’s been a revo-
lution in retinopharmacology,” says Anthony 
Adamis, vice president and global head of oph-
thalmology at Genentech in S. San Francisco, 
California. “The science has matured.”

Folkman’s other legacy
Anti-angiogenesis therapy has encountered far 
greater success in retinal disease than in cancer. 
In 1948, ophthalmologist Isaac Michaelson 
hypothesized that a soluble ‘factor X’ produced 
in the retina was the main cause of the new blood 
vessel growth, a hallmark of retinal degeneration 
in diabetes. In the early 1960s surgeon Judah 
Folkman originated the angiogenesis concept in 
cancer and postulated that tumors secrete some-
thing that recruits new blood vessels. Folkman 
called it TAF, for tumor angiogenesis factor. He 
speculated almost 40 years ago that TAF and fac-
tor X were the same thing.

It proved to be vascular endothelial growth 
factor (VEGF). Discovered twice in the 
1980s—first as ‘vascular permeability factor’ 
and then separately as a stimulator of angio-
genesis—VEGF soon became the main factor 
X suspect. In the mid-1990s, work by Adamis in 
Folkman’s laboratory and by others confirmed 
VEGF as the cause of new blood vessel growth 
in diabetic eyes. By then, it was clear that TAF 
was also VEGF.

Researchers at Genentech led by Napoleone 
Ferrara, who had cloned VEGF, set about devel-
oping anti-VEGF antibodies for retinal diseases 
as well as for cancer. In 2004, the US Food and 
Drug Administration (FDA) approved Avastin 
(bevacizumab) for colorectal cancer, but treat-
ment extends median survival less than five 
months. In the meantime, Genentech brought 

Biotech in a blink
The eye, and particularly the retina, has become a favored testing 
ground for new biologic drugs. How well novel nucleic acid and 
cellular therapies work in retinal disease could determine their 
expansion to other indications. Ken Garber reports.

Retina showing age-related macular degeneration 
(AMD). (Macula is bright area in center.) AMD is 
the leading cause of vision loss in the developed 
world.
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a photosensitive derivative of vitamin A essen-
tial for the conversion of light into neuronal 
signaling. Photoreceptors, which capture visual 
information and transmit it to the brain, remain 
mostly intact, and gene therapy in LCA succeeds 
by simply restoring the visual cycle. “To try to 
translate that finding into other eye diseases, and 
in fact other diseases in general, is a big leap,” 
says Tolentino. 

Genzyme is taking on the challenge of 
AMD gene therapy in a phase 1 trial of soluble 
Flt1 (VEGF receptor 1) delivered by adeno- 
associated virus. Expressed by retinal cells, the 
soluble receptor binds VEGF and inhibits new 
blood vessel formation in the choroid. The com-
pany, as of late February, was screening candi-
dates and expected to soon start dosing patients. 
The Cambridge, Massachusetts–based company 
reported efficacy lasting five months in a primate 
model, and began enrolling patients in March.

Meanwhile, Oxford BioMedica in Oxford, 
UK, plans to begin clinical trials this year with 
lentiviral delivery of the angiogenesis inhibitors 
angiostatin and endostatin in AMD and diabetic 
retinopathy, in collaboration with Paris-based 
Sanofi-aventis. A trial for gene replacement 
in Stargardt’s disease, a single-gene disorder 
(caused by mutations in a gene for transporter 
of Vitamin A intermediates), is also imminent.

Focusing beyond VEGF
Many companies are now looking beyond 
VEGF, because VEGF blockade does not arrest 
the underlying disease. “It appears that once 
VEGF is upregulated, in most patients it con-
tinues, so you have to continue to block it,” says 
Campochiaro.

Another concern is that long-term angiogen-
esis inhibition may have harmful side effects not 
only in the eye (retinal survival depends on a 
constant blood supply) but also elsewhere (e.g., 
the heart, in ischemic conditions like heart dis-
ease) if inhibitors leak into the systemic circula-
tion. VEGF blockade could also interfere with 
neurotrophic and neuroprotective functions of 
the growth factor observed in animals4. Such 
side effects have not been reported in humans, 
but it’s still early.

Insights from genetics and molecular biology 
are clarifying our understanding of why AMD 
occurs and providing new targets. The general 
picture is this: Some triggering event leads to 
the deposition of cellular and acellular debris 
in Bruch’s membrane, which separates the RPE 
from the choroid, the supplier of blood to the 
outer layers of the retina. (The RPE in turn 
blankets the retina’s photoreceptors.) Debris 
deposition leads to the formation of drusen, 
yellow deposits of protein and lipid materials, 
along the RPE. In 2000, complement proteins 
were found in the drusen of donor eyes. “That 

tions than current antibody therapy.
Both siRNA trials were terminated last year. 

In a terse press release in March, Opko reported 
that an independent data monitoring commit-
tee had recommended termination, and in May 
Allergan quietly returned AGN-745 to Merck, 
which had bought Sirna in 2006. Neither drug 
is now in development.

Because clinical results for the drugs have 
not been published, reasons for their demise 
are unknown. (Opko did not respond to phone 
queries, and Allergan says only that its drug was 
safe but ineffective.) One big issue for siRNA is 
target tissue penetration, but Opko published 
data in 2008 showing that bevasiranib, injected 
into the vitreous of rabbit eyes, reached high 
concentration in the retina, and Sirna published 
similar results in mice. Durability of effect is a 
more likely reason for failure. Allergan’s siRNA, 
in mice, disappeared from the retina after five 
days. Campochiaro, who did preclinical work 
on the drug, says “How can this possibly work 
when you inject it into the eye, the effect only 
lasts five days?” Yet Allergan took the drug to 
phase 2. “I saw some of the results of that phase 
1 study,” says Campochiaro. “Basically there was 
nothing there.”

Campochiaro considers naked siRNA 
impractical for anything but short-term acute 
problems. Tolentino, who invented bevasiranib, 
says the drug’s effects should persist via activa-
tion of the RNA-induced signaling complex. But 
he doesn’t know why it failed in phase 3.

Eyes on gene therapy
Gene therapy is another experimental approach 
that, in theory, could provide a long-term solu-
tion—perhaps even a cure. The eye is an attrac-
tive place to deliver gene therapy vectors, mostly 
because it’s a largely self-contained organ. The 
blood-retina barrier mostly keeps the drug in 
and the immune system out, and the transpar-
ency of the cornea, lens and intraocular fluid 
allow close monitoring of effects.

The eye has provided the setting for one of 
gene therapy’s biggest successes. Jean Bennett’s 
group at the University of Pennsylvania in 
Philadelphia, beginning in 2007, gave a single 
subretinal shot of an adeno-associated virus vec-
tor carrying the gene encoding RPE65 (retinal 
pigment epithelium 65 kDa protein) to the eyes 
of 12 people with Leber’s congenital amauro-
sis (LCA). LCA is a rare progressive inherited 
disorder that leads to blindness by early adult-
hood. Last year, Bennett’s group reported that 
all patients regained visual function, some dra-
matically3.

The spectacular success of the LCA trial, 
though, will be hard to repeat for AMD. In 
LCA, mutations in RPE65 disable the “visual 
cycle,” the enzymatic recycling of 11-cis-retinal, 

its high binding affinity for VEGF, can be given 
every two months and still match monthly 
Lucentis in efficacy. If that schedule pans out, 
VEGF Trap only needs to be as good as Lucentis 
to seize market advantage. That outcome is not a 
foregone conclusion. VEGF Trap “is not a slam-
dunk, like VEGF [blockade] was,” says Michael 
Tolentino, a researcher at the Center for Retina 
and Macular Disease in Winter Haven, Florida. 
But the VEGF Trap phase 3 results are eagerly 
awaited. A new drug application filing in wet 
AMD is possible early next year. FDA approval 
will likely lead to a fierce marketing war between 
Regeneron and Roche/Genentech.

Another strategy is to induce blood vessel 
regression. VEGF blockade can halt angiogen-
esis and plug vessel leakage, but doesn’t elimi-
nate those vessels—one reason for the need 
for constant retreatment. Pericytes, supporting 
cells that appear around small blood vessels, are 
recruited late in the angiogenesis process and 
are dependent on platelet-derived growth factor 
(PDGF)2. Combining a PDGF or PDGF recep-
tor inhibitor with a VEGF inhibitor is now being 
tried for AMD. Anti-PDGF treatment strips off 
the pericytes, Tolentino explains, “and you have 
the endothelial cells that are left over, which 
are sensitive to anti-VEGF inhibition.” Several 
small molecules and biologicals are in the clinic 
(Table 1).

Extended release devices, ranging from tiny 
capsules to intraocular gels, could eventually 
solve the frequent injection problem. They are 
already used to deliver steroids to the eye. But 
delivery of proteins is much harder because 
proteins tend to oxidize and denature over 
time. “That’s the dogma, but progress is being 
made on that front,” says Adamis. Genentech is 
collaborating with SurModics in Eden Prairie, 
Minnesota, on a sustained delivery Lucentis 
formulation, and other companies are pursu-
ing their own technologies.

siRNA: abandon all hype
One great hope for a more durable AMD ther-
apy was RNA interference (RNAi). The 2001 dis-
covery that 21-nucleotide RNA duplexes could 
specifically silence mammalian genes immedi-
ately raised the prospect that siRNAs could treat 
disease. RNAi companies soon looked to the eye 
for proof of principle. By 2007, two siRNA mol-
ecules, bevasiranib from Opko Health in Miami 
(which had acquired Acuity Pharmaceuticals) 
and AGN-745 from Allergan of Irvine, California 
(licensed from Sirna), were in phase 3 and phase 
2, respectively, for wet AMD. Bevasiranib, which 
targets VEGF, was the first RNAi therapeutic 
tested in humans, and the first to reach phase 
3. AGN-745 targets the VEGF receptor. The 
explicit hope for bevasiranib was for long-term 
suppression of VEGF and less frequent injec-
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the wet form, in dry AMD the photoreceptors 
just wither and die for unknown reasons. Dry 
AMD, in its late stages, produces ‘geographic 
atrophy’: patterned patches of retinal degen-
eration that appear almost exclusively in the 
macula, and lead to vision loss.

And dry AMD pathology progresses, even in 
the wet form of the disease. Some ophthalmol-
ogists worry that anti-VEGF therapy makes 
things worse. “Does anti-VEGF therapy actively 
accelerate the growth of dry AMD? No,” says 
Rosenfeld. “Geographic atrophy appears to 
progress exactly as you would anticipate based 
on the natural history of the disease.” The bad 
news, though, is that anti-VEGF treatment is 
not likely to stop geographic atrophy in the 
long run—a growing issue as patients go out 
several years on Lucentis or Avastin. “Vision 
loss from dry AMD will eventually erode the 
visual acuity benefits of anti-VEGF therapy 
over time,” says Rosenfeld.

One possible solution is cell therapy. Many 
research groups—and some companies—are 
working on systems to transplant stem cells 
of various types and differentiation states into 
the human retina to treat AMD. As with gene 
therapy, the eye is an excellent site for stem cell 
transplantation, because of its transparency and 

2007 for a rare blood disorder—and many ques-
tions await answers, including which comple-
ment protein to target, and how to block it.

The most important question is whether 
complement inhibition will work at all in AMD. 
“The scientific data [on AMD causality] is com-
pelling,” says Philip Rosenfeld, an ophthalmolo-
gist at the University of Miami. “The question is 
whether inhibiting complement at this late stage 
will modify progression of disease.” Tolentino 
has his doubts. “It’s difficult to stop this pathway, 
depending on when you get it,” says Tolentino. 
“Have you ever tried to stop an explosion by 
capturing all the shrapnel?”

Complement inhibitors “will demonstrate 
some effect,” predicts Campochiaro. “It’ll be 
really fortunate if that effect can be on the neo-
vascular form of the disease because it’s going 
to be extremely difficult and time consuming 
to show that [they alter] the degenerative form 
of the disease.”

Embryonic stem cells on trial
This degenerative form, known as atrophic 
or dry AMD, comprises ~90% of cases, and 
there is no treatment, although the disease 
progresses more slowly than wet AMD. Instead 
of new blood vessels forming and leaking as in 

was one of the early indicators that maybe 
there’s some sort of inflammatory process 
that’s going on in the genesis of drusen,” says 
Campochiaro.

The drusen damages Bruch’s membrane and 
the RPE so new blood vessels in the choroid can 
invade the retina. In wet AMD, leakage from 
these new vessels disrupts vision in the macula, 
the central portion of the retina responsible for 
high-resolution visual acuity. Finally, fibrotic 
scarring and photoreceptor damage lead to 
vision loss, including blindness. VEFG blockade 
decreases leakage from the new blood vessels, so 
that the retina dries out and vision recovers.

In 2005, three groups, using different meth-
ods, including the first successful genome-wide 
association study, strongly implicated comple-
ment factor H mutations in AMD. Follow-up 
studies found three more complement-related 
AMD genes. Together, the four genes account for 
most of the genetic risk of the disease.

The overwhelming evidence implicating 
complement has driven a new race to develop 
complement inhibitors for AMD. At least two 
companies have complement inhibitors in clini-
cal trials (Table 1), with perhaps a half-dozen 
others at earlier stages. This is a new field—the 
first complement inhibitor was approved only in 

Table 1  Selected investigational therapies for retinal disease
Company Agent Mechanism Indication Stage

Roche/Genentech, novartis (outside us) Lucentis Anti-VeGf fab fragment wet AMD  
DMe

Approved 2006 
Phase 3

eyetech (Palm Beach Gardens, florida)/
Pfizer

Macugen (pegaptanib) Anti-VeGf165 aptamer wet AMD  
DMe

Approved 2004 
Phase 3

Regeneron VeGf trap-eye Anti-VeGf soluble receptor wet AMD  
CRVO

Phase 3

neurotech (Lincoln, Rhode Island) nt-503 encapsulated Ctnf Dry AMD/GA Phase 2 complete

GlaxosmithKline (Philadelphia) Gw786034 (pazopanib) Kinase inhibitor targeting VeGf, 
PDGfR and c-kit

wet AMD Phase 2

Ophthotech (Princeton, new Jersey) e10030 Anti-PDGf aptamer wet AMD Phase 1

Alexion Pharmaceuticals  
(Cheshire, Connecticut)

soliris (eculizumab) Anti-complement component 5 (C5) 
monoclonal antibody

Dry AMD/GA Phase 2

Quark Pharmaceuticals  
(fremont, California)/Pfizer

Pf-04523655 siRnA targeting tRP801 wet AMD  
DMe

Phase 2 
Phase 2

Potentia (Louisville, Kentucky)  
Alcon (fort worth, texas)

POt-4 Peptide inhibitor of C3 wet AMD Phase 1 complete

Ophthotech ARC1905 Anti-C5 aptamer wet AMD  
Dry AMD

Phase 1 
Phase 1

Genzyme AAV2-sfLt01 soluble VeGf receptor gene therapy AMD Phase 1

Genentech anti-factor D Anti-complement factor D antibody Dry AMD/GA InD submitted

Centocor (Johnson & Johnson;  
Radnor, Pennsylvania)

hutC Human umbilical tissue–derived cells Retinitis pigmentosa Phase 1 complete

Advanced Cell technology  
(worcester, Massachusetts)

hesC-derived RPe RPe cell therapy stargardt’s macular dystrophy InD submitted

Optherion (new Haven) rCfH Recombinant complement factor H AMD Preclinical

Oxford Biomedica/sanofi-aventis Retinostat endostatin, angiostatin gene therapy wet AMD Preclinical

university College London/Pfizer hesC-derived RPe RPe cell therapy AMD Preclinical

AAV, adeno-associated virus; AMD, age-related macular degeneration; DMe, diabetic macular edema; CRVO, central retinal vein occlusion; Ctnf, ciliary neurotrophic factor; 
hesC, human embryonic stem cell; GA, geographic atrophy; InD, investigational new drug; PDGf, platelet-derived growth factor; RPe, retinal pigment epithelium; VeGf, 
vascular endothelial growth factor.

news  fe Atu Re
©

 2
01

0 
N

at
u

re
 A

m
er

ic
a,

 In
c.

  A
ll 

ri
g

h
ts

 r
es

er
ve

d
.



314 volume 28   number 4   aPrIl 2010   nature biotechnology

tions; and that extensive and redundant testing 
for pathogens and contaminants takes place 
throughout the process. And neither ACT 
nor the London Project have seen any sign of 
teratomas or other abnormal proliferation in 
animal models. “We can count 10,000 cells and 
say there’s not a single embryonic stem cell,” 
says Lanza. But only human trials can silence 
these doubts.

Another theoretical concern is the potential 
immune response to transplanted allogeneic 
cells, because the eye is not completely immu-
noprivileged. In wet AMD, the blood-retinal 
barrier is breached owing to leaking blood 
vessels—one reason ACT plans to target the 
dry form instead. ACT’s Stargardt’s patients 
will receive a six-week course of moderate 
immunosuppression to start. “The hope is that 
this is just a precaution that is unnecessary,” 
says Lanza.

Delivery method remains an unresolved 
issue. ACT is injecting its cells subretinally, and 
the cells then attach to Bruch’s membrane and 
form a new RPE layer. This should work well 
in Stargardt’s, where the Bruch’s membrane is 
intact, and it’s one reason ACT has chosen that 
indication first. (It’s also an orphan disease.) 
But in AMD the Bruch’s membrane is damaged. 
“If you just inject cells in the subretinal space 
(that is, on the Bruch’s membrane) then you 
don’t get good survival or adhesion or polar-
ization of the RPE,” says Coffey. Coffey’s group 
plans to implant an engineered patch lined with 
RPE cells into the back of the eye. That’s a more 
involved procedure than simple injection of the 
cells, which Lanza points out works in animal 
models. “They’re attaching,” he says. But ACT is 
exploring other approaches just in case.

These pending trials are more important 
for proving that stem cell therapy works than 
for any real market impact. A therapy for 
general use is many years away. But the stem 
cell trials, along with those testing the many 
other novel therapies for retinal disease, are 
an indication of the risks companies are will-
ing to take to succeed in the eye, now that the 
potential payoff is clear. “The Lucentis results 
showed us what was possible,” says Robert 
Vitti, Regeneron’s head of ophthalmology. 
“Sometimes you need that science to think 
beyond the present.”

Ken Garber, Ann Arbor, Michigan
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neural network. “It’s a much more complex 
replacement strategy,” says Coffey. The beauty 
of RPE, he says, is that it’s a single layer of cells 
in a nonneuronal tissue. Human autologous 
RPE transplants have already demonstrated that 
replacement RPE cells can engraft and function. 
The limitation of RPE transplantation is that it 
will probably only work in individuals who still 
have intact photoreceptors.

The other crucial decision is cell source. 
Inducible pluripotent stem (iPS) cells are one 
well-publicized option. The 2006 discovery 
that fibroblasts could be dedifferentiated back 
into stem cells using only four virally trans-
duced transcription factors bypasses ethical 
issues. And using the patient’s own cells would 
get around possible immune rejection. The 
involvement of viral vectors is problematic 
for human transplantation, and redifferentia-
tion into the cell of choice is difficult, although 
these technical problems will probably be 
solved. But “to produce those cells to a clini-
cal grade standard, for an individual, would 
be immensely expensive,” says Coffey. A recent 
study showed that the iPS cells don’t expand as 
efficiently or uniformly into neuronal cells as 
hESCs6. And reprogramming may only go back 
so far, with no guarantee that the transplanted 
cells won’t carry the same genetic defects that 
led to the disease in the first place.

Partially differentiated adult hematopoi-
etic stem cells (HSCs) are another possibility. 
At least one group has, using a viral vector, 
genetically reprogrammed mouse HSCs into 
RPE7. But human trials appear to be several 
years away.

Thus, for now, hESCs remain the closest to 
human testing. “We’ve done an awful lot of 
work on other cell sources of RPE, and to date 
we can’t get anything near as good as what we 
can produce from human embryonic stem 
cells,” says Coffey. hESCs tend to naturally 
differentiate into neural ectoderm and, with 
very little nudging, into functional RPE. And 
a cell bank can serve as a universal cell source. 
Lanza says enough cells can be easily and reli-
ably grown to treat millions of people.

Perilous path
But hESCs have their own issues. They’re 
typically cultured initially in media contain-
ing mouse feeder cells, raising concerns about 
contamination with mouse viruses and other 
pathogens. The final cell product may still con-
tain some undifferentiated ESCs, which could 
then proliferate abnormally or form terato-
mas, benign tumors comprised of multiple 
tissue types. Lanza points out that the mouse 
cells are taken from animals in closed colonies; 
that RPE are grown for months without feed-
ers; that everything is done under GMP condi-

partial immunoprivileged status. And relatively 
few transplanted cells should suffice, com-
pared with, say, the spinal cord, heart or brain. 
“The cells of the back of the eye, you’re talking 
about a single cell layer,” says Pete Coffey, who 
researches retinal transplantation at University 
College London. “Tens of thousands rather than 
tens of millions of cells.”

Stem cell therapy is just one hope for the 
retina, but the retina may be the best hope for 
stem cell therapy. The eye could determine 
the fate of the whole field. Last November, 
Worcester, Massachusetts–based Advanced 
Cell Technology (ACT) filed an investiga-
tional new drug (IND) application for a phase 
1/2 trial using human embryonic stem cell 
(hESC)-derived retinal cells to treat Stargardt’s 
disease, a leading cause of juvenile blindness. 
The company plans to file for AMD as well. 
If the Stargardt’s disease IND is approved, 
it could trigger the first hESC human trial. 
(Geron’s IND for hESC derived oligodendro-
cytes in spinal cord injury is on clinical hold 
from the FDA, pending animal studies.)

“To go in and try and cure a patient using a 
new stem cell therapy—that’s huge,” says ACT 
CSO Robert Lanza. “We think we can get very 
striking results…. The field of stem cells needs 
a big success.”

The company appears to already have over-
come many of the hurdles. Preclinical studies 
in rat and mouse models of retinal degenera-
tion showed that ACT’s good manufacturing 
practice (GMP)-compliant cells brought 
visual acuity almost back to normal. The cells 
survived for >8 months without any harmful 
consequences5. The company hopes to be off 
clinical hold by midsummer and to start dos-
ing patients by fall.

Other research groups are not far behind. An 
American philanthropist made an anonymous 
donation to Coffey’s group to start the London 
Project to Cure Blindness, launched in 2007 
to drive AMD cell therapy to the clinic within 
five years. New York–based Pfizer signed on 
as a partner in 2009, providing an unspeci-
fied amount of money, and the company will 
take the product to market if successful. Coffey 
hopes to launch a clinical trial next year.

A key decision is which differentiated cell 
type to use in transplantation. Both ACT 
and the London Project have settled on RPE 
cells, which remove shed discs (the photore-
ceptor outer segments) by phagocytosis and 
provide photoreceptors with nutrients and 
oxygen. Undifferentiated stem cells are not an 
option, because aberrant differentiation might 
result in disastrous consequences in the eye. 
Photoreceptors would be attractive, except they 
still need a healthy RPE to survive, and trans-
planted cells must reconnect into a diseased Corrected after print 15 April 2010.
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Erratum: Biotech in a blink
Ken Garber
Nat. Biotechnol. 28, 311–314 (2010); published online 8 April 2010; corrected after print 15 April 2010

In the version of the article originally published, Michael Tolentino was misquoted to the effect that bevasiranib had been shown to persist indefi-
nitely in post-mitotic cells.  Tolentino actually stated that the RNA-induced signaling complex persists.  The error has been corrected in the HMTL 
and PDF versions of the article.
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investors receive two or three times their invest-
ment, or even higher multiples, before common 
shareholders receive any proceeds whatsoever.

There’s a similar trend in participation rights, 
with 64% of all financings having full participa-
tion, providing investors with unlimited partici-
pation in the gains (Box 1).

High liquidation multiples are common in 
venture capital ‘bridge loans’, which are usually 
put in place to bridge a company to an equity 
financing, a merger or an acquisition transac-
tion. If sold while the loan is in place—not an 
unusual happenstance—the company’s liq-
uidation preferences come into play and the 
investors enjoy an up-front multiple on their 
investment. Call options (referred to as war-
rants) further increase the returns to the loan 
investors (Box 2).

There are three things you as an entrepreneur 
can do to mitigate the effect of preferences. First, 
understand the capital structure of your com-
pany and any pending financings. Second, com-
municate openly with your investors and your 
board about any inequities, unrealistic terms 
and disincentives to management. Third, limit 

preferred shareholders (Box 1). The first is the 
liquidation preference, and the second is the 
participation right.

There are good reasons why preferences exist. 
Consider the simple case in which investors pay 
$10 million for a 50% ownership stake in a com-
pany. Suppose that the company is then sold 
for $10 million. On a pure ownership basis, the 
common shareholders (namely, management 
and founders) and the investors would each 
receive $5 million, resulting in a $5 million gain 
for common shareholders and a $5 million loss 
for investors. Here, wealth is simply transferred 
to management. Investors guard against this 
through liquidation preferences that guarantee 
that they get their money back before anyone 
else gets a penny.

Today, liquidation preference multiples 
greater than one are increasingly common, 
particularly in later-stage financings. This means 
that investors get back a multiple on their invest-
ment before money goes to common sharehold-
ers. In high-tech financings, such multiples are 
being imposed as early as first rounds, and bio-
tech terms may not be far behind. Sometimes, 

it’s finally payday! You’ve spent years build-
ing your company, clawed your way through 

financing after financing, and perhaps suffered 
the slings and arrows of risky, expensive clinical 
trials. Now a large pharmaceutical company has 
offered to buy you out. It has taken more money 
and time than expected, but you and your team 
still own a respectable percentage of the com-
pany, so it’s time to open the champagne!

This is when your trusted corporate counsel 
pulls you aside for a little talk. “You see,” she or 
he says, “there is ownership and there’s owner-
ship, and they aren’t equal.” Your attorney is talk-
ing about the types of stock owned by employees 
(common stock) and investors (preferred stock) 
and the differences between the two.

On the basis of my own experiences as a ven-
ture capitalist, investors always understand these 
differences; entrepreneurs almost never do. In 
this article, I explain the differences and how to 
prepare your company (and yourself) for the 
best possible outcome.

Forewarned is forearmed
Especially in today’s difficult fund-raising envi-
ronment, companies may be forced to accept 
stringent terms to attract capital, and that means 
more money for investors and less money for 
you at exit. Back when the initial public offering 
(IPO) market was hot, the differences between 
classes of stock were modest and could often 
be ignored. That’s because investors are forced 
to convert to common stock as part of an IPO 
and all of the preferential treatment accorded to 
preferred stock disappears. But today, IPOs are 
rare and acquisition is the preferred route of exit. 
This creates complex layers of expensive stock 
preferences, and this is bad news for founders.

There are two key financial preferences that 
differentiate the payouts between common and 

Selling out
Joel F Martin

Preferred stock preferences bite into an entrepreneur’s returns. What can you do to put venture capitalists on a diet?

Joel F. Martin is president and CEO of Altair 
Therapeutics, San Diego, California, USA. 
e-mail: jfmartin@altairthera.com

Box 1  The rights of investors

Almost all venture capital financings contain at least one liquidation preference. The main 
types of these deal terms are liquidation rights and participation rights. The former gives 
the preferred shareholders the right to get their money back first in the event of the sale, 
merger or winding down of a company. This preference can have a multiplier that ranges 
from zero to several times the invested amount. In contrast, a participation right enables 
preferred shareholders (investors) to continue to collect their respective ‘ownership’ of the 
remaining proceeds alongside the common shareholders, even after they have claimed their 
liquidation preferences. The participation right can be capped at a specific multiple or can 
be unlimited.

A comparatively innocuous set of terms is a liquidation preference that allows investors 
to get their money back first with no subsequent participation rights. Under those terms, 
investors simply take the larger of two options—either getting their money back or converting 
to common stock and taking their respective ownership percentage.

A more punishing extreme, formerly imposed on companies in trouble and now more 
broadly, occurs when investors get a multiple of their capital back first and then get their 
percentage on top of that.
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stock, though this doesn’t solve the problem of 
overhanging preferences. The second is a carve-
out provision that sets aside a pot of money for 
the management. The amount of the carve out is 
highly variable (for example, 2%–10% or more) 
depending on the negotiating skill and leverage 
of management. Carve outs are typically nego-
tiated in the heat of an acquisition, often when 
management discovers they are getting skunked. 
Carve outs usually favor the company’s most 
senior management because of their importance 
in closing the deal. Other employees, and non-
employees such as scientific founders, may be 
left out. These shareholders then find their pay-
outs diminished not only by the preferred stock 
preferences but also by the carve out. There are 
other mechanisms for aligning interests, rang-
ing from a set aside for common shareholders to 
converting old preferred stock to common stock 
as part of a new financing.

The worst time to renegotiate a capital struc-
ture is when there is an acquisition offer on the 
table. Management has already done its job 
and investors are focused on keeping just a few 
key people that the acquirer wants to retain. 
Any leverage management had is gone, lead-
ing to two deleterious consequences. First, the 
pot of money set aside for the common stock 
is minimized. Second, a key person may real-
ize his importance to the deal and subsequently 
extort a disproportionate piece of the pie. I have 
seen this happen and can vouch that it causes 
infighting and tremendous unhappiness, and it 
can even kill a deal. Generally, the sooner that 
structural issues are addressed, the better. There 
are particularly propitious times from a leverage 
perspective. These include successful times (the 
negotiation is easier when investors are happy), 
new financings (when the incoming investors 
are most aligned with management) and man-
agement changeover (when new management 
has unique leverage in cleaning up structural 
problems).

Pass on the peas
The simplest way to mitigate preferences is to 
obtain a high multiple on invested capital. To 
get that multiple, you can either increase the 
numerator (the price) or decrease the denomi-

to management and fairness. Here a compen-
sation consultant can work wonders in vali-
dating appropriate comparables and norms. 
Remember, your investors want you incentiv-
ized to maximize their returns. If your incentives 
point in the wrong direction, investors should be 
interested in aligning your interests with theirs. 
The penalties to investors for not aligning inter-
ests can be severe. For example, management 
may forego an attractive opportunity to be 
acquired (because of overhanging preferences) 
in favor of a highly speculative effort to go public 
(because it wipes out those preferences).

There are several ways to encourage align-
ment, including appealing to investors’ com-
mon sense—if there’s nothing in it for you, 
there’s likely nothing in it for them. Additionally, 
incoming investors can be very powerful allies. 
They have fresh enthusiasm, their preferences 
are senior to those of the other investors and 
they have a strong desire to see you motivated. 
Legacy investors are prone to protecting prefer-
ences on investments that may really be sunk 
costs. Understanding the circumstances and 
motivations of each set of investors is the key to 
any capital structure renegotiation. Antagonistic 
incentives between different classes of investors 
can produce amazing fireworks at board meet-
ings but will be detrimental to your company if 
left unresolved.

A variety of mechanisms can be used to align 
the incentives of investors and management. 
The most routine is to issue more common 

the amount of capital you raise to the minimum 
needed to get the work done.

Capital structure
It takes skill and hard work to thoroughly 
understand capital structures. Entrepreneurs are 
usually more interested in products and science 
than financing documents, and laziness may 
prevail over diligence. Older companies with 
multiple rounds of financing are particularly 
hazardous, with a punitive overhang of prefer-
ences and payout formulas that run into many 
pages of complex legalese.

The accumulated preferences can be especially 
punitive when companies have been through 
difficult down rounds, known as ‘cram down’ 
or ‘washout’ rounds in the colorful vernacular 
of venture capitalists. In these rounds, a compa-
ny’s stock price is significantly reduced and the 
ownership of earlier investors is diluted propor-
tionately. The problem is that venture capitalists 
leading a washout financing may allow earlier 
investors (with whom they will be doing future 
deals) to retain their liquidation preferences to 
preserve goodwill and discourage retaliation. 
Alas, the overhanging liquidation preferences 
can completely wipe out entrepreneurs.

The solution is to understand your capital 
structure and its ramifications. Start by working 
with your corporate counsel and an experienced 
financing expert to build a spreadsheet model. 
Don’t count on your counsel to flag potential 
problems without prompting. They work with 
your investors on many deals (compared to your 
one deal), and they are not looking to bite the 
hand that feeds them. However, they will walk 
you through the process if asked—so by all 
means, ask.

Talk, talk, talk
If there are inequities in your capital structure, 
you need to martial your resources and rectify 
the issues by communicating with your board 
and investors. Key points to address are com-
parability to industry norms, adverse incentives 

Box 2  Dividends and warrants

some financings provide for cumulative preferred stock dividends of 8%–9% for the 
preferred shareholders but not for the common shareholders. These dividends effectively 
increase the liquidation preference multiple over time. With many companies attaining 
liquidity after seven or more years, such dividends can amount to a liquidation premium 
of 1.5 times the investment, or more,for some series of preferred stock. both the layers of 
preferences and the dividends can make for an unwelcome surprise for a CeO who thinks 
he faces a liquidation preference that is one times the investment.

Another preferred stock sweetener is called a warrant. It is a type of stock option that 
allows investors to buy additional stock at a preset price in the future. Warrants are similar 
to employee stock options but typically have more complex terms. They are frequently 
imposed in difficult financing situations as a means to boost potential returns to investors. 
Warrants further dilute common shareholders during a successful exit.

Table 1  Return on total invested capitala

Total invested (millions) 0–20 20–40 40–60 60–80 80–100 >100

Average investment (millions) 11.4 29.7 50.5 72.0 87.7 134

Average return value (millions) 73.0 132.4 160.3 196.2 166.0 202.3

Average return multiple 6.4 4.5 3.2 2.7 1.9 1.5

Return multiple standard deviation 2.5 3.2 2.4 1.3 0.8 0.6

number of exits 9 15 21 15 10 19
astatistics derived from booth, b.l. Nat. Biotechnol. 25, 853–857, 2007 and pooled by investment amount rather than 
return multiple.
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that has already raised a lot of cash, understand 
the consequences of the exiting capital structure; 
it may yet be possible to change the deal.

A balanced meal
Entrepreneurs need to keep the totality of 
their businesses in mind. Tough financing 
terms and large capital requirements interact 
to punish entrepreneurs for the life of their 
companies. It’s critical to understand what 
you’re getting into and what it means down the 
road. Oddly enough, it may be better to take 
a lower valuation and favorable terms than a 
high valuation and punitive terms. It pays to 
do the math! Entrepreneurs need to understand 
the implications of their capital structures and 
rectify inequities before they become an issue. 
Furthermore, they need to analyze projects 
such that they provide positive returns with 
a cost-of-capital that includes the full burden 
of preferences. To stay aligned, all shareholder 
classes should strive for fair, transparent terms, 
an understanding of the implications of those 
terms and an eye toward capital efficiency. 

the capital raised grew from $20 million to $100 
million. Lower multiples exacerbate all of the 
problems described above (Fig. 1). (The model 
explicitly assumes an acquisition in which the 
preferences come into play.)

Regardless of the specific capital structure, 
the money returned to common shareholders 
peaks at less than $80 million of invested capi-
tal. The more stringent the preference terms, 
the earlier the peak, even when we ignore all the 
other things that cut into common shareholder 
returns (for example, payments to bankers, debt 
repayment, warrants and cumulative preferred 
dividends).

The model relies on several assumptions, 
particularly the tabulated return data and an 
idealized capital structure. However, it probably 
understates the problems of raising too much 
capital. Acquisition prices have dropped sharply 
in the past year (particularly up-front cash pay-
ments), so the model is probably optimistic. The 
lesson is twofold: first, raise capital prudently 
with a sober perspective on probable outcomes, 
and second, if you are coming into a company 

nator (the amount invested). The acquisition 
price (numerator) is largely beyond your con-
trol, but the money you raise (denominator) is 
not. The trick is capital efficiency. Remember, 
every dollar taken in financing is a dollar added 
to overhanging liquidation preferences. Larding 
up on unnecessary cash inflates not only liqui-
dation preferences but also the ‘post-money 
valuation’ of the company, or the company’s 
value after investment. This makes it hard to 
find an acceptable exit for either the investors 
or the entrepreneurs.

The notion of taking less money than offered 
is antithetical to many in biotech. Some lumi-
nary first-generation biotech venture capitalists 
will say that “the time to take the peas is when 
they are passing the peas.” Namely, take the 
money when it’s on the table. That was prob-
ably sage advice in the days when biotech was 
focused on inexpensive research (compared to 
clinical development) and IPOs were the exit 
of choice. Today, venture financings are much 
larger. According to PricewaterhouseCoopers’ 
(New York) MoneyTree Report, the average 
biotech financing ballooned from $5.7 million 
in 1998 to $10.8 million in 2007 (based on the 
cash infusion per tranche rather than the total 
round size). Over that period, larger venture 
fund sizes incentivized investors to put more 
money to work per financing.

Usually, companies raise prudent sums to 
support clinical trials or secondary programs 
that have positive net present value even at the 
high cost of capital imposed by venture financ-
ings. Unfortunately, I’ve seen many instances in 
which companies take down too much capital 
simply because it is available. A company may 
wish to build a cash cushion, fund excessively 
speculative projects, build manufacturing infra-
structure or simply increase headcount when 
outsourcing would suffice. Companies may 
raise capital for early-stage backup programs to 
mitigate the risk of failure for later-stage lead 
programs, even when such programs wouldn’t 
justify investment on their own. Sadly, in the 
event that the first program fails, management—
at least the current management anyway—may 
not be around to advance a second program.

Taking too much cash does a disservice on 
two counts. The first is the penalty exacted by 
liquidation preferences as we have discussed. 
The second is that, historically, more capital 
correlates with lower multiples on invested cash. 
Coupled, these two factors can erase much of 
the economic incentive that has traditionally 
spurred entrepreneurship.

An inverse correlation between return mul-
tiples and increasing capitalization is shown 
in Table 1. There is a clear take-home message 
from these data. The return multiples declined 
from 6.4 times to 1.5 times the investment as 
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crops, particularly in the European market, 
where outcrossing or admixture of GM 
crops with conventional varieties remains 
such a hot-button issue. Such crops would 
represent low-risk GM varieties, which 
possibly could be cleared through approval 
authorities in a more timely manner9. 
For example, GM potatoes resistant to 
potato late blight10 that are currently being 
generated (http://www.gmo-safety.eu/en/
potato/plant_diseases/462.docu.html) 
would probably be more palatable to both 
the public and regulatory authorities if 
selection markers were removed and sexual 
reproduction were irreversibly blocked. 
Who knows: as late-blight disease caused 
by the pathogen Phytophthora infestans is a 
serious problem in the farming of organic 
potatoes11, sterile GM potatoes resistant to 
the phytopathogen might become accepted 
even in the organic farming community12.
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Amflora were to inadvertently end up in the 
human food chain through admixture with 
potatoes grown for human consumption, the 
potential health risk would be diminished, 
as removal of the antibiotic marker would 
leave only the transgene, an antisense 
construct, which lowers the expression of an 
endogenous GBSS gene but has no protein-
coding potential on its own.

A second concern of opponents of 
Amflora potatoes relates to the possibility of 
transgene dissemination to other potatoes. 
Such spreading of the transgene is unlikely, 
as potato transgene movement by pollen 
is very limited7 and escaped wild-type 
potatoes have rarely been observed in 
Europe8. Nevertheless, these arguments 
again cannot be dismissed completely, as in 
our global world, dissemination in the long 
term cannot be excluded and may even be 
likely. As commercial potato production, 
especially that using GM varieties, does 
not require sexual reproduction, it seems 
reasonable to carry out gene manipulation in 
potato varieties in which the genes for sexual 
reproduction have been permanently deleted. 
Such a strategy would probably negate 
concerns relating to the spread of potato 
transgenes into the ecosystem.

In conclusion, with the addition of these 
two safety features, GM potatoes could 
become the standard for other transgenic 

To the Editor:
The recent approval of the Amflora potato 
by the European Union (EU)—the EU’s first 
registration of a genetically modified (GM) 
potato in 12 years—has garnered considerable 
media attention and public controversy. 
Amflora (EH92-527-1) is a GM potato 
produced by BASF (Ludwigshafen, Germany) 
that lacks amylose and instead contains 
amylopectin (>98%) as the predominant 
starch1,2. Amylose ordinarily has to be removed 
to allow the industrial use of potato starch. 
Thus, Amflora is a highly suitable source for 
technical applications, such as paper, adhesive 
and textile production. Supporters of the 
technology welcome the approval, which has 
taken 13 years, and consider it a regulatory 
milestone, at least for GM potatoes. Opponents 
are afraid that it heralds the opening of the 
regulatory floodgates for more transgenic 
varieties. Accepting the view that the use of GM 
technology should be based on careful case-
by-case consideration3, I see two key issues that 
may not be trivial and should be discussed, as 
they generate most of the public concern.

Amflora contains a gene encoding 
neomycin phosphotransferase II (NptII) that 
confers kanamycin resistance, and critics 
argue that this antibiotic resistance gene 
could escape via the food chain or horizontal 
transfer into ecosystems. The antibiotic 
marker is there as a selection gene and was 
needed to introduce the antisense construct 
that blocks amylose production by targeting 
granule-bound starch synthase (GBSS). 
Although horizontal transfer of transgenic 
traits into ecosystems is not well accepted 
by the scientific community, the possibility 
that it could happen cannot completely be 
excluded4,5. One way around this possibility 
would be simply to remove the selection gene 
NptII (e.g., using the Cre/loxP system6) in 
future generations. This would represent an 
additional burden for the breeders of GM 
potatoes, but it would also facilitate a second 
round of transformation, if needed. Most 
importantly of all (scientific concerns aside), 
an Amflora derivative lacking kanamycin 
resistance would have much improved public 
acceptance. In fact, if in subsequent years 

Making the most of GM potatoes

You say potato, I say Amflora. BASF recently 
received approval from the EU to market its GM 
potato engineered with reduced amylase content 
via an antisense construct targeting granule-
bound starch synthase.
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The results show the variability of 
benefits from region to region and year 
to year. A survey of Indian cotton farmers 
in crop harvest years 2005–2006 through 
2007–2008 showed that Bt cotton growers 
in Gujarat had larger yield improvements 
than their counterparts in Maharashtra, 
with the former obtaining 82–150% greater 
yields, whereas the latter obtained only 
24–40% higher yields. Smallholders in 
KwaZulu Natal, South Africa, who were 
surveyed from harvest years 1998–1999 
to 2000–2001 reported a yield benefit 
associated with Bt cotton between 56% 
and 85%, which is attributed to variable 
weather conditions and pest pressure from 
year to year. It is important to note that the 
analysis of yield differences is complicated 
by differences in yield potential and other 
characteristics of background germplasm 
that may differ between the varieties 
that are available with and without the 
engineered trait. For example, the first 
Bt cotton varieties to be approved for 
commercialization in India had been in 
the regulatory pipeline for several years, 
during which time conventional breeding 
had continued to produce varieties with 
superior yields and disease resistance. 
These earliest official varieties were known 
to be susceptible to wilt when subjected 
to early moisture stress, which may have 
driven the negative results observed 

Peer-reviewed surveys indicate positive impact of 
commercialized GM crops
To the Editor:
The benefits of genetically modified (GM) 
crops continue to be disputed, despite 
rapid and widespread adoption since their 
commercial introduction in the United 
States and Canada in 1995. Last year,  
14 million farmers in 25 countries grew 
GM crops commercially, over 90% of them 
small farmers in developing countries1. 
Farmer surveys are a valuable measure of 
the impact of GM crops. These surveys 
estimate the technology’s performance as 
it is incorporated into farmer practices, 
given constraints on time, access to 
information, differing levels of risk 
aversion and other factors. This analysis 
summarizes results from 49 peer-reviewed 
publications reporting on farmer surveys 
that compare yields and other indicators 
of economic performance for adopters and 
non-adopters of currently commercialized 
GM crops. The surveys cover GM insect-
resistant and herbicide-tolerant crops, 
which account for >99% of global GM crop 
area1. Results from 12 countries indicate, 
with few exceptions, that GM crops have 
benefitted farmers. The benefits, especially 
in terms of increased yields, are greatest 
for the mostly small farmers in developing 
countries, who have benefitted from the 
spillover of technologies originally targeted 
at farmers in industrialized countries.

Of 168 results comparing yields of GM 
and conventional crops, 124 show positive 
results for adopters compared to non-
adopters, 32 indicate no difference and 13 
are negative. By far the largest numbers of 
results comparing yields of adopters and 
non-adopters come from India and the 
United States, which account for 26% and 
23% of the results, respectively (Table 1). 
An annotated bibliography of results for 
yield, costs and economic performance, 
and a description of the methodology 
used in this analysis, can be found in 
Supplementary Tables 1 and 3.

The results for yields indicate that 
farmers in developing countries are 
achieving greater yield increases than 
farmers in developed countries (Table 2).  
The average yield increases for developing 
countries range from 16% for insect-
resistant corn to 30% for insect-resistant 
cotton, with an 85% yield increase observed 
in a single study on herbicide-tolerant 
corn. On average, developed-country 

farmers report yield increases that range 
from no change for herbicide-tolerant 
cotton to a 7% increase for herbicide-
tolerant soybean and insect-resistant 
cotton. The first wave of GM crops to 
be commercialized has embodied traits 
intended to improve pest management and 
therefore reduce or eliminate losses from 
insect damage or weed competition. These 
technologies do not raise yield potential, 
but they can improve yields substantially 
owing to improved pest management. 
Where conventional weed- and insect-
control technologies were lacking because 
of inherent limits to the effectiveness of 
available conventional pest-management 
options or limited access to conventional 
control methods, yields would be expected 
to increase. These conditions may be more 
common in developing countries.

As the most frequently studied case, 
GM insect-resistant cotton (Bacillus 
thuringiensis (Bt) cotton) in India provides 
examples of both the highest yield increases 
observed as well as several of the negative 
results. The largest yield increases found 
in this review are reported for Bt cotton in 
India, where surveys show yield increases of 
up to 150%. Of the negative results, six are 
for the first year of commercialization of Bt 
cotton in India, and the rest of the negative 
results are from developed countries in the 
first few years of commercialization.

Table 1  Number and direction of results comparing yields of GM adopters to those of 
non-adopters, by country
Country Positive Neutral Negative Total

Developed countries 36 18 7 61

Australia 0 2 2 4

Canada 7 0 1 8

Spain 3 6 0 9

United States 26 10 4 40

Developing countries 88 13 6 107

Argentina 5 1 0 6

China 15 0 0 15

Colombia 4 1 0 5

India 35 2 6 43

Mexico 2 0 0 2

Philippines 5 2 0 7

Romania 2 0 0 2

South Africa 20 7 0 27

Total 124 32 13 168

Positive and negative directions refer to a comparison of GM to conventional crops.
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China, India and the United States. The 
reductions range from 14% to 75% in terms 
of amount of active ingredient and from 
14% to 76% for the number of insecticide 
applications. A small sample survey in 
South Africa found a reduction in the 
number of insecticide sprays in one of two 
years studied and an insignificant difference 
in the other year. There are no results 
indicating an increase in insecticide use for 
adopters of GM insect-resistant crops.

The above measures of changes in 
insecticide use are imperfect, in that 
they do not indicate the relative toxicity 
of insecticides used and therefore the 
human health and environmental impacts 
associated with the different insecticides 
that might be used on Bt and conventional 
crops. Researchers have used various 
approaches to give further insight into 
the implications of these reductions in 
insecticide use. In Argentina, a survey 
showed that the amount of insecticide 
in all toxicity classes was reduced in Bt 
compared with conventional cotton plots11. 
Three years of survey data for Bt cotton in 
South Africa were combined with ratings 
of relative toxicity and persistence to 
calculate a biocide index, which showed 
substantially lower values for insecticides 
used on Bt compared with conventional 
cotton12. Survey results in China indicate 
a reduction in the percentage of farmers 
reporting headaches, nausea, skin pain or 
digestive problems after applying pesticides 
associated with adoption of Bt cotton13, 
though some of the health benefits 
observed in the early years of adoption may 

China, Colombia, India and South Africa 
(though positive results are reported in 
each of these cases as well). Some of the 
negative results may be explained by year-
to-year variation in pest pressure and 
technology pricing. Furthermore, similar 
to GM herbicide-tolerant crops, farmers 
may value intangible benefits of GM 
insect-tolerant crops. A survey of US corn 
farmers found that non-pecuniary benefits 
(handling and labor-time savings, human 
and environmental safety, reduced yield 
risk, equipment cost savings and better 
standability) of GM insect-resistant corn 
were valued at $10.32 ha–1 (ref. 5).

In addition to economic indicators of 
performance, many surveys also look at 
indicators of the environmental impact of 
GM crops, specifically changes in tillage 
practices for GM herbicide-tolerant crops 
and changes in pesticide use for GM insect-
resistant and herbicide-tolerant crops 
(Supplementary Tables 2 and 3). For GM 
herbicide-tolerant crops, two surveys, 
for soybeans in Argentina and the United 
States, report decreases of 25–58% in the 
number of tillage operations6,7. There are 
no results indicating an increase in tillage 
for adopters of GM herbicide-tolerant 
crops. These results reinforce observations 
of wider adoption of conservation tillage 
practices since the introduction of GM 
herbicide-tolerant crops8–10.

For insect-resistant crops, 45 results 
show decreases in the amount of insecticide 
or number of insecticide applications, or 
both, used on Bt crops compared with 
conventional crops in Argentina, Australia, 

in Andhra Pradesh in the first year of 
commercialization2,3. In the early years 
of commercialization, it is likely that the 
technology would not be available in the 
highest-yielding background varieties 
or in varieties that are most suited to the 
growing conditions in all areas.

Profitability is an important measure 
that complements data on yields, as even 
a technology that does not necessarily 
increase yields can improve a farmer’s 
bottom line if it reduces costs. In addition 
to yields, many of the surveys reviewed 
here also look at changes in costs and 
various measures of farm economic 
performance. In all but one case reviewed, 
the cost of seeds (including any technology 
fees) rose. However, this was offset by 
decreases in pesticide costs, which were 
found in all but 12 cases.

Looking across all measures of 
economic performance, the results are also 
overwhelmingly positive. Gross margins 
are most commonly reported, but the 
variable costs that are included in these 
calculations vary greatly from study to 
study. Of the 98 results in our survey of 
the peer-reviewed literature that compare 
the economic performance of GM crops 
to their conventional counterparts, 71 
indicate a positive impact, 11 neutral and 
16 negative (Fig. 1).

For GM herbicide-tolerant crops, 12 
of 17 results show a positive impact on 
economic performance, whereas 4 results 
show no difference and 1 result shows a 
negative impact. One might expect more 
results showing positive impacts of GM 
herbicide-tolerant crops on economic 
performance, particularly as GM herbicide-
tolerant crops have been more widely 
adopted (on 62% of global GM crop 
acreage in 2009) than GM insect-resistant 
crops around the world1. This may be 
due to cost savings associated with GM 
herbicide-tolerant crops that are not 
included in a traditional accounting of 
costs. In a study of glyphosate-tolerant 
soybean in the United States, nonmarket 
valuation techniques were used to estimate 
‘non-pecuniary’ convenience benefits, such 
as management-time savings and flexibility, 
at $12 ha–1 (ref. 4).

For GM insect-resistant crops, 59 of 
80 results indicate improved economic 
performance, 7 results are neutral and 14 
results are negative. On the positive side, 
some of the most striking results come 
from Bt cotton growers in South Africa and 
China. Negative results are in Bt corn in the 
United States and Bt cotton in Australia, 

Table 2  Average impact on yield, by technology, for developed and developing countries 

Technology
Difference in 

yield (%)
Number of 

results Minimum (%) Maximum (%)

Standard  
error of the 
mean (%)

Developed countries 6 59 –12 26 1.0

Herbicide-tolerant cotton 0 6 –12 17 3.8

Herbicide-tolerant soybean 7 14 0 20 1.7

Herbicide-tolerant and 
insect-resistant cotton

3 2 –3 9 5.8

Insect-resistant corn 4 13 –3 13 1.6

Insect-resistant cotton 7 24 –8 26 1.9

Developing countries 29 107 –25 150 2.9

Herbicide-tolerant corn 85 1

Herbicide-tolerant soybean 21 3 0 35 11

Insect-resistant corn 16 12 0 38 4

Insect-resistant corn (white) 22 9 0 62 6.9

Insect-resistant cotton 30 82 –25 150 3.5

Yield difference for adopters was calculated as (GM yield – conventional yield)/conventional yield, averaging yields 
across surveys, geographies, years and methodologies. The difference in the number of results reported in Tables 
1 and 2 is due to two results reported as ‘positive’ with no numerical value. A two-tailed t-test shows a significant 
difference between the average yields of developed and developing countries (t = 7.48, df = 134, P < 0.0005).
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whereas non-adopters with comparably sized 
land holdings are particularly vulnerable as 
yields fluctuate from year to year15.

The accumulated evidence from farmer 
surveys on the performance of GM crops 
helps to explain the widespread popularity 
of the technology in several regions of the 
world. The surveys reviewed here reflect 
a wide variety of conditions in terms 
of environment, pest pressure, farmer 
practices, social context, intellectual 
property rights and institutional 
arrangements. Given this diversity of 
conditions, it is striking that the results 
are so consistently positive. Even so, these 
results cover less than half of the countries 
currently growing GM crops and are 
sparse for some already widely adopted 
technologies, such as GM herbicide-
tolerant corn and canola. Furthermore, GM 
crops have been grown for only 14 years—
fewer for those countries that were not 
among the first adopters—a relatively short 
period for assessing the long-term impact 
of any technology. In some cases, results 
reflect a single growing season, which may 
not be an adequate basis for judging the 
sustainability of the technology’s impact. 
Nevertheless, the window of opportunity 
for directly comparing the outcomes of 
adopters and non-adopters has closed 
where adoption rates are very high, and 
different methods of impact assessment 
will now be required.

Of interest in the future will be the 
assessment of the impacts of stacked 
traits, incorporating a combination of 
traits, which already represent over 28% 
of total global GM crop acreage1 but have 
been studied by only two surveys. Also of 
interest will be the assessment of farmers’ 
experiences with GM crop technologies 
created specifically to address the most 
pressing constraints of developing-country 
farmers, such as technologies being 
developed in cassava, cowpea and rice, as 
those reach the commercialization stage.

have been eroded by increased spraying for 
secondary pests14. Researchers in South 
Africa have shown an inverse relationship 
between the number of local hospital 
admissions classified as related to cotton 
growing and the adoption of Bt cotton15.

Few surveys have captured changes in 
herbicide use with GM herbicide-tolerant 
crops, perhaps because the impact of 
GM herbicide-tolerant crops has largely 
been a switch between herbicides that are 
applied at different rates, and therefore 
change in the amount of herbicide used 
is a poor indicator of environmental 
impact. Three surveys report changes in 
herbicide use, showing changes that range 
from a decrease of 38% to an increase of 
108% in the total amount of herbicide 
used, and an insignificant change in the 
number of herbicide applications6,16,17. 
The environmental impact of these shifts 
is better understood by looking at the 
environmental characteristics of the 
herbicides. Two of the studies above extend 
their analysis by applying environmental 
indicators to observed changes in herbicide 
use. The aggregate pesticide leaching 
potential for GM herbicide-tolerant cotton 
in North Carolina was 25% lower than that 
of conventional cotton16. Reductions of 
83% and 100% in the use of herbicides in 
toxicity classes II and III, respectively, were 
found in GM herbicide-tolerant soybeans 
in Argentina, with a corresponding increase 
of 248% in the use of less toxic class IV 
herbicides6. Some of the environmental 
benefits that have come with the use of 
more environmentally benign herbicides 
may be eroded with the development of 
glyphosate-resistant weeds, although few 
data now exist upon which to draw any 
conclusions.

Several surveys address the question of 
whether GM crops are benefitting small 
farmers in developing countries through 
direct comparisons of outcomes for farmers 
with different-sized land holdings or by 
documenting the impacts on small farms. 
Four surveys from China, Colombia and 
South Africa make direct comparisons of 
yields, gross margins or both for farmers 
with different-sized operations. The surveys 
indicate that the smallest farmers benefitted 
most in South Africa and China15,18,19. 
Results from Colombia were mixed20. 
Five studies have shown improvements in 
economic performance for farmers with 
<10 ha in China, Colombia, Mexico, India 
and South Africa13,20–23. One explanation of 
the favorable outcomes for smallholders is 
the risk-reducing nature of the technology, 

Figure 1  Results by direction of change in 
economic performance (GM – conventional). A χ2 
test shows a significant difference in the proportion 
of positive results for developed and developing 
countries (χ2 = 0.68, df = 1, P = 0.41).

Note: Supplementary information is available on the 
Nature Biotechnology website.
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normal, as well as groups by tissue of origin 
(Supplementary Figs. 1c–e). The raw data 
were normalized jointly, producing a gene 
expression matrix of ~22,000 probe sets 
(mapping to ~14,000 genes) times 5,372 
samples (the complete annotated data set is 
available from the ArrayExpress repository, 
accession number E-MTAB-62).

To enable exploration of these data, 
we have implemented an online query 
interface (http://www.ebi.ac.uk/gxa/array/
U133A). After selecting a particular sample 
binning (e.g., by tissue of origin), the user 
can find all genes up- or downregulated 
in a particular sample class (such as liver). 
Alternatively, choosing a gene of interest 
will produce box plots showing the gene’s 
expression across the samples within each 
of the groups. The coloring of each box 
plot indicates the outcome of a statistical 
test for over- or underexpression. Probe 
set–level queries are also permitted.

As these data were generated in different 
laboratories, and as laboratory effects are 
known to be strong12, it is important to 
assess the impact of these effects on the 
analysis. Most laboratories predominantly 
work with particular types of samples, which 
makes the lab effects hard to assess. Even so, 

To the Editor:
Although there is only one human genome 
sequence, different genes are expressed 
in many different cell types and tissues, 
as well as in different developmental 
stages or diseases. The structure of this 
‘expression space’ is still largely unknown, 
as most transcriptomics experiments 
focus on sampling small regions. We have 
constructed a global gene expression 
map by integrating microarray data from 
5,372 human samples representing 369 
different cell and tissue types, disease states 
and cell lines. These have been compiled 
in an online resource (http://www.ebi.
ac.uk/gxa/array/U133A) that allows the 
user to search for a gene of interest and 
find the conditions in which it is over- or 
underexpressed, or, conversely, to find 
which genes are over- or underexpressed in 
a particular condition. An analysis of the 
structure of the expression space reveals 
that it can be described by a small number 
of distinct expression profile classes and 
that the first three principal components of 
this space have biological interpretations. 
The hematopoietic system, solid tissues 
and incompletely differentiated cell types 
are arranged on the first principal axis; 
cell lines, neoplastic samples and non-
neoplastic primary tissue–derived samples 
are on the second principal axis; and 
nervous system is separated from the rest of 
the samples on the third axis. We also show 
below that most cell lines cluster together 
rather than with their tissues of origin.

The widely used GNF Gene Expression 
Atlas1,2 includes a variety of normal tissue 
and cell types as well as certain disease states. 
Many more different biological states, such 
as rare diseases or particular cell subtypes, 
exist. It is impractical for a single dedicated 
experiment to generate a comprehensive 
expression data set covering all biological 
conditions, partly owing to cost, but also 
because some conditions are studied only 
in specialized laboratories. Even so, we can 
use computational approaches to integrate 
the wealth of experiments that already have 
been performed.

Integration of independent microarray 
studies is challenging, as microarrays do not 
measure gene expression in any absolute 
units. Several studies have integrated 
single-platform3 and cross-platform4–6 
data from single-channel oligonucleotide 
arrays yielding consistent results. It has 
been generally accepted, however, that 

only data from the same platform can be 
reliably integrated on a quantitative level7. 
Integration is also challenging because 
of the unavoidable complexity of sample 
descriptions. The Unified Medical Language 
System has been used to re-annotate free 
text-based sample descriptions8; however, 
extracting information from published 
data sets and representing it suitably for 
statistical analysis is a time-consuming 
process that is difficult to automate and 
requires expert curation9.

We collected over 9,000 raw data files 
generated on the human gene expression 
array Affymetrix U133A from the public 
databases Gene Expression Omnibus10 and 
ArrayExpress11. After we removed duplicate 
files and applied strict quality controls 
(Supplementary Methods), data on 5,372 
samples from 206 different studies generated 
in 163 different laboratories remained. 
Using text mining and curation, we binned 
the samples in 369 biological groups, each 
representing a particular cell or tissue type, 
disease state or cell line (Supplementary 
Fig. 1a). Of these, 96 groups contained 
at least ten biological replicates. We also 
introduced ‘meta-groups’ such as cell lines, 
neoplasms, non-neoplastic diseases, and 

A global map of human gene expression

Figure 1  Principal component analysis. Each dot represents one of the 5,372 samples in a 
multidimensional gene expression space projected on the principal plane formed by the first 
(hematopoietic) and second (malignancy) principal axes. The dots are colored semitransparently 
according to the biological group the sample belongs to. (a) The first principal component separates 
hematopoietic system–derived samples from the rest of the samples, with connective tissues and 
incompletely differentiated cell–based samples forming a relatively compact group on the right. The 
cyan dots among the blood samples on the right side represent samples from bronchoalveolar lavage 
cells (a possible sample contamination with blood) and kidney. The dark green dots at the center 
include embryonic stem cells. (b) The second principal axis predominantly arranges cell line samples 
at the bottom, neoplasm samples in the middle and a mixture of nonneoplastic disease and normal 
samples at the top.
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small number of genes are needed to define 
six transcriptional states, it is worth noting 
that the highest expression variance can 
identify these genes.

To identify genes differentially expressed 
in specific biological groups, we performed 
one-way analysis of variance (Supplementary 
Methods). For instance, we found 243 genes 
differentially expressed in 567 samples 
grouped under ‘leukemia’. Many of these 
are known to be implicated in leukemia 
(for example, BCR, ETV6, FLT3, HOXA9, 
MYST3, PRDM2, RUNX1 and TAL1), 
and we confirmed many others through 
literature searches. Similarly, 1,217 genes 
are differentially expressed in all cell lines: 
the upregulated genes are most over-
represented in gene ontology categories 
related to M phase, cell division, mitosis, 
cell cycle and primary metabolic processes, 
and downregulated genes are most over-
represented in immune and defense response.

Our study demonstrates that analysis 
of a large microarray data set compiled 
from many laboratories can reveal the 
overall structure of gene expression space, 
which could not be observed in any of 
the contributing studies individually. 
A particularly important finding is that 
solid-tissue cell lines form a distinct 
group, clustering with each other rather 
than with their respective tissues of origin 
(Supplementary Figs. 4a,i). Moreover, they 
show high similarity to blood cell lines. 
An exception to this rule is incompletely 
differentiated cell types, for which cell lines 
cluster with the primary cells. Note that 
on the PCA’s malignancy axis, neoplasm 
samples are located between the cell line 
and the normal and non-neoplastic disease 
samples, characterizing neoplasm as an 
intermediate state between normal samples 
and immortalized cell lines.

When interpreting these results, several 
limitations concerning the data set must 
be taken into account. First, there may be 
gaps in our data; for instance, there are few 
normal solid-tissue samples besides muscle, 
heart and brain. More data may reveal other 
major transcriptional classes. Second, it is 
possible that the laboratory effects are too 
strong to achieve resolution beyond the 
six major classes. Although the PCA shows 
samples from more specific groups (such as 
leukemia) located together (Supplementary 
Fig. 3c), and supervised analysis reveals 
that genes specific to such sample classes 
are often known to be involved in the 
relevant biological conditions, the results of 
hierarchical clustering did not conclusively 
reveal finer structures.

is robust: we obtained similar results when 
samples from different laboratories were 
kept in separate groups (Supplementary Fig. 
4b) and by clustering all 369 sample groups 
(Supplementary Fig. 4c). To see how each 
of the 273 smaller groups relates to the six 
original clusters, we computed the pairwise 
distances between the members of the 96 
and 273 groups and applied hierarchical 
clustering (Supplementary Fig. 4d). The 
smaller-group clusters correspond well to the 
six original clusters, although an additional 
small cluster of liver and small-intestine 
samples emerged. This analysis is driven 
by the original clustering; nevertheless, if 
there were new major expression pattern 
groups, we would expect to observe them. We 
conclude that the large-scale structure of our 
data can be explained by six major sample 
expression profile groups, corresponding 
to transcriptional states, and some smaller 
outliers.

Various observations can be made by 
examining the sample annotations in more 
detail. For instance, skeletal and heart muscle 
cluster together, whereas smooth muscle 
belongs to the incompletely differentiated 
cell type cluster, which is dominated by 
fibroblasts. This cluster includes bone-
marrow mesenchymal stem cells, but not 
the hematopoietic bone-marrow stem cells, 
which are located in the hematopoietic 
cluster together with other blood-cell 
precursors. The embryonic stem cell line 
(HES2; ref. 13) does not belong to the cluster 
of incompletely differentiated cell types; its 
expression profile is similar to those of both 
fibroblasts and neoplastic cell lines.

Next, we studied which genes are 
expressed in various biological conditions. 
We applied hierarchical clustering to gene 
expression profiles across the 96 larger 
groups, representing the expression of a gene 
in each group by its mean. We visualized the 
1,000 most variable probe sets mapping to 
907 different genes and visually identified 
50 gene clusters (Supplementary Fig. 5a). 
As our data set represents a wide range 
of biological conditions, we can study 
the overall variability of gene expression. 
For the majority of genes, the normalized 
signal is largely constant across the 5,372 
samples; there are only 1,034 probe sets with 
a standard deviation >2 (Supplementary 
Fig. 6a,b). The sample clustering obtained 
using only the 350 most variable probe sets 
produced similar results to that based on 
all data and is retained to some extent even 
when only the 30 most variable probe sets 
are used (Supplementary Figs. 4e and 5b). 
Although it is not surprising that only a 

51 of the 96 larger biological groups (with 
ten replicates or more) contain assays from 
at least two different laboratories. In total, 
100 different laboratories contributed 3,133 
samples to these multi-laboratory biological 
groups. For each of these biological groups, 
we computed the average similarity between 
the assays from different laboratories within 
the same group. We also computed the 
average similarity between assays from the 
same laboratory, but representing different 
biological groups. The comparison of the 
two similarity distributions showed that the 
biological effects were significantly  
(P < 2.2–16) stronger than the laboratory 
effects (Supplementary Fig. 2). For sample 
classes to which only one laboratory 
contributed, we cannot distinguish directly 
between the laboratory and biological effects. 
However, we can analyze our data from 
a biological perspective and compare the 
results to existing knowledge.

We applied principal component analysis 
(PCA) to the expression matrix, and produced 
visualizations in which each sample was 
represented by a point in the plane formed by 
two principal axes, and colors were assigned 
to each point according to the biological 
class (Fig. 1 and Supplementary Fig. 
3a–e). We found that the first three principal 
components have biological interpretations; 
we named them the hematopoietic, 
malignancy and neurological axes. Three 
groups—hematopoietic system, solid tissues 
and a mixture of incompletely differentiated 
cell types and connective tissues—were 
consecutively arranged on the hematopoietic 
axis. The malignancy axis differentiates three 
other groups: cell lines, neoplasms and a 
mixture of normal tissues and non-neoplastic 
disease tissues. The neurological axis separates 
nervous system from other samples. The 
fourth principal component correlates 
with an array quality metric RLE (relative 
log expression). The first three principal 
components explain ~37% of variability in 
the data (Supplementary Fig. 3f). Note that 
the full expression space consists of thousands 
of dimensions.

We also used hierarchical clustering 
to investigate the expression space from 
a different perspective. We first clustered 
the 96 larger biological groups (with ≥10 
replicates), representing each group by its 
mean expression profile. Six major clusters 
emerged: (i) cell lines derived from solid 
tissues, (ii) incompletely differentiated cell 
types and connective tissues, (iii) solid normal 
and neoplastic tissues, (iv) hematopoietic 
system, (v) brain, and (vi) muscle and heart 
(Supplementary Fig. 4a). This clustering 
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To summarize, we have constructed a 
global map of human gene expression from 
a large microarray data set. Our analysis 
reveals six major ‘continents’ on the map. 
We acknowledge that there may be more 
continents that we were not able to find 
owing to incompleteness of the data, and it 
is to be expected that finer structures exist 
within the six we found.

Note: Supplementary information is available on the 
Nature Biotechnology website.
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inquiry. On appeal, the US Court of Appeals 
for the Federal Circuit reversed the decision 
and remanded the case. Duke’s petition to 
the Supreme Court seeking review of the 
Federal Circuit’s decision was denied11.

The Federal Circuit held that the  
experimental-use exemption for patent 
infringement does not apply to research 
that furthers universities’ “business objec-
tives,” including research and educating and 
enlightening students and faculty. The court 
held that “so long as the act is in furtherance 
of the alleged infringer’s legitimate business 
and is not solely for amusement, to satisfy 
idle curiosity or for strictly philosophical 
inquiry, the act does not qualify for the very 
narrow and strictly limited experimental-use 
defense”9. Moreover, the profit or nonprofit 
status of the user is not relevant. Thus, the 
court found that the experimental-use excep-
tion should not insulate commercial research 
from claims of patent infringement. This 
applied to Duke University, which, as Judge 
Gajarsa noted, was “not shy in pursuing an 
aggressive patent licensing program from 
which it derives a not insubstantial revenue 
stream”9.

The FTC and NRC reports question 
whether the absence of an observed anti-
commons is associated with researchers’ 
lack of knowledge about the Madey deci-
sion6–8. As more researchers and their insti-
tutions become more knowledgeable about 
the potential for patent violations following 
Madey, they, as well as private industry, may 
become more litigious in protecting their 
intellectual property rights, allowing an anti-
commons to emerge.

We studied stem cell patents to deter-
mine the rate of litigation of such patents, 
to describe that litigation and to determine 
if it has, in fact, been increasing since Madey. 
We chose to study stem cell patent litigation 

industry is unable to innovate and success-
fully commercialize new products. Moreover, 
the risk of being sued for patent violation has 
now become a major concern to universities 
since Madey v. Duke University9. John Madey 
was a laboratory director at Duke University 
who received two patents related to free elec-
tron laser technology. After internal disagree-
ments, Duke removed him as a director but 
continued to use his patents. Madey sued, 
claiming patent infringement. The district 
court dismissed his claim based on the com-
mon law experimental-use doctrine10 or the 
idea that infringement is acceptable when 
done to satisfy “philosophical” or scientific 
inquiry. The experimental-use exemption 
was articulated in 1813 by Judge Story10, 
who used the term “philosophical” instead 
of “scientific” to describe the experimental-
use exemption from patent infringement. 
The essential component of the court’s rea-
soning was that those skilled in such “useful 
arts” are free to use the knowledge imparted 
by a patent disclosure for amusement, to sat-
isfy idle curiosity or for strictly philosophical 

It has been theorized1,2 that litigation is an 
important contributor to the concept of 

the anti-commons, which occurs when mul-
tiple owners hold the right to exclude each 
other from a scarce resource, so that no one 
holds an effective right of entry and under-
use of the resource results3. This may occur 
with royalty stacking, where an inventor 
must obtain multiple licenses to commer-
cialize a product. If this activity is leading to 
an anti-commons, then, is the multitude of 
patents that has been granted actually inhib-
iting, rather than facilitating, the transfer of 
technology3?

Patent litigation and the strategies firms 
follow to protect themselves from the risk 
of litigation (e.g., defensive patenting by 
enlarging a firm’s portfolio of patents to 
influence settlement terms or foregoing oth-
erwise valuable research because of the risk 
of litigation)4 generate costs that may divert 
resources away from innovative activities, or 
make subsequent commercialization no lon-
ger feasible or more costly. Thus, litigation 
and strategies to avoid litigation can be seen 
as contributing to an anti-commons.

The perception that a large amount of liti-
gation is occurring is one point advocates 
use to justify patent reform. For example, the 
110th Senate Judiciary Committee’s Report 
on the Patent Reform Act of 2007 warns that 
excessive litigation creates costs for indus-
try participants5. This notion derives from 
reports by the Federal Trade Commission 
(FTC) and the National Research Council 
(NRC)6–8 that warn of dire consequences if 
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concerning genetic engineering vectors, 
their isolation, preparation or purification” 
(C12 15/) compared to stem cell patents for 
“undifferentiated human, animal or plant 
cells, e.g., cell lines; tissues; cultivation or 
maintenance thereof; culture media” (C12N 
5/). However, when you compare the rate of 
litigation by patent, taking into account that 
some patents were litigated multiple times, 
there is no significant difference between 
these two categories (Table 1).

In phase 2 of our study, there were three 
lawsuits in the category encompassing 
peptides having more than 20 amino acids 
(C07K 14/) and one lawsuit in each of the 
other categories. There were no significant 
differences in litigation between the catego-
ries studied (Table 2).

We identified the plaintiffs in each lawsuit. 
Some lawsuits involved more than one plain-
tiff. We included all plaintiffs we were able to 
identify. In phase 1, 7 out of 67 (10%) cases 
involved university plaintiffs. Of the 28 plain-
tiffs we were able to identify, 5 (18%) were 
university plaintiffs (Supplementary Table 
1). In phase 2, we did not identify any uni-
versity plaintiffs (Supplementary Table 2).

Similarly, a case can involve more than 
one defendant. In phase 1, we identified 89 
defendants, most of whom were involved in 
only one case. Five of the defendants were 
involved in two cases. Only one defendant 
was a university plaintiff (Supplementary 
Table 3). In phase 2, we identified three 
defendants. One of the defendants, a repre-
sentative of the US Patent and Trademark 
Office (USPTO), was involved in three cases 
(Supplementary Table 4).

In phase 1, we calculated the difference 
in months between the time a patent issues 
and a suit is filed. The difference in months 
between the time a patent issues and a suit 
is filed is shown in Supplementary Table 5. 
The average time difference by category for 
64 cases is shown in Supplementary Table 6. 
(We eliminated three cases for this calcula-
tion because the filing dates given by LitAlert 
(the patent and trademark litigation alert 
database published by Westlaw) are the same 
as issue dates. This is highly improbable and 
can probably be attributed to input error. 
One case in category C12N 5/ was elimi-
nated and two cases in category C12 15/ were 
eliminated.) Because Monsanto seems to be 
following a deliberate policy of suing over 
older patents14,15 (the first, litigated 32 times, 
issued in 1994; and the second, litigated 3 
times, issued in 1990) (Supplementary 
Table 1), we also calculated an average time 
for those cases in which Monsanto was not a 
plaintiff (Supplementary Table 6).

who identified three dominant areas where 
most stem cell patenting has occurred. They 
are within three IPC codes: C07K 14/ (pep-
tides having more than 20 amino acids), 
C12N 5/ (undifferentiated human, animal or 
plant cells, e.g., cell lines; tissues; cultivation 
or maintenance thereof; culture media) and 
C12 15/ (mutation or genetic engineering; 
DNA or RNA concerning genetic engineer-
ing vectors, their isolation, preparation or 
purification) (See Box 1).

In phase 1 of our study, we identified 67 
cases involving 23 different patents, mean-
ing many patents were litigated multiple 
times. Of note is one patent14, owned by 
Monsanto, a multinational agricultural bio-
tech company, which was litigated 32 times. 
In phase 2, we identified five cases involving 
five patents.

In phase 1, there were no lawsuits in the 
category encompassing “peptides having 
more than 20 amino acids” (C07K 14/). 
There were significantly (P<0.001) more law 
suits for stem cell patents involving “muta-
tion or genetic engineering; DNA or RNA 

for two reasons. First, the area of stem cell 
research and technology is now once again at 
the forefront of the nation’s research agenda, 
since President Barack Obama’s executive 
order removed some limitations from stem 
cell research12. The research has potential to 
yield new treatments and cures for debilitat-
ing and fatal diseases so it is vital that the US 
patent system encourage innovation in this 
area to maintain global competitiveness.

Second, concerns about an emerging anti-
commons are particularly acute in stem cell 
research, where there are few or no alternatives 
to patented technologies that enable embry-
onic or adult stem cells to be directed into spe-
cific cell lineages. The interdependence of the 
technologies involved with these stem cell pat-
ents and the fragmentation of their ownership 
across many organizations could make the task 
of coordinating access to key technologies an 
intensive as well as costly process, and so create 
an anti-commons in the field13.

Results
We built on the work of Bergman and Graff13 

Box 1 Study description

Bergman and Graff identified stem cell patents by using the IPC code in which the 
technical fields of a patent’s primary “inventive steps” are reported13. This allowed 
them to identify the areas where most stem cell patenting has occurred. According to 
these investigators, the three dominant areas in which stem cell patenting occur are 
within the IPC codes C07K 14/ (peptides having more than 20 amino acids), C12N 5/ 
(undifferentiated human, animal or plant cells, e.g., cell lines; tissues; cultivation or 
maintenance thereof; culture media) and C12 15/ (mutation or genetic engineering; DNA 
or RNA concerning genetic engineering vectors, their isolation, preparation or purification) 
(http://www.wipo.int/classifications/ipc/ipc8/?lang=en).

We completed this study in two phases. During the week of June 30 to July 4, 2008, we 
accessed the USPTO database (http://patft.uspto.gov/) using these codes for phase 1. In 
phase 2, using these codes, the USPTO supplied us with a list of patents issued between 
January 1, 2006 and February 9, 2010 (this list is available on request). The reasons for 
completing the study in two phases include updating this study at the editor’s request and 
the fact that an error on the full-text USPTO database prevents us from searching on these 
codes after January 1, 2006. This error has been reported to and acknowledged by the 
USPTO. In both phases, we took a 30% random sample of patents in each area identified 
by Bergman and Graff to be included in our study.

For the first phase, we cross-referenced the patents we identified with the LitAlert 
database, which contains records for patent lawsuits filed in the 94 US District Courts 
and reported to the commissioner of the USPTO. In addition, records for thousands of 
lawsuits filed since the early 1970s that have not been reported in the USPTO Official 
Gazette for Patents18 are included. We searched the LitAlert database for the patent 
numbers contained in each of our three data sets. During the second phase of the study, 
we followed the same method beginning and ending our cross-reference to LitAlert on 
February 15, 2010.

Many cases involve more than one patent. LitAlert identifies a primary patent and lists 
any other patent that might be part of the litigated case. To avoid multiple counting of 
lawsuits, in both phases, we selected only those cases where the primary patent number 
was listed in our data sets. Once we identified the appropriate cases, we cross-referenced 
the patent numbers involved in the cases with the USPTO database to obtain the issue 
dates of the patents.
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business managers and scientists from ten 
pharmaceutical and biotech companies, as 
well as others, including university research-
ers and technology transfer officers, patent 
lawyers and trade association personnel14. 
They found that university researchers, to 
the extent that they are doing noncommer-
cial work, are left alone. In fact, Walsh and 
colleagues found that industry welcomes 
research like this because it helps develop 
more knowledge about the patented tech-
nology. Moreover, industry respondents 
suggested that companies, because of the 
negative publicity that usually attends asser-
tive action against a university, believe it is 
not worth bringing such suits.

The National Research Council arranged 
with Walsh and colleagues to undertake a 
second, more extensive survey8 than the first. 
A sample of 1,124 persons included, among 
others, investigators in universities, gov-
ernment laboratories and other nonprofit 
institutions, 563 industry scientists, and 299 
researchers working on a signaling protein. 
The findings of the second study are similar 
to those of the first in terms of technology 
access issues. For example, in the sample 
above, “unreasonable terms for obtaining 
research inputs” was cited by 10% of survey 
respondents and “too many patents covering 
needed research inputs” was cited by only 3% 
of survey respondents as a reason for project 
abandonment8.

Limitations and conclusion
There are limitations to this study. First, we 
studied only one type of patent—stem cell 
patents—in three categories. Therefore, the 
results of this small study cannot be extrapo-
lated to other industries or areas. Secondly, 
we only studied litigation, which is theo-
rized to be but one contributor to the anti-
commons, albeit thought to be an important 
one.

There are also the study’s technical limita-
tions. Federal law requires clerks of the courts 
of the United States to notify the USPTO 

not be a protected class that benefits from 
a research exemption when the research 
furthers their business interests. Further 
evidence that universities seek to protect 
their intellectual property interests is that 
in phase 1, excluding the Monsanto patents, 
of the seven patents that were litigated more 
than once, three of these patents were asso-
ciated with universities. Of these 12 cases, 7 
cases involved universities (Supplementary 
Table 1).

Only one of the defendants we identi-
fied was a university. Madey was decided 
in October 2002. Because 46% of the 
litigation we studied in phase 1 was after 
Madey, and the average time between pat-
ent issue and institution of a lawsuit is 62.52 
months (using the average time, excluding 
Monsanto), it appears that the post-Madey 
fears of opening a floodgate of litigation 
against universities is not being realized at 
the moment, at least for these stem cell pat-
ent categories. The one case we found with 
a university being a defendant was filed in 
1999, which predates Madey by several years. 
These results are supported by phase 2 of the 
study in which we did not find a university 
named as defendant.

These findings are consistent with two 
surveys Walsh and colleagues undertook8,16. 
In the first survey, they conducted 70 inter-
views with intellectual property attorneys, 

Similarly, in phase 2, we calculated the 
difference in months between the time a 
patent issues and litigation. However, we 
are doubtful that these data are meaning-
ful as we identified so few cases associated 
with these later-issuing patents. However, 
the fact that we identified so few cases could 
validate phase 1’s results that, on average, it 
takes over 62 months (excluding lawsuits 
involving Monsanto as plaintiff) for a suit to 
be filed after a patent issues (Supplementary 
Table 7).

In phase 1, we calculated the number of 
cases litigated per year including and exclud-
ing Monsanto. Again, we eliminated the three 
cases which seemed to have incorrect filing 
dates. (We cannot obtain a rate of litigation 
for the total number of patents for all IPC 
codes studied, nor can we get a rate of litiga-
tion per patent because the total number of 
patents identified is inflated. For example, a 
patent might have the code C07K 14/ and the 
C12 15/ code and so the total would contain 
duplicate patents.) The results are shown in 
Figure 1. In phase 2, because there were so 
few cases, we did not calculate number of 
cases litigated per year.

Discussion
For the stem cell patents in both phase 1 and 
2, the rate of litigation to issued patents in 
the categories studied is extremely small, 
which calls into question the claim that 
a large amount of litigation is causing an 
anti-commons. However, when a patent is 
litigated, often it is litigated more than once, 
meaning that relatively few stem cell patents 
account for a large portion of litigation for 
the categories of patents we studied.

Contrary to the idea that industry is 
responsible for almost all patent litigation, 
it appears that for stem cell patent litigation, 
universities have already assumed the role of 
plaintiff. This supports the Federal Circuit’s 
finding in Madey that universities have their 
own business objectives and therefore should 

Table 1  Study phase 1: litigation of stem cell patents before January 2006 
IPC code C07K 14/ C12N 5/ C12 15/ P value

Number of patents identified on USPTO 
database (June 30–July 4, 2008)

2,019 3,878 6,980

N (total patents in this study) 605 1,163 2,094

Number of litigated cases 0 9 58

Rate of litigated cases 0 0.00773861 0.02769819 P < 0.001 (likelihood 
ratio test for comparing 
Poisson counts)

Number of patents litigated 0 6 17

Rate of number of patents in study 0 0.00515907 0.00811843 Not significant  
P = 0.068 (Chi square)

Study period June 30–July 4, 2008.

Table 2  Study phase 2: litigation of stem cell patents from January 1, 2006 to  
February 9, 2010
IPC code C07K 14/ C12N 5/ C12 15/ P value 

Number of patents identified on  
USPTO database

1,683 1,096 2,118

N (total patents in this study) 506 329 635

Number of litigated cases 3 1 1 0.45 (Chi squared or P = –0.53 
by Fisher’s exact Test)

Rate of litigated cases 0.006 0.003 0.002

Number of patents litigated 3 1 1

Rate of number of patents in study 0.006 0.003 0.002 0.45 (Chi squared or P = –0.53 
by Fisher’s exact Test)
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within one month after the filing of a suit15. 
LitAlert obtains information for its database 
from the USPTO. But not all courts may be 
diligent about this requirement. Thus, if 
filed suits are not reported, they will not be 
included in LitAlert’s database.

We find no evidence that Madey is unleash-
ing a floodgate of litigation in the areas we 
studied, despite the worry voiced by the 
three reports cited above. We also find that 
for the stem cell patents studied, universities 
are proactive (and have been before Madey) 
in protecting their intellectual property, 
supporting the Madey contention that the 
boundary between industry and academia 
is blurring.

Note: Supplementary information is available on the 
Nature Biotechnology website.
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Recent patent applications in high-throughput drug screening 

Patent number Description Assignee Inventor
Priority  
application date Publication date

US 20100056390 A three-dimensional cell culture system comprising a cell 
of interest and a natural or synthetic hydrogel incorporating 
the cell of interest; useful in an apparatus for high-through-
put drug screening.

Fischbach C Fischbach C 7/29/2008 3/4/2010

US 20100041901 A new fluorescent compound having a central linker 
element linking two 6,5-ring systems or two 6,6,5-ring 
systems; useful as a fluorescent reporter molecule in a bio-
logical assay for drug discovery and as a fluorescent marker 
for protein identification.

Cairns N Cairns N 8/14/2008 2/18/2010

WO 2010019388,  
US 20100041046

A method of discretizing and manipulating sample volumes 
to perform a digital polymerase chain reaction, comprising 
providing a fluidic lattice with a flow channel and many 
fluidic harbors.

University of 
Washington  
(Seattle)

Chiu DT, Cohen DE,  
Cohen DW,  
Jeffries GDM

8/15/2008 2/18/2010, 
2/18/2010

US 7659322 A method of forming polyanhydride for controlled drug 
delivery involving irradiating diacid with microwave 
radiation in the presence of carboxylic anhydride to acy-
late the diacid to form a prepolymer, and irradiating the 
prepolymer with microwave radiation to polymerize and 
yield the polyanhydride.

Iowa State University  
Research Foundation  
(Ames, IA, USA)

Mallapragada SK, 
Vogel BM

12/16/2004 2/9/2010

US 20100028892 A reporter gene system comprising an exogenous 
protease with or without an exogenous activator of pro-
tease, which cleaves transcription factor protein; useful 
for monitoring protease activity in living yeast, e.g., 
Saccharomyces cerevisiae. 

Burnham Institute  
for Medical Research 
(La Jolla, CA, USA)

Cuddy M,  
Hayashi H,  
Reed JC

7/16/2008 2/4/2010

WO 2010011939,  
US 20100022416

An etched plate comprising a substrate, a first layer par-
tially disposed on the substrate and etched features; useful 
for measuring electrode-induced property in an etched fea-
tures assay array having >5,000 etched features.

Life BioScience 
(Albuquerque, NM, 
USA)

Buckley CT,  
Flemming JH, 
Ridgeway B

7/25/2008 1/28/2010, 
1/28/2010

WO 2010008519 A marker comprising a binding agent, e.g., biotin, and a 
chromophore, e.g., fluorescein; useful for investigating 
analytes in vitro and for anatomic, physiologic and bio-
chemical parameters.

Hu H, Li S,  
Metters A, Wang Q

Hu H, Li S,  
Metters A, Wang Q

7/14/2008 1/21/2010

WO 2010003908 A biological system for analyses of the inhibitory mode 
of action exerted by a compound on the ubiquitin pro-
teasome system for cellular protein degradation, com-
prising expression of heterologous fusion proteins in a 
eukaryotic host cell.

Esmaeilzadeh S, 
Jakobsson A, Pouya A

Beskow A,  
Bjoerk Grimberg K, 
Bott LC, Dantuma N, 
Salomons F, Young P

7/8/2008 1/14/2010

US 20090246802,  
WO 2009124135

A new annexin derivative comprising amino acids conju-
gated to a polarity-sensitive fluorophore; useful for detect-
ing apoptosis and for monitoring cell health.

University of  
Southern California 
(Los Angeles)

Langen R 4/1/2008 10/1/2009, 
10/8/2009

WO 2009047760 A new apparatus for measuring protein translation, com-
prising a cell or subcellular compartment where the cell or 
subcellular compartment comprises at least one protein 
synthesis element.

Anima Cell Metrology 
(Bernardsville, NJ, 
USA)

Smilansky Z 10/9/2007 4/16/2009

Source: Thomson Scientific Search Service. The status of each application is slightly different from country to country. For further details, contact Thomson Scientific, 1800 
Diagonal Road, Suite 250, Alexandria, Virginia 22314, USA. Tel: 1 (800) 337-9368 (http://www.thomson.com/scientific).
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kinase domain (Fig. 1). Binding of these 
receptors to cognate PAMPs initiates kinase 
signaling cascades that activate many down-
stream immune responses, including produc-
tion of reactive oxygen species, expression of 
immunity-associated genes, stomatal closure, 
callose deposition at the cell wall, and disease 
resistance2.

Lacombe et al.1 focused on elongation 
factor Tu receptor (EFR) from Arabidopsis 
thaliana, one of two pattern-recognition 
receptors that have been particularly well 
studied (with the other being flagellin- 
sensitive 2 (FLS2)). EFR recognizes elonga-
tion factor Tu (EF-Tu), a widely conserved 
bacterial PAMP3,4. Cytosolic EF-Tu is 
involved in translation, whereas an extra-
cellular form of the protein seems to help 
bacteria adhere to host cells5. Elf18, an 
18-amino acid peptide at the N terminus of 
EF-Tu, shows a high degree of amino acid 

receptors in crop protection has remained 
untested, in part because, until recently, 
the role of PAMP-triggered immunity in 
plant disease resistance has not been widely 
recognized2. Unlike R proteins, pattern- 
recognition receptors should be able to con-
fer resistance to a broad range of pathogens. 
Moreover, PAMPs tend to be more highly 
conserved and more essential to microbial 
viability than effector proteins, suggest-
ing that disease-resistance strategies based 
on pattern recognition receptors would 
yield more durable resistance under field 
conditions compared with ‘gene-for-gene’ 
approaches involving R proteins.

Most plant pattern-recognition receptors 
belong to the family of leucine-rich repeat 
receptor kinases, which consist of an extra-
cellular leucine-rich repeat domain involved 
in pathogen recognition, a transmembrane 
domain and a cytoplasmic serine/threonine 

Like animals, plants must continually fight 
infection by the many pathogens they 
encounter. Microbial pathogens account for 
billions of dollars worth of crop losses annu-
ally, and genetic engineering solutions that 
could defend plants against a broad range of 
pathogens would have a large impact on agri-
cultural productivity. In this issue, Lacombe 
et al.1 report a groundbreaking demon-
stration that heterologous expression of a 
plant immune receptor can provide broad- 
spectrum resistance against four agricultur-
ally relevant bacterial pathogens.

Plants use two types of immune receptor 
to combat microbial pathogens. First, pat-
tern recognition receptors located on the 
plant cell membrane detect so-called patho-
gen-associated molecular patterns (PAMPs), 
molecules such as lipopolysaccharide and 
flagellin that animals and plants use to rec-
ognize groups of pathogens. This results in 
PAMP-triggered immunity. Second, plants 
possess disease-resistance proteins (R pro-
teins), usually located inside the plant cell. 
R proteins detect pathogen effector proteins 
secreted into the plant cell during infection, 
leading to effector-triggered immunity. Many 
of the endpoints in PAMP-triggered and 
effector-triggered immunity are the same, 
but the effector-triggered response is stron-
ger and may involve activation of additional 
defense signaling, including programmed 
plant cell death.

Effector-triggered immunity can be 
highly effective against single pathogens 
and has been exploited in conventional and 
transgenic breeding programs to enhance 
resistance to crop diseases. In contrast, the 
feasibility of using pattern-recognition 

Broad-spectrum defense against plant pathogens
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Transfer of a pattern-recognition immune receptor to a crop confers resistance to several bacterial pathogens.
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Figure 1  Engineering broad-spectrum resistance in tomato, a member of the Solanaceae, by 
transferring a pattern-recognition receptor from the wild species A. thaliana (family Brassicaceae). 
Elongation factor Tu receptor (EFR; purple) is absent from the solanaceous species N. benthamiana 
and tomato, and these plants are normally susceptible to infection by Agrobacterium tumefaciens, 
Pseudomonas syringae, Ralstonia solanacearum and Xanthomonas perforans. Transgenic expression 
of A. thaliana EFR increases their resistance to all of these bacterial pathogens, presumably by 
activating a signaling cascade that confers resistance to a range of bacteria expressing its cognate 
PAMP, elongation factor Tu (EF-Tu; orange). The successful inter-family transfer of EFR-mediated 
disease resistance suggests that N. benthamiana and tomato contain all components necessary for EFR 
signaling other than the receptor. MAPK, mitogen-activated protein kinase.
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the exciting demonstration of EFR-mediated 
broad-spectrum disease resistance is likely 
to stimulate a wave of similar experiments 
aimed at using immune-enhancing genes 
to fight plant diseases. To date, only a hand-
ful of pattern-recognition receptors have 
been identified in plants and, for historical 
reasons, most of these recognize bacterial 
pathogens. Of note, the rice R protein Xa21, 
initially identified through conventional 
breeding, was recently shown to be a pattern-
recognition receptor8. With the increasing 
interest in PAMP-triggered immunity, it is 
likely that many more pattern-recognition 
receptors for bacteria and other pathogens 
will soon be discovered. The pioneering 
study by Lacombe et al.1 will undoubtedly 
provide a useful guide in future efforts to 
engineer pattern recognition receptor–based 
resistance against a variety of plant diseases 
caused by bacteria and other prokaryotes, 
fungi, oomycetes and possibly even nema-
todes.
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protein Bs2. Moreover, it remains to be seen 
whether pattern-recognition receptor–medi-
ated immunity will indeed be more durable 
than R protein–mediated immunity. Here, 
EFR may have an advantage over most R pro-
teins because it recognizes a highly conserved 

PAMP. R protein–
mediated resistance 
frequently breaks 
down owing to muta-
tions in the cognate 
pathogen effector or 
horizontal acquisi-
tion of an immune-
suppressing effector. 
Similarly, the durabil-
ity of EFR-mediated 
resistance could be 
undermined by resis-
tance-evading muta-
tions in PAMPs or by 
immune-suppressing 

pathogen effectors, both of which have been 
reported6,7. In addition to providing more 
data about effectiveness and durability, field 
trials will better reveal any fitness costs associ-
ated with heterologous expression of pattern-
recognition receptors.

Too often, promising laboratory demon-
strations of engineered disease resistance fall 
short in field tests. The few success stories 
include antisense and coat-protein overex-
pression strategies for controlling plant viral 
diseases. Although much remains to be done, 

conservation among many bacterial species3 
and is used as a surrogate in studies of EFR-
triggered defense responses.

Assays of elf18-induced immune responses 
(e.g., H2O2 and ethylene production) have 
suggested that EFR is expressed in A. thaliana 
and other members 
of the Brassicaceae 
but not in members 
of the Solanaceae3, 
such as tobacco, 
tomato and potato. 
Heterologous tran-
sient expression of 
A. thaliana EFR in 
Nicotiana benthami-
ana, a close relative 
of tobacco, confers 
responsiveness to 
elf18, as measured by 
activation of H2O2 
and ethylene pro-
duction4. Until now, however, it was unclear 
whether stable transgenic expression of EFR 
in EFR-lacking crop plants would impart 
disease resistance, and if so, whether the 
resistance would be effective against a broad 
spectrum of bacterial pathogens.

Lacombe et al.1 have answered both ques-
tions in the affirmative, showing that EFR 
transgenic N. benthamiana and tomato plants 
exhibit considerably increased resistance to 
diverse pathogens from the bacterial genera 
Pseudomonas, Agrobacterium, Xanthomonas 
and Ralstonia. The resistance appears to 
depend on EF-Tu recognition, as there is no 
evidence of activation of nonspecific, con-
stitutive defense responses. Moreover, the 
resistance is restricted to EF-Tu–expressing 
bacterial pathogens and is not effective 
against a fungal pathogen. Importantly, the 
transgenic plants resemble nontransgenic 
wild-type plants in size and morphology, 
with no obvious growth defects, at least 
in the laboratory setting. The inter-family 
transfer of EFR-mediated disease resistance 
suggests that N. benthamiana and tomato 
contain all necessary components for EFR 
signaling, a finding that contrasts with the 
difficulty encountered in inter-family trans-
fer of gene-for-gene resistance conferred by 
A. thaliana R proteins.

The efficacy of EFR-mediated immunity 
compared with R protein–mediated immu-
nity is still unclear. Many laboratory assays 
have shown that PAMP-triggered immunity 
has a weaker collective immune output than 
effector-triggered immunity. Accordingly, 
Lacombe et al.1 show that in tomato, EFR-
mediated resistance to Xanthomonas perforans 
is weaker than resistance mediated by the R 

Antagonizing metastasis
Michele de Palma & Luigi naldini

Therapeutic inhibition of a microRNA reduces metastasis formation in a 
mouse model of breast cancer.

Although metastases are more deadly than 
primary tumors, the development of anti-
metastatic therapies has been hampered 
by a limited understanding of the under-
lying biology and a resulting lack of suit-
able drug targets1. In this issue, Weinberg 
and colleagues2 demonstrate the feasibility 
and therapeutic efficacy of targeting a pro- 
metastatic microRNA (miRNA) with antago-
mirs. Although the therapy did not affect the 

growth of the primary tumor, it effectively 
inhibited metastatic spread to the lung in a 
mouse model of breast cancer.

miRNAs are an abundant class of small non-
coding RNAs that regulate gene expression 
post-transcriptionally by inhibiting mRNA 
translation and/or inducing its degradation3. 
miRNAs recognize their targets in a sequence-
specific manner and, whereas the downregu-
lation of any individual target is minor, each 
miRNA targets multiple genes, often linked in 
a biological pathway, and can thus have a pro-
found impact on cell fate and behavior.

A strong connection has emerged between 
miRNA and cancer4. Indeed, many miRNAs 
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Although much remains 
to be done, the exciting 
demonstration of eFR-
mediated broad-spectrum 
disease resistance is likely to 
stimulate a wave of similar 
experiments aimed at using 
immune-enhancing genes to 
fight plant diseases.
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the exciting demonstration of EFR-mediated 
broad-spectrum disease resistance is likely 
to stimulate a wave of similar experiments 
aimed at using immune-enhancing genes 
to fight plant diseases. To date, only a hand-
ful of pattern-recognition receptors have 
been identified in plants and, for historical 
reasons, most of these recognize bacterial 
pathogens. Of note, the rice R protein Xa21, 
initially identified through conventional 
breeding, was recently shown to be a pattern-
recognition receptor8. With the increasing 
interest in PAMP-triggered immunity, it is 
likely that many more pattern-recognition 
receptors for bacteria and other pathogens 
will soon be discovered. The pioneering 
study by Lacombe et al.1 will undoubtedly 
provide a useful guide in future efforts to 
engineer pattern recognition receptor–based 
resistance against a variety of plant diseases 
caused by bacteria and other prokaryotes, 
fungi, oomycetes and possibly even nema-
todes.
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EFR may have an advantage over most R pro-
teins because it recognizes a highly conserved 
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suppressing effector. 
Similarly, the durabil-
ity of EFR-mediated 
resistance could be 
undermined by resis-
tance-evading muta-
tions in PAMPs or by 
immune-suppressing 

pathogen effectors, both of which have been 
reported6,7. In addition to providing more 
data about effectiveness and durability, field 
trials will better reveal any fitness costs associ-
ated with heterologous expression of pattern-
recognition receptors.

Too often, promising laboratory demon-
strations of engineered disease resistance fall 
short in field tests. The few success stories 
include antisense and coat-protein overex-
pression strategies for controlling plant viral 
diseases. Although much remains to be done, 

conservation among many bacterial species3 
and is used as a surrogate in studies of EFR-
triggered defense responses.

Assays of elf18-induced immune responses 
(e.g., H2O2 and ethylene production) have 
suggested that EFR is expressed in A. thaliana 
and other members 
of the Brassicaceae 
but not in members 
of the Solanaceae3, 
such as tobacco, 
tomato and potato. 
Heterologous tran-
sient expression of 
A. thaliana EFR in 
Nicotiana benthami-
ana, a close relative 
of tobacco, confers 
responsiveness to 
elf18, as measured by 
activation of H2O2 
and ethylene pro-
duction4. Until now, however, it was unclear 
whether stable transgenic expression of EFR 
in EFR-lacking crop plants would impart 
disease resistance, and if so, whether the 
resistance would be effective against a broad 
spectrum of bacterial pathogens.

Lacombe et al.1 have answered both ques-
tions in the affirmative, showing that EFR 
transgenic N. benthamiana and tomato plants 
exhibit considerably increased resistance to 
diverse pathogens from the bacterial genera 
Pseudomonas, Agrobacterium, Xanthomonas 
and Ralstonia. The resistance appears to 
depend on EF-Tu recognition, as there is no 
evidence of activation of nonspecific, con-
stitutive defense responses. Moreover, the 
resistance is restricted to EF-Tu–expressing 
bacterial pathogens and is not effective 
against a fungal pathogen. Importantly, the 
transgenic plants resemble nontransgenic 
wild-type plants in size and morphology, 
with no obvious growth defects, at least 
in the laboratory setting. The inter-family 
transfer of EFR-mediated disease resistance 
suggests that N. benthamiana and tomato 
contain all necessary components for EFR 
signaling, a finding that contrasts with the 
difficulty encountered in inter-family trans-
fer of gene-for-gene resistance conferred by 
A. thaliana R proteins.

The efficacy of EFR-mediated immunity 
compared with R protein–mediated immu-
nity is still unclear. Many laboratory assays 
have shown that PAMP-triggered immunity 
has a weaker collective immune output than 
effector-triggered immunity. Accordingly, 
Lacombe et al.1 show that in tomato, EFR-
mediated resistance to Xanthomonas perforans 
is weaker than resistance mediated by the R 
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Therapeutic inhibition of a microRNA reduces metastasis formation in a 
mouse model of breast cancer.

Although metastases are more deadly than 
primary tumors, the development of anti-
metastatic therapies has been hampered 
by a limited understanding of the under-
lying biology and a resulting lack of suit-
able drug targets1. In this issue, Weinberg 
and colleagues2 demonstrate the feasibility 
and therapeutic efficacy of targeting a pro- 
metastatic microRNA (miRNA) with antago-
mirs. Although the therapy did not affect the 

growth of the primary tumor, it effectively 
inhibited metastatic spread to the lung in a 
mouse model of breast cancer.

miRNAs are an abundant class of small non-
coding RNAs that regulate gene expression 
post-transcriptionally by inhibiting mRNA 
translation and/or inducing its degradation3. 
miRNAs recognize their targets in a sequence-
specific manner and, whereas the downregu-
lation of any individual target is minor, each 
miRNA targets multiple genes, often linked in 
a biological pathway, and can thus have a pro-
found impact on cell fate and behavior.

A strong connection has emerged between 
miRNA and cancer4. Indeed, many miRNAs 
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activity of the miRNA on its natural targets 
and thus suppressing its biological activity11. 
The authors stably overexpressed a miR-10b 
sponge in breast tumor cells using a viral 
vector and implanted the cells in mice. This 
approach gave similar results as the antago-
mir treatment, demonstrating that the tumor 
cells, and not the host cells, are the crucial 
therapeutic targets of the antagomir.

An important limitation of the antagomir 
therapy reported in this study2 is that it did 
not affect the growth of lung metastases once 
the tumor cells had already disseminated to 
the lung tissue. Whereas this limits the clini-
cal application of the therapy as dissemina-
tion to distant organs is an early event during 
breast cancer progression12, it highlights the 
striking specificity of action of miR-10b in 
the multi-step process of metastasis. In the 
future, one may conceive testing miR-10b 
antagomirs for the prophylactic treatment 
of tumors that have not yet metastasized, or 
to counteract progression to metastasis pos-
sibly induced by adaptive resistance to anti-
angiogenic therapy13.

From the standpoint of developing novel 
therapies targeting miRNAs, the present 
study shows that systemic administration 
of a miR-10b antagomir can effectively tar-
get a tumor in vivo and affect the biological 
behavior of a relevant fraction of its cells, 
is well-tolerated and only accompanied by 
minor toxicity in mice. Future studies are 
now warranted to establish its efficacy and 
safety in more stringent preclinical models, 
such as spontaneous tumors, and in differ-
ent types of cancers. Whereas the potential 
toxicity of targeting any miRNA will be 
dictated by its specific spectrum of natural 
targets and expressing tissues, the successful 
results of systemic miR-10b antagomir treat-
ment supports further development of this 
strategy to target other miRNAs specifically 
involved in cancer and metastasis.
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decreased the number of pulmonary metas-
tases compared to mice treated with a con-
trol antagomir with a scrambled sequence. 
Similarly, antagomir treatment inhibited cell 
motility and invasion, but not proliferation 
in vitro, supporting the concept that miR-10b 
may specifically regulate the ability of tumor 
cells to disseminate to distant organs.

Although overexpressed in the tumor cells, 
mir-10b is also active in many normal tissues. 
Because systemically administered antago-
mirs can penetrate most cells, Weinberg and 
colleagues2 needed to exclude the possibility 
that the antagomir prevented metastasis by 
silencing miR-10b in normal cells that sup-
ported the metastatic process. Host tissues 
distant from the site of the primary tumor 
can in fact provide the soil for the metastatic 
spreading of tumor cells, and several types 
of reciprocal tumor-host interactions are  
relevant in the process1. To address this issue, 
the authors used a genetic strategy based 
on overexpressing an artificial transcript 
containing the miRNA target sequences. 
Accumulation of this transcript in the cell 
cytoplasm acts as a decoy or ‘sponge’ for the 
cognate miRNA, competitively inhibiting the 

have been found to be either up- or down-
regulated in tumors compared to the tissue 
of origin. More recently, miRNAs have been 
implicated in the regulation of metastasis5, 
the process by which tumor cells colonize dis-
tant organs. Previous work by the Weinberg 
laboratory6,7 showed that Twist—a master 
embryonic transcription factor regulating epi-
thelial-mesenchymal transition—can trigger 
invasion and metastasis, and that the miRNA 
miR-10b is a functionally important transcrip-
tional target of Twist that regulates a molecu-
lar cascade culminating in the execution of the 
metastatic program. The analysis of a small set 
of human breast cancers also suggested that 
miR-10b was more highly expressed in the 
metastatic as compared to the nonmetastatic 
tumors7. Although studies using more patients 
are needed to establish the clinical relevance 
of these findings8, miR-10b has been associ-
ated with high-grade malignancy in several 
types of cancer9. Thus, antagonizing miR-10b 
activity may represent a promising therapeutic 
strategy to inhibit the invasive and metastatic 
behavior of cancer cells.

To silence the miRNA of interest, the 
authors used an antagomir—an antisense 
RNA oligonucleotide chemically modified 
to improve stability and facilitate cell pen-
etration10 (Fig. 1). Upon systemic admin-
istration, antagomirs have been shown to 
effectively inhibit the activity of endogenous 
miRNAs in a sequence-specific manner and 
in many cells types of the body. After mul-
tiple injections of a miR-10b antagomir 
into tumor-bearing mice, Weinberg and 
colleagues2 observed markedly reduced  
miR-10b levels in the tumor. More impor-
tantly, one of its validated targets, Hoxd10, 
was upregulated, demonstrating suppression 
of miR-10b regulatory activity in the tumor 
cells. MiR-10b silencing did not inhibit the 
growth of the primary tumor, but drastically 

No
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Tumor
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Figure 1  Antagomir treatment to prevent metastatic spread of breast cancer in mice. A tumor is 
established by implanting highly metastatic tumor cells into the mammary fat pad. Metastatic tumor 
cells express high levels of the miRnA miR-10b and untreated mice rapidly develop many lung 
metastases. in contrast, systemic treatment with an antagomir that inhibits miR-10b significantly 
reduces the number of metastases despite not affecting the growth of the primary tumor.
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“in the future, one may 
conceive testing miR-10b 
antagomirs for the prophylactic 
treatment of tumors that have 
not yet metastasized, or to 
counteract progression to 
metastasis possibly induced 
by adaptive resistance to 
antiangiogenic therapy.”
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Stem cell biologists sure play a mean pinball
dhruv Sareen & Clive n Svendsen

Mouse fibroblasts are reprogrammed to functional neurons by expression of a few transcription factors.

Developmental biologists have traditionally 
considered lineage commitment and differ-
entiation to be unidirectional and irreversible 
processes enforced by stable epigenetic pat-
terns. But recent advances in stem cell biol-
ogy have shown that, at least under certain 
conditions, mature adult cells are capable 
of changing cell type in response to ectopic 
cues. In the latest example, Vierbuchen et al.1 
report in Nature that cells from the meso-
dermal lineage (fibroblasts) can be switched 
to an ectodermal lineage (neurons) using 
a simple cocktail of transcription factors. 
These results promise to open new avenues 
for the regeneration of neural tissues and 
provide further evidence that lineage repro-
gramming might be harnessed to create a 
variety of desired cell types for regenerative 
medicine and drug discovery.

The idea that each somatic cell has the 
potential to regenerate an entire organism 
arose from pioneering studies of cloning, 
first in amphibians and then in mammals. 
The recent discovery that ectopic expression 
of Oct4, Sox2, Klf4 and c-Myc can push ter-
minally differentiated cells back in time to a 
pluripotent state2,3 has both confirmed this 
basic idea and changed the way that biolo-
gists think about cellular differentiation. In 
particular, the simplicity of creating induced 
pluripotent stem (iPS) cells with a small 
number of transcription factors has led to 
a reassessment of the plasticity of somatic 
cells.

As iPS cells can be differentiated to virtually 
any tissue of the body, they represent a new 
source of autologous tissue for cell therapy. 
An alternative approach to the generation of 
desired cell types is lineage reprogramming, 
in which one type of mature, differentiated 
cell is transformed into another. Important 
insights into this process came from stud-
ies showing that exocrine pancreatic aci-
nar cells were reprogrammed to endocrine 
beta-islet cells using the transcription fac-
tors Pdx1, Ngn3 and MafA4, that expression 
of Atoh1 in nonsensory cochlear cells gen-

erated functional auditory hair cells5 and 
that B lymphocytes could be converted to 
macrophages using C/EBP genes6. In neural 
reprogramming, expression of the neural-
specific transcription factors Pax6, Ngn2 and 
Ascl1 (also Mash1) switched astroglial cells 
to neurons7, and expression of Nurr1, Ngn2 
and Mash1 generated dopaminergic neurons 
from restricted neural progenitors8.

Vierbuchen et al.1 began by compiling a 
list of 19 important transcription factors 
known to co-regulate the neurogenic pro-
gram during development. They infected 
embryonic and 3-day-old tail-tip fibroblasts 
isolated from mice expressing green fluores-
cent protein (GFP) under the control of the 
neural Tau gene with viruses expressing all 19 
factors and their permutations. By studying 
different combinations they found that only 
five genes—Ascl1, Brn2/4, Myt1l, Zic1 and 
Olig2—were capable of repatterning fibro-
blasts to GFP-expressing neurons, termed 
induced neuronal (iN) cells. The only gene 
absolutely required was Ascl1. However, Brn2 
and Myt1l or Zic1 were needed to increase 
transformation efficiency, maturation and 
generation of more complex neuronal phe-
notypes. Similarly, the efficiency of repro-
gramming to iPS cells can be improved by 
increasing the number of exogenous tran-
scription factors.

Vierbuchen et al.1 found that neurotrans-
mitters elicited responses from the iN cells 
that are characteristic of excitatory gluta-
matergic neurons and inhibitory GABAergic 
neurons. However, more restricted dopamin-
ergic, cholinergic and serotonergic projec-
tion neurons of the central nervous system 
were not obtained. Importantly, purified iN 
cells were capable of firing repetitive action 
potentials and formed functional synapses. 
Analysis of the synaptic activity showed a 
preponderance of excitatory cortical neurons. 
The majority of the new neural cells were 
born early and over time developed elabo-
rate fibers and specialized electrophysiology. 
Nonetheless, it remains to be determined 
whether iN cells made a complete and stable 
phenotypic switch or whether a partially 
intact fibroblast epigenetic pattern survived 
after incomplete neural reprogramming. 

One possible shortcoming of this study is 
that the authors used only embryonic and 

neonatal tail tip fibroblasts as the starting 
material. Although there was little evidence 
of neuronal production from these tissues, 
neural crest derivatives that migrate from the 
neural tube into peripheral tissues during 
development are known to permeate many 
skin structures9. Indeed, they have been 
shown to persist until adult development 
as multipotent skin-derived precursors10. 
To determine whether rare neural crest cells 
rather than fibroblasts responded to Ascl1 
and the other reprogramming factors, it 
would be useful to perform clonal studies 
and to evaluate fibroblasts for an assortment 
of neural crest markers. Interestingly, Sox10, 
an early neural crest marker, was expressed in 
tail-tip fibroblasts. Nevertheless, the authors 
did not rule out the possibility that the iN 
cells could represent dorsal root ganglion 
or sympathetic neurons of the peripheral 
nervous system, evidenced by expression 
of peripherin in some iN cells. If true, this 
would further suggest the possibility of a 
neural crest derivative contaminating the 
primary fibroblast cultures from which the 
iN cells were generated.

If iN cells do arise from differentiated 
fibroblasts, it will be important to work 
out the underlying mechanisms of repro-
gramming. Both Vierbuchen et al.1 and the 
authors of a recent commentary11 suggest 
that there may have been a direct transfor-
mation from the mesodermal to the ectoder-
mal lineage. Alternatively, it is possible that 
Ascl1 and the other transcription factors 
pushed the cells back to a transient primitive 
(but not pluripotent) state before they dif-
ferentiated down a different lineage. It seems 
unlikely that a fully differentiated fibroblast 
switched fate directly to a fully differenti-
ated neuron. Rather, the fibroblast may have 
first transitioned back to a neural progenitor 
state. Vierbuchen et al.1 did not examine the 
role of cell division in the reprogramming 
process. Does the fibroblast have to divide 
in the presence of Ascl1 before acquiring a 
neural fate? This may allow it to ‘reset’ crucial 
expression profiles to a more primitive state 
on which other exogenous transcription fac-
tors would act. Examining neural progenitor 
markers such as Pax6 and Tbr2 and inhib-
iting proliferation during reprogramming 
would help address these issues.
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Figure 1  Pinball model of development and reprogramming. The basis of this model is that reprogramming from one cell fate to another requires a 
dedifferentiation step back to a more primitive state followed by a new path of differentiation. A zygote (‘ball’) is formed after a sperm enters the egg 
(bottom right). Totipotent stem cells are produced from the first few divisions of the fertilized egg and become either embryonic or extraembryonic 
cell types. As development progresses in the ‘ball launch lane’, embryonic stem cells emerge in the inner cell mass of the blastocyst. The embryonic 
stem cell expresses endogenous transcription factors (‘bumpers’) responsible for self-renewal and maintenance of pluripotency. As it moves 
forward, its developmental potential becomes increasingly restricted. Differentiation into one of the three major dermal lineages is influenced by 
the developmental guidance cues and epigenetic determinants (‘edges’) that the cell encounters. Endogenous transcription factors (bumpers) or 
exogenous transcription factors (‘flippers’) can drive differentiation forward or, in some cases, flip the cell upward to a less differentiated state (dotted 
red arrows). A terminally differentiated cell (brown) falling through ‘out lanes’ can be forced back to pluripotency through ‘return lanes’ to make iPS 
cells by overexpression of master regulators (bottom orange flippers) such as Oct4 and Sox2. The expression of other, less powerful transcription 
factors (smaller flippers) can only tap the cell within a small radius or across an epigenetic edge to another lineage via a transient more primitive 
state. in an alternative model, a differentiated cell can be pushed directly sideways to another cell type (transdifferentiation) without being flipped to 
a less differentiated state.
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blasts without going through a pluripotent 
stage would have the advantage of circum-
venting tumorigenicity concerns associated 
with iPS cells. For most clinical applications, 
however, it would be necessary to be able to 
expand the cells, as large numbers of cells 
are typically required for transplantation. 
Additional work is needed to determine 
whether the approach of Vierbuchen et al.1 
can be modified to produce expandable neu-
ral progenitor cells. 

Whatever the future holds for this fascinat-
ing and fast-moving field, it is apparent that 
stem cell biologists, in the words of The Who’s 
“Pinball Wizard”, sure play a mean pinball.
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verted to an ectodermal neuronal fate with 
the Ascl1, Brn2 and Myt1l flippers (blue). 
For simplicity, we illustrate only two other 
examples of reprogramming: iPS cells and 
the intra-lineage conversion of pancreatic 
endocrine to exocrine cells4.

In the future it will be of great interest to 
assess how this model compares to the alter-
native view that a cell can move laterally on 
the pinball machine (or through a tunnel 
in Waddington’s model), thus converting 
directly to a new lineage without passing 
through a more primitive state. This will be 
a fundamental principle to understand as the 
field moves forward.

It will also be important to evaluate the 
implications of the present study for cell 
therapy for diseases of the brain. Intra-
lineage in vivo fate switching within the pan-
creas or the ear may have immediate impact 
for diseases like type 1 diabetes or hearing 
loss. Any newly generated pancreatic beta 
cells or auditory hair cells would be in a suit-
able location. However, switching fibroblasts 
to neurons in vivo would be unrewarding as 
any new neurons produced would not be in 
their nervous system niche and would there-
fore be functionally ineffective. On the other 
hand, in vitro–generated neurons or neural 
progenitor cells may be useful in transplan-
tation-based therapies, and the possibility 
of generating these cells from patient fibro-

To illustrate the concept of lineage repro-
gramming via a transient primitive state, we 
have developed a model based on the meta-
phor of a pinball machine (Fig. 1). In the clas-
sic model of C.H. Waddington, a cell moving 
toward terminal differentiation is represented 
as a ball rolling down along branching valleys 
of an epigenetic landscape. In our more inter-
active model, development of a cell (‘ball’) 
begins at the zygote stage and progresses 
through the blastocyst stage in the ‘ball launch 
lane’ (bottom right). As cells move down from 
the top of the panel, they differentiate into 
the three germ-cell lineages. A cell is driven to 
ectoderm, mesoderm or endoderm depend-
ing on what cues—‘bumpers’ or ‘flippers’—it 
strikes. Bumpers represent endogenous tran-
scription factors, whereas flippers represent 
ectopically expressed transcription factors. 
The latter can push the cell across epigenetic 
‘edges’ to more primitive stages higher up on 
the panel or all the way to pluripotency (iPS 
cells) in the ball launch lane (as shown by the 
pinball wizard, Shinya Yamanaka2,3) as well as 
down specific differentiation pathways. Some 
master-regulator transcription factors, such 
as Oct4, can propel the cell a long distance 
toward pluripotency, whereas lineage-specific 
transcription factors can only tap it within a 
single lineage.

In the new work by Vierbuchen et al.1, 
putative mesodermal fibroblasts were con-

Many animal studies have 
shown the therapeutic potential 
of using small interfering RnAs 
(siRnAs) to reduce expression 
of target genes. Although 
clinical trials with siRnA 
are underway for a range of 
diseases1, it has not yet been 
demonstrated that delivery 
of siRnA can trigger RnA 
interference (RnAi) in humans. 
For instance, in a clinical 
trial of intravitreal siRnA for 
the treatment of blinding 
choroidal neovascularization, 
the contribution of non-RnAi 
mechanisms to the decrease 
in vascularization could not be 
eliminated2.

now, Davis et al.3 report in 
Nature that siRnA engages 

the human RnAi machinery 
to reduce expression of the 
M2 subunit of ribonucleotide 
reductase at both the mRnA 
and protein levels. The study, 
which is part of a phase 1 
clinical trial of systemic siRnA 
treatment for patients with solid 
cancers, involved examining 
biopsies from just three 
melanoma patients who had 
received intravenous infusions 
of siRnA delivered using 
synthetic nanoparticles.

The nanoparticles (~70-nm 
diameter) were stabilized by 
adamantane (AD)-terminated 
polyethylene glycol (PEG) 
complexed with a cyclodextrin-
based polymer (CDP). inclusion 
of the human transferrin (TF) 

protein 
on the 
exposed 
ends of 
some of 
the PEG 
molecules 
targeted the nanoparticles to 
cancer cells expressing the TF 
receptor.

The authors use 5-nm 
gold particles to detect the 
nanoparticles in tumor cells, 
demonstrating what they believe 
is the first demonstration of 
dose-dependent accumulation 
of systemically delivered 
targeted nanoparticles in human 
tumors.

Characterization of the 
mRnA cleavage products 
using a modified 5´-RnA-
ligand–mediated ‘Rapid 

Amplification of cDnA Ends’ 
method provided mechanistic 
evidence that the specific 
siRnAs engaged the RnA 
interference apparatus. Details 
of the efficacy of the approach 
in causing tumor regression 
have yet to be reported.
Peter Hare
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blasts without going through a pluripotent 
stage would have the advantage of circum-
venting tumorigenicity concerns associated 
with iPS cells. For most clinical applications, 
however, it would be necessary to be able to 
expand the cells, as large numbers of cells 
are typically required for transplantation. 
Additional work is needed to determine 
whether the approach of Vierbuchen et al.1 
can be modified to produce expandable neu-
ral progenitor cells. 

Whatever the future holds for this fascinat-
ing and fast-moving field, it is apparent that 
stem cell biologists, in the words of The Who’s 
“Pinball Wizard”, sure play a mean pinball.
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native view that a cell can move laterally on 
the pinball machine (or through a tunnel 
in Waddington’s model), thus converting 
directly to a new lineage without passing 
through a more primitive state. This will be 
a fundamental principle to understand as the 
field moves forward.
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lineage in vivo fate switching within the pan-
creas or the ear may have immediate impact 
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to reduce expression of the 
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reductase at both the mRnA 
and protein levels. The study, 
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treatment for patients with solid 
cancers, involved examining 
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of siRnA delivered using 
synthetic nanoparticles.
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targeted nanoparticles in human 
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primates. Whereas Barouch et al. use replication-deficient adenovirus 
vectors to express mosaic genes for the HIV Gag, Pol and Env genes, 
Santra et al. use mosaic Gag and Nef genes encoded by naked plasmid 
DNA and vaccinia virus. In both cases, CD4+ and CD8+ T cells recog-
nize a greater range of different epitopes as well as more variations of 
these epitopes than T cells in animals vaccinated with the consensus 
or wild-type sequences. Although more experiments will be needed to 
see whether the increased breadth and depth of the immune response 
will also be observed in humans and whether it translates into a better 
protection against viral challenges, the papers present further validation 
for the mosaic antigen strategy to deal with highly variable pathogens. 
(Nat. Med. 16, 319–323, 324–328, 2010) ME

Family ties
The power of familial genomic studies is illustrated in two recent papers 
in which separate groups sequenced total genomes of multiple mem-
bers of families with genetic disorders. Using Complete Genomics’ 
(Mountain View, CA, USA) nanoarray sequencing platform, Roach 
and colleagues sequenced the genomes of two parents and two off-
spring, both of whom have two genetic disorders, Miller’s syndrome 
and ciliary diskinesia. Looking at both parents and unrelated, affected 
individuals, the researchers were able to narrow down the critical gene 
to dihydroorotate dehydrogenase (DHODH) in Miller’s syndrome and 
dynein axonemal heavy chain 5 (DNAH5) in dyskinesia. Analyzing the 
pedigrees allowed the researchers to determine that 70 new mutations 
arose per diploid genome, a mutation rate that differs from previous 
estimates. Meanwhile, Lupski and colleagues used the SOLID plat-
form (Applied Biosystems; Carlsbad, CA, USA) to sequence ten family 
members of the first author, who along with three of his siblings, has 
Charcot-Marie-Tooth disease, a common neuropathy that has been 
associated with no less than 39 loci. Within those 39 loci, two mutations 
within a single gene, SH3TC2 were present in all affected offspring, 
whereas the parents, as well as some of the unaffected offspring, had 
only one. Estimating the cost of these genomes is difficult due to fast-
moving technological improvements; in the course of one of the stud-
ies, the yield increased by a factor of three. (N. Engl. J. Med., published 
online, doi: 10.1056/nejmoa0908094, 10 March 2010; Science, published 
online, doi: 10.1126/science.1186802, 10 March 2010) LD

Giving stroma its due
Stromal cells in the tumor microenvironment modulate the growth 
characteristics of tumor cells and the efficacy of chemotherapies. Yet the 
assays and models used in cancer drug discovery do not generally con-
sider tumor-stroma interactions, an omission that may help explain why 
drugs that appear promising in preclinical studies often fail in clinical 
trials. Mitsiades and colleagues propose to address this problem with an 
assay for screening potential cancer drugs in the presence of stromal cells. 
In their method, tumor cells are labeled with luciferase using retroviral 
vectors and cultured either with or without unlabeled stromal cells. The 
cells are then exposed to compounds, and the quantity of viable tumor 
cells is estimated from the bioluminescence signal. The authors tested a 
few tumor cell types against several thousand compounds. For more than 
half the compounds, the presence of stromal cells made the tumor cells less 
sensitive to the compound, and in a small fraction of cases, sensitivity was 
increased. These results suggest that including stromal cells in cell-based 
cancer screens could not only eliminate compounds from the discovery 
pipeline that would subsequently prove ineffective in vivo but also rescue 
promising compounds that would otherwise be discarded. (Nat. Med., 
published online, doi:10.1038/nm.2112, 14 March 2010) KA

Piecing together our gut microbiota

A consortium of scientists working under the MetaHIT (Metagenomics 
of the Human Intestinal Tract) project have sequenced ~577 billion 
bases of microbial DNA isolated from fecal samples of 124 people from 
Denmark and Spain. In contrast to previous studies of this kind—which 
sampled far fewer individuals, sequenced limited regions of DNA (such 
as the 16S ribosomal DNA) or took a mapping-based approach to match 
the sequenced fragments of DNA to known bacterial genes—this study 
used a de novo assembly algorithm to piece together billions of short (44 
bp or 75 bp) reads into gene-sized stretches of sequence (N50 length 
of ~2.2 kb). In total, the assembled sequence contained ~3.3 million 
nonredundant open reading frames, which matched most of the genes 
of bacteria known to reside in the human gut and identified a core set of 
shared genes, bacterial species and gene functions present in the sampled 
individuals. The strategies described in this work for assaying the genetic 
content of many microbial communities in a deep, unbiased fashion 
should be useful for investigating questions of both basic research and 
applied biotechnological value. (Nature 464, 59–65, 2010) CM

Tackling HIv’s variability
The enormous sequence variety of HIV viruses has stymied vaccine 
development. A potential solution is the design of mosaic vaccines that 
maximize the sequence coverage of naturally observed sequence diver-
sity. Barouch et al. and Santra et al. show that such vaccines can increase 
the breadth of epitopes that are recognized by T cells in nonhuman 

Peptidomimetic antibiotics against 
pseudomonas
The resistance of many 
Pseudomonas aeruginosa 
strains to frontline antibiotics 
complicates the management 
of hospital-acquired infections. 
Srinivas et al. describe a 
potential breakthrough in 
addressing this problem with 
the identification of a novel 
mode of bactericidal action. 
Starting from a cationic antimicrobial peptide, they perform 
iterative cycles of synthesis and screening of peptidomimetic 
variants to recover potent antimicrobial compounds. Nanomolar 
concentrations of two of the optimized compounds, POL7001 
and POL7080, are active against the Pseudomonas species 
they test, but not against other bacteria. This selectivity may 
help to contain the emergence of resistant strains. Instead of 
lysing bacterial cells, the cyclic 14-amino-acid peptidomimetics 
appear to bind to and inhibit the outer-membrane protein LptD. 
This presumably interferes with LptD-mediated incorporation 
of lipopolysaccharide into the outer leaflet of the cell’s 
outer membrane, a mechanism that does not appear to have 
been previously targeted in screens for antibiotic activities. 
Subcutaneous delivery of the compounds within 5 h of bacterial 
infection is more effective than gentamicin in a mouse model of 
septicemia.  (Science 327, 1010–1013, 2010) PH
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Analyzing ’omics data using hierarchical 
models
Hongkai Ji & X Shirley Liu

Hierarchical models provide reliable statistical estimates for data sets from high-throughput experiments where 
measurements vastly outnumber experimental samples.

Interpreting ’omics data often involves sta-
tistical analysis of large numbers of loci 

such as genes, binding sites or single-nucle-
otide polymorphisms (SNPs). Although the 
data set as a whole may be rich in informa-
tion, each individual locus is typically only 
associated with a limited amount of data. 
Statistical inference in this context is chal-
lenging. A hierarchical model is a useful 
statistical tool to more efficiently analyze 
the data, and it is increasingly being used in 
computational genomics.

A motivating example
Consider a hypothetical microarray experiment 
with ten genes. For each gene, log2 expression 
fold-changes (hereafter referred to as simply 
‘expression’) are observed between tumor and 
normal tissues in three biological replicates 
(Table 1). To select a gene for follow-up study 
that is differentially expressed in tumor com-
pared with normal cells, which gene should be 
the top candidate?

A simple solution is to rank the genes by 
t-statistics

t
i
 = x

i
 �   √s2 / n−

i

 
Here n (= 3) is the number of replicates, xi

−  is the 
average expression of gene i, and si

2 is the sample 

variance. Based on the absolute values of t-statis-
tics, gene 2 is the top candidate (Table 1).

The data in this example, however, are simu-
lated, with each gene having a ‘true’ expression 
µi whose measurement is confounded by experi-
mental or biological variability represented by 
the parameter σi

2. (In fact, each expression 
measurement was randomly drawn from a bell 
curve–shaped normal distribution with a mean 
µi and variance σi

2). The true values of µi and σi
2, 

which are unknown to you, are shown in Table 1. 
It turns out the only truly differentially expressed 
gene is gene 10, which has a nonzero µi. Gene 2 
thereby represents a false-positive call.

What causes this mistake? Small sample size 
and the multiplicity of the problem are the rea-
sons. To understand why, it may be helpful to 
briefly review the key ideas behind statistical 
inference. The first concept to understand is 
that of the ‘distribution’. Briefly, in the presence 
of biological or experimental noise and vari-
ability, repeated biological measurements are 
unlikely to be identical, giving rise to a collec-
tion, or distribution, of data values. This dis-
tribution can be characterized by parameters, 
such as its mean (or average value) and vari-
ance (which quantifies how far the measure-
ments are expected to be from the mean). The 
parameters are properties associated with infi-
nitely many measurements. In a real scenario, 
when only a finite number of measurements 
are available, the true parameter value cannot 
be obtained. Statistical inference seeks to make 
statements about the true, also referred to as 
‘unobserved’, parameter value based on the 
observed data which are called by statisticians 
as ‘samples’ drawn from the distribution.

In a t-statistic, the sample mean x
i

−  repre-
sents an estimate of the true mean µi of the 
distribution from which gene i’s data are sam-
pled, and the sample variance si

2 represents an 

estimate of the true variance σi
2. If the true 

mean is zero (that is, gene i is not differentially 
expressed), it is unlikely to obtain a t-statistic 
with a large magnitude. 

When the sample size is small, however, the 
observed sample variance is an unreliable esti-
mate of the true variance of the system. To see 
why, imagine randomly selecting three data 
points from a normal distribution with mean 
0 and variance 1, which results in the values 0.1, 
0.09 and 0.11 (Fig. 1a, blue dots). As a result, 
the observed variance is 0.0001 (or approxi-
mately 0) even though the true variance is 1 
(that is, much bigger than 0). Another random 
draw of three data points from the same distri-
bution may give you –1.1, –0.2 and 0.7 (Fig. 1a, 
orange dots) and a totally different observed 
variance of 0.81. Although the probability 
that the observed variance significantly devi-
ates from the true variance is small for each 
individual gene, in a genomic study with many 
genes, the chance to encounter such deviants 
for some genes is high.

Small sample variances obtained by chance 
give rise to large t-statistics, which can incor-
rectly rank nondifferentially expressed genes at 
the top. This is what happened in our example. 
The true variance of gene 2 is 1, but the sam-
ple variance is 0.005 (Table 1); as a result, the 
t-statistic incorrectly ranked gene 2 (t2 = 17.5) 
on top of the truly differentially expressed gene 
10 (t10 = 3.42). In general, when data analysis 
involves estimating many parameters or testing 
many hypotheses but the sample size is small, 
it is difficult to reliably estimate all parameters 
or to make correct decisions for all tests simul-
taneously. This problem is less serious if more 
samples are available, as more reliable estimates 
of parameters can be obtained for each gene.

Real gene expression microarray experiments 
with tens of thousands of genes are examples 
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heterogeneity from the data. The top-level 
distribution is usually assumed to be a mem-
ber of a broad family of distributions. In other 
words, a large number of candidate distribu-
tions with the same mathematical form but 
different parameter values are considered. 
By varying the parameter values, members 
in the family are able to describe a variety 
of distribution patterns of the gene-specific 
parameters. The analysis starts by finding the 
distribution (through identifying the param-
eter value) in the family that fits the data well, 
and then using the identified distribution 
to help infer the gene-specific parameters. 
Commonly used top-level distribution fami-
lies include ‘conjugate priors’ and mixtures of 
simple distributions (e.g., mixture of normal 
distributions)5. The former is typically used if 
developing a simple computational algorithm 
is required, and the latter is used if one needs 
flexibility to describe very complex cross-
gene variation patterns.

Next, the top-level distribution is used to 
adjust the parameter estimate of every gene 
(Fig. 1e). If cross-gene heterogeneity is small, 
the adjustment will make the parameter esti-
mates of different genes more similar to each 
other. Here, the hierarchical model borrows 
from Bayesian inference, a general approach 
to make statistical inference by combining 
prior information with observed data5,6, with 
the top-level distribution being treated as the 
prior knowledge about the unobserved mean 
and variance parameters of individual genes.

Algorithmically, finding the top-level distri-
bution and inferring gene-specific parameters 
can be implemented simultaneously using 
standard Bayesian or empirical Bayes tech-
niques5,6, which sometimes requires advanced 
and computation-intensive techniques such as 
Markov chain Monte Carlo5.

Naturally, this model describes two sources 
of variation in the observed expression data. 
At the top of the hierarchy, the intrinsic simi-
larities and differences between the expression 
of different genes is mathematically modeled 
using a distribution (that is, F0) of the unob-
served gene-specific parameters. At the bottom 
of the hierarchy, the cross-sample variability 
within a single gene is modeled using a gene-
specific distribution with parameters gener-
ated from the top-level distribution (Fig. 1c). 
In effect, the top-level distribution describes 
which gene-specific parameter values are com-
mon and which are unusual. The data contain 
information about the distributions at both 
levels because there are several replicates for 
each gene over many different genes.

Although the top-level distribution is usu-
ally unknown, it can be estimated using data 
from the thousands of genes available. Then, 
using this distribution, the hierarchical model 
allows one to ‘borrow’ information across 
genes to facilitate inference. How much infor-
mation to borrow is determined by how similar 
the genes are relative to the cross-sample vari-
ability. The intuition is that if the heterogeneity 
across genes is small, then data from all genes 
could be informative about the parameters of 
a particular gene (Fig. 1c). Borrowing informa-
tion across genes essentially increases the effec-
tive sample size for making inferences about 
individual genes4. In contrast, the t-statistic 
approach only uses information from a single 
gene to estimate the mean and variance of the 
bottom-level distribution for that gene.

Inference using the hierarchical model
The first step in using the hierarchical model 
is to find a top-level distribution that fits 
the data (Fig. 1d). This process can be intui-
tively interpreted as learning the cross-gene  

of a ‘large p, small n’ problem, where p refers to 
the number of genes and n refers to the number 
of samples. In addition to the multiplicity issue 
mentioned before, another potential problem 
is that if the data are not normally distributed, 
applying a t-test can be invalid when the sam-
ple size is small1. However, this problem is not 
the focus of the current primer, in which the 
data in our example are assumed to be nor-
mally distributed.

What is a hierarchical model?
One statistical tool for handling large-p, 
small-n problems is a hierarchical model. 
Such a model describes hierarchical relation-
ships between various sources of data varia-
tion. The model structure effectively makes 
it possible to ‘borrow’ information from all 
genes to make more reliable statistical infer-
ences about a particular gene. Hierarchical 
models are conceptually related to regular-
ization techniques, which include Lasso and 
ridge regression and represent a broad class 
of methods for handling large-p, small-n 
problems (reviewed in refs. 2,3).

In our example, a hierarchical model can 
be built by assuming that the unobserved 
mean and variance parameters (that is, µi and 
σi

2) of different genes are also sampled from 
a distribution (denoted as F0). The distribu-
tion is characterized by parameters, such as 
mean and variance of infinitely many µi and 
σi

2 hypothetically collected from different 
genes. Accordingly, one can imagine that the 
observed expression data are generated hier-
archically by first drawing the mean and vari-
ance parameters for each gene from F0, and 
then drawing expression measurements for 
each gene from a gene-specific distribution 
(that is, a normal distribution with mean µi 
and variance σi

2) (Fig. 1b).

Table 1  Statistical analysis of example data using either t-statistics or a hierarchical model
Gene, i 1 2 3 4 5 6 7 8 9 10

Unobserved 
parameters

Mean, µi 0 0 0 0 0 0 0 0 0 2

Variance, σi
2 2.0 1.0 1.5 0.5 0.7 1.1 1.3 0.9 1.2 1.0

Observed 
expression 
data (log2 fold 
change)

xi1 0.97 0.73 0.63 1.20 –0.57 3.68 –0.45 1.14 0.34 1.31

xi2 –0.47 0.78 –0.41 1.48 0.33 –0.68 –0.06 0.40 –0.08 2.59

xi3 –0.19 0.64 1.93 –0.02 0.26 2.08 –0.74 0.30 1.74 1.03

Gene selection 
by t-statistics

Mean, 
xi
−

0.10 0.72 0.72 0.89 0.01 1.69 –0.42 0.61 0.67 1.64

Sample variance 
si

2
0.58 0.005 1.37 0.64 0.25 4.86 0.12 0.21 0.91 0.69

ti 0.23 17.50 1.06 1.93 0.02 1.33 –2.12 2.32 1.21 3.42

Gene selection 
by hierarchical 
model

Adjusted 
variance, 
o2

i
ˆ

0.84 0.65 1.09 0.85 0.73 2.22 0.69 0.72 0.95 0.88

New ti 0.20 1.53 1.19 1.66 0.01 1.97 –0.87 1.25 1.19 3.04
aNumerals in bold italics indicate the gene for which the absolute value of the t-statistic (ti) is the largest. 
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Figure 1  Hierarchical modeling. (a) Many analysis techniques, such as t-statistics, consider each gene separately. Owing to different sources of biological 
and experimental variation, if triplicate measurements of the expression of the same gene are collected twice (blue dots and orange dots), the measurements 
may yield different estimates of the mean and variance of the true distribution that describes the gene’s expression (gray). (b) A hierarchical model helps 
produce more reliable estimates of the mean and variance by considering all genes together. it models different sources of biological variation hierarchically. 
A top-level distribution (F0) models variation across genes and a bottom-level distribution models variation of the same gene between samples. Data are 
described by first drawing µ and σ2 from F0 for each gene and then drawing expression fold-changes for each gene. (c) if different genes have similar mean 
and variance, data from one gene are informative about the mean and variance of another gene. it is not known a priori whether genes are similar (left, F0 
is tightly clustered) or not (right, F0 is more spread out). However, this can be learned by looking at the data of many different genes. if genes are similar, 
the observed gene-to-gene differences can be largely explained by the sampling variability within a gene (bottom, left); otherwise genes are heterogeneous 
(bottom, right). (d) The hierarchical model is applied by first using the observed data to estimate cross-gene variation (that is, F0), then comparing it to 
within-gene sampling variability to determine a rule to combine the characteristics shared by all genes with the data specific to each gene for estimating µ 
and σ2 (solid lines). in our example, this yields an adjusted variance estimate in the form of a weighted average between the sample variance and the mean 
of variances σ2 in F0 (that is, σ0

2) (dashed lines). The model was not applied to estimate the gene-specific mean µ. (e) The genes’ true variances in our 
example are similar (as in the left side of c), which is perceived by the model. As a result, the adjusted variance estimates (red) are closer than the original 
variance estimates (blue) to the mean variance σ0

2 (dotted line), which incorporates data from all genes. Overall, the adjusted variance estimates are also 
closer to the unobserved true variances listed in Table 1 (black ‘+’).
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of background and modules, and the modules 
in turn consist of background and binding 
sites, hence binding sites only occur within 
modules; given the binding site locations, 
nucleotides are generated according to either 
the motif or background probability models. 
Using this hierarchical model, one can first 
infer the top-level module status by check-
ing sequences from nearby genomic loci, and 
then combine the module status as prior and 
the DNA sequence at each locus to infer its 
binding status. The module status estimated 
using information across loci helps eliminate 
many false-positive binding site predictions. 
In ref. 10, it was shown that the improved 
estimates of binding site locations increase 
the power of de novo motif discovery.

We conclude by providing two other exam-
ples where hierarchical models might be use-
ful yet have not been fully explored. First, if 
you want to estimate the fold enrichment at 
ChIP-seq binding loci, but each ChIP and con-
trol library has only one replicate sequenced 
not so deeply, you may estimate a more robust 
background read count at one locus by bor-
rowing information from other loci. Second, 
if you want to estimate the binding motif 
matrices for several transcription factors in the 
same protein family, but have only a handful of 
known binding sites for each factor, you can 
estimate more robust motif matrices by bor-
rowing information across the family. What 
are other examples? Looking at your own data 
might reveal the answer.
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Other applications
Hierarchical models can be applied to many 
other problems besides gene expression 
microarrays and ChIP-chip. For example, in 
genome-wide association studies, hundreds of 
thousands of SNPs are tested for association 
with a phenotype. In a simple scenario, the 
association can be studied in a linear regres-
sion “phenotype = αi + βi *genotype + noise,” 
where a nonzero coefficient βi (i indexes SNPs) 
indicates association. With a limited number 
of samples and many SNPs to evaluate, this 
approach often lacks the power to distinguish 
relevant SNPs from random associations. 
Because SNPs with similar characteristics, 
such as those that reside in genes in the same 
pathway or that show a similar degree of evo-
lutionary conservation, have similar potentials 
to be associated with the phenotype, one can 
build a hierarchical model to borrow infor-
mation from similar SNPs to increase the sta-
tistical power of association studies9. To use 
this information, one can assume that βi from 
different SNPs follow a top-level distribu-
tion N (µ + η*zi, τ2), where zi is an observed 
characteristic of SNP i, such as conservation 
score. Here, µ + η*zi describes the relationship 
between a SNP’s characteristic and its poten-
tial association with the phenotype, and τ2 
describes the heterogeneity among SNPs with 
the same characteristic. The model can be 
generalized to incorporate multiple charac-
teristics. One can use data from all SNPs to 
estimate this top-level distribution (that is, µ, 
η, τ2), and make an inference based on new 
estimates of βi that combines the top-level dis-
tribution with the SNP-specific data.

Application of hierarchical models is not 
limited to large-p-small-n data. The models 
are useful in a broad spectrum of large-p 
problems where the amount of information 
per locus is limited, with small sample size 
being a special case. For example, predicting 
transcription factor binding sites in DNA 
sequences can be viewed as a problem that 
probabilistically assigns a 0–1 label to each 
locus by matching the sequence to a motif 
model as opposed to a background model. 
If the sequences are long, there could be 
random matches to the motif, which leads 
to false-positive predictions. However, func-
tional transcription factor binding sites tend 
to cluster in the genome to form regulatory 
modules. One can build a hierarchical model 
by assuming that the input sequences consist 

In our example, applying the hierarchical 
model yields a new estimate of the variance 
parameter of a gene. The new estimate of σi

2 is 
a weighted average between the sample variance 
si

2 and the estimated mean variance of all genes 
(that is, the mean of all variances σ2 in the esti-
mated F0, also denoted as σ0

2) (ref. 7). The sam-
ple variance is an estimate of σi

2 based on gene 
i’s data, and σ0

2 represents a shared property of 
all genes. These two pieces of information are 
combined using a weight determined automati-
cally by comparing the magnitude of cross-gene 
variation (with respect to σi

2) with that of the 
within-gene sampling variability (with respect 
to si

2). If the variability among genes is low rela-
tive to the sampling variability within a gene, 
the mean variance σ0

2 will receive a high weight. 
On the other hand, if the cross-gene variation 
is high compared to the within-gene sampling 
variability, more weight will be given to si

2.
The new estimates shift the sample variances 

toward the common population mean of σi
2, 

and pulls small variances by chance away from 
zero. Compared with the old estimates si

2, the 
sum of squared error of the new estimates o2

i
ˆ  

from the true values is much smaller (3.50 
versus 19.46). When the sample variances 
si

2 in the t-statistics are replaced by the new 
estimates, the new t-statistics correctly rank 
gene 10 before gene 2 (Table 1). This weighted 
average technique to estimate the variance is 
called variance stabilization. It is widely used 
in analyses of gene expression microarrays4,8 
and chromatin immunoprecipitation on til-
ing microarrays (ChIP-chip)7 to detect dif-
ferentially expressed genes and protein-DNA 
binding sites, respectively. Naturally, real 
microarray experiments are more complicated 
and contain more sources of variation than 
our example; thus, they can benefit from more 
sophisticated hierarchical models that capture 
those types of variation.

The validity of model assumptions, such 
as those on the hierarchical structure and the 
distributions at the top and bottom levels, 
is crucial for the successful application of 
hierarchical models. When the assumptions 
hold true, the model brings additional power. 
Otherwise, the model may not use the infor-
mation optimally, or may introduce bias that 
leads to misleading results. Therefore, it is 
always wise to check the model assumptions 
by exploring characteristics of the raw data 
and testing the analysis results using inde-
pendent information or cross-validation2.
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Ninety percent of cancer-related mortality is caused by metastases 
formed by disseminated primary tumor cells at distant anatomic 
sites1. Although surgery, radiation therapy and chemotherapy can 
control many primary tumors effectively, these treatments have 
limited utility in curbing the metastatic spread of cancer cells and 
resulting metastasis formation2. Critical regulators of the metastatic 
process, including proteins and miRNAs, are under intensive inves-
tigation2–4. Understanding the actions of these regulatory molecules 
provides the basis for molecularly targeted therapeutics. Candidate 
antimetastasis therapeutic approaches that target tyrosine kinase path-
ways, the transforming growth factor–β pathway, tumor angiogenesis 
and the tumor microenvironment have shown efficacy in preclini-
cal studies5. Some have been tested in clinical trials: the monoclonal 
anti-HER2 antibody trastuzumab (Herceptin), when combined with 
adjuvant chemotherapy, improved metastasis-free survival in women 
with surgically resected HER2-positive breast cancer6,7; bevacizumab 
(Avastin), a neutralizing antibody against vascular endothelial growth 
factor, showed measureable but limited benefit in prolonging the time 
to disease progression in patients with metastatic renal-cell cancer8 
or metastatic colorectal cancer9. However, current treatment options 
rarely cure metastatic cancer. Similarly, there is a lack of prophylactic 
therapies that are capable of blocking dissemination from primary 
tumors and preventing future metastasis formation.

Emerging evidence suggests that cancer initiation and progression 
involve miRNAs—noncoding RNA molecules that act as negative reg-
ulators of gene expression. These small cellular RNAs bind to partially 
complementary sequences at the 3′ untranslated region (UTR) of  
specific target mRNA molecules, leading to the degradation of the 
target mRNAs or to the inhibition of their translation, or both10,11.

Recently, several miRNAs have been found to regulate metastasis12–17.  
For example, we reported that miR-10b is highly expressed in meta-
static cancer cells propagated as cell lines as well as in metastatic breast 
tumors from patients12. Its expression is induced by Twist, a trans-
cription factor that orchestrates epithelial-mesenchymal transitions 
and imparts multiple traits of high-grade malignancy to carcinoma 
cells18,19. miR-10b inhibits translation of the mRNA encoding the 
homeobox D10 (HOXD10) protein, leading to an increased expres-
sion of RHOC, a well-characterized pro-metastatic gene12. Others 
reported that ectopic expression of the BRMS1 (breast cancer meta-
stasis suppressor-1) gene, a negative regulator of Twist expression, 
leads to decreased expression of miR-10b and RHOC, as well as 
increased expression of HOXD10 in highly metastatic breast cancer 
cells20. Notably, overexpression of miR-10b in otherwise nonmeta-
static breast cancer cells confers invasive and metastatic abilities on 
these cells when they are growing as xenografts in vivo12.

miR-10b expression levels in unfractionated bulk populations of 
early-stage tumors removed from breast cancer patients do not predict 
future metastatic relapse21. However, such miRNA expression analyses 
were carried out on the heterogeneous cell populations present within 
early primary tumors, in which the invasive and metastatic cells may 
constitute only a rare subpopulation of the total tumor mass. Activation 
of Twist and the resulting induction of miR-10b expression may often 
occur at relatively late stages of primary tumor progression.

miR-10b has indeed been found to be positively associated with 
high-grade malignancy. This association held true for various cancer 
types22. miR-10b is one of the most significantly upregulated miRNAs 
in human pancreatic adenocarcinomas23 and glioblastomas24, two 
types of highly metastatic and/or invasive cancers. miR-10b is also 
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upregulated in metastatic hepatocellular carcinomas relative to those 
that are not metastatic25. In human gliomas, miR-10b levels corre-
late with tumor grade and invasiveness as well as levels of RHOC26. 
This indicates that overexpressed miR-10b may play a causal role in 
inducing metastatic behavior, but it is unclear whether this miRNA 
is required for metastasis formation by cancer cells that are naturally 
highly malignant and, if so, whether it represents a target for the 
development of antimetastasis therapies—topics that are addressed 
in the present report.

The development of agents that are directed against miRNAs 
and are efficacious in vivo requires the delivery of these molecules 
at pharmacologically effective levels. Inhibition of miRNAs can be 
achieved by antisense oligonucleotides. In vivo, the pharmacokinetics 
and pharmacodynamics of such agents can be improved by chemical 
modifications designed to enhance their stability and specificity27. 
Several types of antisense-based miRNA inhibitors, including anta-
gomirs, locked nucleic acid oligonucleotides and various types of  
2′-O-modifed oligonucleotides have proven to be successful for 
silencing a liver-specific miRNA, miR-122, both in mice28,29 and in 
nonhuman primates30. However, effective systemic delivery of miRNA 
antagonists to the neoplastic cells within tumors has not been docu-
mented and thus has remained an attractive but untested approach 
to the development of anticancer agents. Accordingly, we synthesized 
antagomirs to examine the effects of miR-10b silencing in a 4T1 
mouse mammary carcinoma metastasis model19,31.

RESULTS
Antagomir-mediated silencing of miR-10b in cultured tumor cells
Antagomirs are chemically engineered antisense RNA oligonucleotides 
against cognate miRNAs28. They differ from normal RNAs because of 2′-
O-methylation of their ribose moieties, partial replacement of phospho-
diester bonds by phosphorothioate linkages, and a cholesterol moiety 
conjugated to the 3′ end27,28. Intravenous injection of such antagomirs 
markedly reduces corresponding miRNA levels in most normal murine 
tissues except the brain, and the silencing effect can last for over 3 weeks 
following systemic administration28. Whereas the miRNA inhibition by 
other types of antisense miRNA antagonists reflects either miRNA degra-
dation or competitive inhibition of miRNA detection32, the decrease in 
miRNA level after antagomir treatment is likely to reflect miRNA degra-
dation, based on both northern blot analysis under stringent denaturing 
conditions and successful detection of the degradation products28.

We first evaluated the ability of the miR-10b antagomir (anta-
gomir-10b) to silence its target miRNA in cultured 4T1 mouse mam-
mary tumor cells, which exhibit high expression levels of both Twist 
and miR-10b12,19. This cell line was isolated as a subpopulation of 
cells from a mouse mammary tumor with high tumorigenic and meta-
static ability, whereas its three isogenic relatives (67NR, 168FARN 
and 4TO7) are tumorigenic, but are either poorly metastatic 
 or nonmetastatic19,31.

We treated cultured 4T1 cells with 50 µg/ml antagomir-10b, equiva-
lent to the concentrations used in previous in vitro investigations 
of other antagomirs33. Because of the antagomir-induced degrada-
tion of its cognate miRNA27,28, we measured mature miR-10b levels 
in cellular extracts using a TaqMan RT-qPCR assay, which has been 
shown to be able to distinguish between similar miRNAs that differ by 
only a single nucleotide (http://www3.appliedbiosystems.com/cms/
groups/mcb_marketing/documents/generaldocuments/cms_042142.
pdf). When compared with the vehicle control, cells cultured in the 
presence of antagomir-10b consistently displayed an ~75% reduc-
tion in miR-10b levels (Fig. 1a). This coincided with a pronounced 
induction of the Hoxd10 protein (Fig. 1b), whose mRNA is targeted 
by miR-10b12. Hence, antagomir-10b could be readily delivered to 
cultured cells and could silence miR-10b without use of special trans-
fection procedures.

We performed Transwell migration and Matrigel invasion assays 
and found that 4T1 cells treated with antagomir-10b displayed a 65–
70% decrease in both motility and invasiveness in vitro (Fig. 1c). In 
contrast, their in vitro proliferation was not affected by this treatment 
(Fig. 1d). In addition, we used a small interfering RNA (siRNA) to 
knockdown Hoxd10, which reduced Hoxd10 mRNA levels by ~60% 
(Fig. 1e). We then treated 4T1 cells transfected with either control 
siRNA or Hoxd10 siRNA with either PBS buffer or antagomir-10b and 
found that knockdown of Hoxd10 sufficed to reverse the loss of motil-
ity and invasiveness observed in antagomir-10b–treated cells (Fig. 1f). 
Hence, derepressed Hoxd10 expression could explain the reduced cell 
motility and invasiveness after antagomir-10b treatment.

Pharmacological delivery and specificity of antagomir-10b
Next, we tested the therapeutic efficacy of the miR-10b antagomir 
when delivered systematically in a tumor metastasis model. To do so, 
we implanted the 4T1 cells into the orthotopic site—the mammary 
fat pad—of immunocompetent, syngeneic BALB/c hosts. Consistent 
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with previous reports19,31, these cells formed primary breast tumors 
and metastasized to the lungs rapidly. Four weeks after tumor cell 
implantation, all recipients developed large primary tumors, and 
multiple visible metastatic nodules could be detected in the lungs 
with 100% incidence.

In light of the aggressiveness of these 4T1 cells, we began the antag-
omir treatment 2 d after cancer cell implantation, with the hope of 
blocking the early steps of the metastatic process, specifically invasion 
and intravasation. To determine the effective dosage, we referred to 
the previous in vivo testing of multiple antagomir species27,28,34,35 
and applied the following regimen (Supplementary Fig. 1a): twice-
weekly intravenous doses of 50 mg/kg antagomir for 3 weeks, starting 
2 d after tumor cell implantation. At day 28, we euthanized all mice 
for further analyses.

As gauged by real-time RT-PCR, miR-10b levels were markedly 
reduced in tissue samples from antagomir-10b–treated mice com-
pared with those from PBS-treated mice: in the liver, which is known 
to be an organ most accessible to systemically introduced, small 
RNA-based agents, we observed a 71% reduction (P = 3 × 10−7) of 
the average miR-10b levels, whereas the average levels of miR-10b 
were reduced by 65% in the primary breast tumors (P = 9.9 × 10−5) 
(Supplementary Fig. 1b).

To exclude the possibility of nonspecific effects, we synthesized 
a mutant miR-10b antagomir (termed antagomir-10b_mm) that  
harbors 12 mismatches within the complementary sequence to miR-10b  
and does not match any sequence in the mouse genome. Relative to 
the effect of this mismatch control, the mice injected with antagomir-
10b exhibited a 75% reduction of miR-10b levels in primary breast 
tumors (P = 6 × 10−4) and a 79% reduction of miR-10b levels in their 
liver (P = 3 × 10−4) (Fig. 2a).

Importantly, the levels of the Hoxd10 protein expressed in the 
primary tumors were markedly increased by antagomir-10b treat-
ment. Unlike antagomir-10b–treated mice, which showed abundant, 
derepressed Hoxd10 protein expression in primary tumors (Fig. 2b 

and Supplementary Fig. 1c), mice treated with antagomir-10b_mm 
showed low to undetectable Hoxd10 expression in their primary 
tumors (Fig. 2b)—levels comparable to those observed in PBS-treated 
mice (Supplementary Fig. 1c). These results indicated that the miR-
10b antagomir, which was readily taken up by the cells in rapidly 
growing tumors, acts in a sequence-specific manner.

Antagomirs have been shown to be able to discriminate between 
single-nucleotide mismatches of the targeted miRNA27. Accordingly, 
we examined the levels of other miRNAs in the antagomir-exposed 
tumors. These analyses indicated that the actions of antagomir-10b 
are highly specific. Antagomir-10b treatment did not affect the levels 
of the closely related miR-10a or two unrelated miRNAs, miR-9 and 
miR-21 (Supplementary Fig. 2), both of which are upregulated in 
clinical breast cancers36. Because miR-10a differs from miR-10b by 
only one nucleotide and is not affected by antagomir-10b treatment, 
it is highly unlikely that antagomir-10b has a direct effect on any other 
miRNAs beyond miR-10b. We cannot, however, exclude the possibility 
that antagomir-10b, by reducing levels of miR-10b, modulates other 
miRNAs through indirect mechanisms.

Effects on metastasis of systemic antagomir-10b delivery
Reflecting the in vitro results (Fig. 1d) and our previous observation 
that miR-10b does not affect tumor cell proliferation12, we observed no 
significant difference in primary tumor size between mice treated with 
PBS or antagomir-10b (Supplementary Fig. 1d). In contrast, an 86% 
decrease in the number of macroscopically visible pulmonary metastases 
was achieved by antagomir-10b treatment (P = 5 × 10−5). Examination 
of the lungs revealed an average of 28.6 ± 3.78 visible lesions in mice 
injected with PBS (Supplementary Fig. 1e,f), whereas mice treated 
with antagomir-10b exhibited an average of 4.1 ± 1.6 macroscopic lung 
metastases (Supplementary Fig. 1e,f). Presented differently, antagomir-
10b–treated mice exhibited an 84% lower (P = 1 × 10−4) metastasis 
index (metastasis number divided by primary tumor weight, 1.36 ± 
0.45) in comparison to the PBS group (8.65 ± 1.25) (Supplementary 
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Fig. 1g). We anticipate that metastatic cells are the main target of the 
miR-10b antagomir, because miR-10b is expressed at high levels in these 
cells, whereas it is present at low levels in normal adult tissues. For 
example, its expression level in the 4T1 mammary tumor was ~15-fold 
higher than observed in the normal liver (Supplementary Fig. 3).

We also plotted the number of lung metastases versus the miR-10b 
level expressed in the primary breast tumor in individual recipients 
(Supplementary Fig. 1h). This analysis revealed that levels of this 
miRNA in primary tumors correlated significantly with pulmonary 
metastasis numbers in both PBS-treated and antagomir-10b–treated 
groups of mice (R = 0.94; Supplementary Fig. 1h), providing further 
support for the association of miR-10b with high-grade malignancy.

When using the mismatched antagomir as the control, we 
observed a moderate 19.7% decrease (P = 0.03) in primary tumor 
size in the antagomir-10b_mm group relative to the antagomir-10b 
group (Fig. 2c). In contrast, both the number and size of lung metas-
tases were remarkably reduced in the antagomir-10b–treated mice  
(Fig. 2d,e). Mice exposed to antagomir-10b or antagomir-10b_mm 
bore an average of 8.3 and 42.6 lung metastases, respectively (81% 
reduction, P = 4 × 10−5; Fig. 2f); this corresponded to metastasis 
indices of 1.85 and 12.4, respectively (85% reduction, P = 1 × 10−5; 
Fig. 2g). Taken together, systemic delivery of antagomir-10b has a 
potent and specific metastasis-suppressing effect on these mouse 
breast cancer cells without having a notable effect on their ability 
to grow as primary tumors.

Sponge-mediated miR-10b silencing in tumor cells
To further substantiate the idea that the miR-10b antagomir prevents 
metastasis largely by targeting the tumor cells, rather than by target-
ing the host microenvironment, we used an alternative strategy to 
silence miR-10b in 4T1 cells—a retroviral ‘miRNA sponge’17,37. This 
construct encodes a gfp mRNA that contains in its 3′UTR multiple 
tandem binding sites for miR-10b37. We observed a 62% reduction in 
miR-10b levels after sponge expression (Fig. 3a), which represented 
either miRNA degradation or competitive inhibition of detection by 
sustained expression of the miR-10b sponge (or a combination of 
both mechanisms). However, even in the latter case, the continued 
presence of the sponge allows it to absorb miR-10b, thereby interfer-
ing with binding of miR-10b to its natural target mRNAs.

This knockdown did not affect the size of the primary mammary 
tumor formed by sponge-infected cells (Fig. 3b). It did, however,  

dramatically reduce the number of lung metastases (>90% reduction,  
P = 4 × 10−5; Fig. 3c,d), suggesting that silencing of miR-10b in  
primary tumor cells is sufficient to inhibit metastasis.

Effects of miR-10b antagomir on late metastatic stages 
To determine whether antagomir-10b has any effect on tumor cells 
that have already disseminated, we performed tail vein injection of 
4T1 cells. This route of transplantation circumvents the initial steps 
of the invasion-metastasis cascade by introducing cancer cells directly 
into the lung microvasculature. We then treated the recipient mice with 
antagomir-10b until they became moribund due to lung metastases 
(Fig. 4a). In this setting, despite expected reduction of miR-10b levels in 
mouse tissues (66% reduction, P = 5 × 10−5; Fig. 4b), both the PBS and 
antagomir group of mice developed similar numbers of lung metastases 
(P = 0.7; Fig. 4c,d), suggesting that antagomir-10b does not affect late 
stages of the metastatic process, specifically the steps after extravasation 
of disseminated cells into the foreign tissue parenchyma.

Toxicity assessment of the miR-10b antagomir
To assess potential toxicity of antagomir-10b treatment, we exposed 
normal mice to the antagomir using the same dosing regimen as 
described in the metastasis study (Supplementary Fig. 1a). As anti-
cipated, intravenous delivery of antagomir-10b reduced miR-10b 
levels in liver tissues by 72%, whereas antagomir-10b_mm did not 
modulate miR-10b levels relative to PBS (Fig. 5a).

All three groups of mice tolerated the procedure well and exhib-
ited normal behaviors, as determined by activity level and grooming 
behaviors throughout the study. Body weights as well as lung and 
heart weights were unaffected by antagomir-10b treatment (Fig. 5b 
and Supplementary Fig. 4a,b). Histopathological examination of the 
livers revealed no steatosis, portal or lobular inflammation, necrosis, 
fibrosis, or biliary change in any of the three groups (Fig. 5c). The only 
notable liver change was increased Kupffer cell macrophages in the 
antagomir-10b_mm group; however, for unknown reasons this effect 
was much milder in the antagomir-10b group (Fig. 5c). The numbers 
of white blood cells and lymphocytes in the antagomir-10b group of 
mice showed a slight decrease and were just below the normal range, 
when compared to both the PBS group and the mismatched anta-
gomir group (Fig. 5d,e).

Both compounds, antagomir-10b and antagomir-10b_mm, 
caused a 8–9% increase in liver and spleen size compared to PBS 
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(Supplementary Fig. 4c,d). Serum chemistry panels revealed 
unchanged albumin levels (Supplementary Fig. 5a). A slight change 
in several serum proteins and metabolites was observed in both 
compound groups, but all of them remained in the normal range. 
Serum levels of the alanine aminotransferase and aspartate amino-
transferase liver enzymes were slightly elevated (Supplementary 
Fig. 5b,c), and cholesterol and blood urea nitrogen were slightly 
decreased (Supplementary Fig. 5d,e). Total bilirubin was the only 
parameter that showed a marked change, being increased by 2.3-
fold upon antagomir-10b treatment (Supplementary Fig. 5f), but 
it nevertheless still remained in the normal range (0–0.9 mg/dl). All 
these effects were present in both wild-type and mutant antagomir 
groups (Supplementary Fig. 5b–f) and are therefore not specific to 
miR-10b silencing.

Taken together, when administered at the same dose and frequency 
as used in the metastasis study, the miR-10b antagomir showed 

 minimal toxic effects in normal animals. The modest effects on liver 
and spleen size and the levels of several serum proteins and metabo-
lites appear to be related to the chemistry of antagomirs rather than 
silencing of miR-10b.

DISCUSSION
Our findings demonstrate that targeting of a Twist-induced, metastasis- 
inducing miRNA is a viable antimetastasis strategy. The metastasis- 
suppressing effect of antagomir-10b on 4T1 tumor cells in vivo  
phenocopies that of a Twist siRNA expressed constitutively in the 
4T1 cells19, suggesting that miR-10b is a functionally important Twist 
target. Because Twist acts pleiotropically, it is possible that other Twist 
targets are also essential to the pro-metastatic functions of this tran-
scription factor and that silencing them will also inhibit metastasis.

The actions of antagomir-10b are highly specific, leading to 
reduction of miR-10b, but not miR-10a or other miRNAs exam-

ined. Although systemic administration of 
the miR-10b antagomir leads to silencing of 
miR-10b in both metastatic tumor tissues 
and normal tissues, we reason that meta-
static cells are the main target of this agent, 
because: (i) metastatic tumor tissues express 
far higher levels of miR-10b than normal  
tissues; (ii) when administered at the same 
dose and frequency as used in the metastasis 
study, the miR-10b antagomir has minimal  
effects in normal animals ; (iii) specific silencing  
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of miR-10b in tumor cells is sufficient to phenocopy the antimeta-
stasis effect of systemic antagomir-10b administration.

miR-10a shares the same ‘seed’ sequence as miR-10b and functions 
as a pro-metastatic miRNA in pancreatic cancer cells38. However, 
miR-10a expression is not modulated by antagomir-10b treatment 
and does not compensate functionally for miR-10b loss. The genes 
of these two miRNAs are located on different chromosomes and 
their transcription is regulated independently. There is evidence that 
miR-10a and miR-10b have differential expression patterns, at least in 
breast cancer cells. For instance, miR-10b is one of the most signifi-
cantly upregulated miRNAs in the 4T1 metastatic cell line compared 
to its nonmetastatic or poorly metastatic isogenic relatives (67NR, 
168FARN and 4TO7)39; in contrast, miR-10a is downregulated in 4T1 
and 4TO7 cells compared to 67NR and 168FARN cells39.

Unmodified antisense oligonucleotides are degraded quickly after 
systemic administration and have little effect on the miRNA being 
targeted28. This illustrates the need for chemical modifications of 
oligonucleotides to improve their stability, resistance to RNase and 
pharmacologic properties. In the present study, the analyses of levels 
of miR-10b and Hoxd10 suggested that the antagomir effect was still 
sustained 7 d after the last treatment. This is noteworthy because, 
unlike normal tissues, these 4T1 tumor cells are actively dividing cells. 
Because the tissue half-life of antagomirs is 3–3.5 weeks (unpublished 
observations of J.S., B.B. and E.M.) and because we intravenously 
administered a relatively high dose of antagomirs repeatedly, it 
appears that by the time dosing is stopped, the tissue concentration 
of antagomirs has accumulated to a level well above what is neces-
sary for pharmacological activity. In addition, the antagomir levels 
achieved in the general circulation could be more than sufficient to 
titer the targeted miRNA, even in the face of increasing numbers of 
tumor cells.

Taken together, the actions of the miR-10b antagomir provide a 
proof-of-principle that antagomirs can be efficiently delivered to 
rapidly growing tumor cells in vivo and can prevent metastasis for-
mation by these highly malignant cells. It remains unclear precisely 
when cells that are capable of dissemination first arise within primary 
tumors. Cells with metastatic abilities may already exist at early stages 
of tumorigenesis40,41. Perhaps more commonly, they arise later in the 
course of multi-step tumor progression42. In either case, the clinical 
utility of inhibiting metastatic dissemination by such cells is limited 
at present, as dissemination may have already occurred when cancer 
is detected using current diagnostic methods.

With these reservations in mind, the miR-10b antagomir appears 
to represent a promising antimetastasis agent that does not act in a 
cytotoxic fashion on primary tumor cells but instead blocks their 
ability to launch metastases. We envision that the miR-10b antagomir 
is a starting point for the development of miRNA-based prophylactic 
therapies against future metastasis formation. Extensive analyses will 
be required to determine the long-term efficacy and safety of such 
agents in various experimental models.

Finally, the functions of miR-10b and the effects of antagomir-10b 
in other cancer types should be evaluated carefully. Because a single 
miRNA can potentially target many mRNAs and miRNA-targeted 
genes themselves may exert differential or even opposing effects in 
different cellular contexts, the functions of a particular miRNA are 
often tissue specific, being dependent on the expression pattern of its 
target mRNAs in a given cell type. In fact, several miRNAs have been 
reported to be capable of both promoting and suppressing tumori-
genesis in a tissue type–dependent fashion43–46. For this reason, 
it remains unclear at present whether agents such as the presently 
described antagomir will have widespread utility in cancer treatment, 

or whether such agents will prove to be useful in only a limited set of 
the tumors encountered in the oncology clinic.

METHODS
Methods and any associated references are available in the online  
version of the paper at http://www.nature.com/naturebiotechnology/.

Note: Supplementary information is available on the Nature Biotechnology website.
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ONLINE METHODS
Antagomir synthesis. Antagomirs were designed and synthesized as described 
previously28.

The antagomir-10b sequence was:
5′-oCsoAsoCoAoAoAoUoUoCoGoGoUoUoCoUoAoCoAoGoGsoGso 

UsoAs-Chol-3′.
The antagomir-10b_mm sequence was:
5′-oAsoCsoGoAoUoAoAoAoCoGoGoUoUoGoUoCoUoAoCoGsoUso 

CsoAs-Chol-3′.
All nucleotides used in synthesis were 2′-O-Me-modified (lower case ‘o’).  

Lower case ‘s’ represents a phosphorothioate linkage. ‘Chol’ represents  
cholesterol linked through a hydroxyprolinol linkage.

Cell line. The 4T1 cell line was purchased from American Type Culture 
Collecction and cultured in RPMI medium supplemented with 10% FBS and 
1% penicillin/streptomycin. For antagomir treatment, 4T1 cells were incubated 
with 50 µg/ml antagomir-10b.

RNA interference. SMARTpool Hoxd10 (Dharmacon) represents four pooled 
SMART-selected siRNA duplexes that target mouse Hoxd10. 4T1 Cells were 
transfected with 200 nM of the Hoxd10 siRNA or control oligonucleotides 
using the Oligofectamine reagent (Invitrogen).

miRNA sponge. The miR-10b sponge was constructed using a method 
modified from previous reports17,37: annealed oligonucleotides for tandem  
miR-10b binding sites were ligated into the pcDNA5-CMV-d2eGFP  
vector (Invitrogen) digested with XhoI and ApaI. The gfp mRNA along with 
the miR-10b sponge sequence in the 3′UTR was then subcloned into the 
pBabe-puro vector digested with BamHI and SalI. The control sponge was 
described previously17,37.

RNA isolation and miRNA quantification. Total RNA, inclusive of the small 
RNA fraction, was extracted from cultured cells or homogenized mouse tis-
sues using the mirVana miRNA Isolation Kit (Ambion). Quantification of the 
mature form of miRNAs was performed using the TaqMan MicroRNA Assay 
Kit, according to the manufacturer’s instructions (Applied Biosystems). The 
U6 small nuclear RNA was used as an internal control.

Real-time RT-PCR of mRNAs. Total RNA was reverse transcribed with an 
iScript cDNA synthesis kit (Bio-Rad). The resulting cDNA was used for PCR 
using the SYBR-Green Master PCR Mix (Applied Biosystems) in triplicates. 
PCR and data collection were performed on iCycler (Bio-Rad). The expression 
levels of samples were determined using the standard curve method. Data 
were normalized to an internal control Gapdh. Primer sequences for mouse 
Hoxd10 are: forward—AACAGATCTTGTCGAATAGAGCAAC; reverse—
GGGCTGTTATTGTACTCTTGGGTTT. Primer sequences for Gapdh were 
described previously19.

Immunoblotting. Western blot analysis was performed as described previ-
ously12, using antibodies against Hoxd10 (1:200, Santa Cruz) and Hsp90 
(1:3000, BD Biosciences).

In vitro growth curves. Growth curves were determined as described previously12.

In vitro migration and invasion assays. Transwell migration assays and 
Matrigel invasion assays were performed as described previously12.

Metastasis studies. Animal experiments were performed in accordance with 
a protocol approved by the MIT committee on Animal Care. Surgery (mam-
mary fat pad implantation), necropsy and histological analysis were performed 
essentially as described12. Six- to eight-week-old female BALB/c mice (from 
Jackson Laboratory) were used for implantation of 4T1 cells (one million cells per 
mouse). The antagomir treatment started 2 d after orthotopic tumor cell implan-
tation: PBS, antagomir-10b, or antagomir-10b_mm (50 mg/kg) was injected via 
tail vein, twice weekly for 3 weeks. All mice were euthanized 4 weeks after tumor 
cell implantation due to large primary tumor burdens. The mammary tumors 
were removed and weighed. Lung metastases were examined and counted under 
a dissecting microscope equipped with brightfield imaging. Tissue samples were 
fixed in 10% buffered formalin overnight, washed with PBS, transferred to 70% 
ethanol and then embedded in paraffin, sectioned and stained with hematoxylin 
& eosin. To assess the antagomir-10b effect on late stages of the metastatic pro-
cess, we implanted BALB/c female mice with 5 × 105 4T1 cells via tail vein and 
started antagomir-10b treatment on day 6 post tumor cell transplantation, with 
the same dose and frequency as used in the orthotopic experiments; mice were 
moribund on day 19 owing to lung metastases and were euthanized.

Toxicity assessment. BALB/c mice, five animals per group, were dosed intra-
venously with PBS or 50 mg/kg of antagomir-10b or antagomir-10b_mm twice 
a week for 3 weeks (6 doses). Body weight was determined twice a week during 
the study. Animals were euthanized 24 h after the last dose and tissues were 
harvested. Blood was collected by retro-orbital bleeding just before euthanasia. 
An aliquot of whole blood was sent to Molecular Diagnostic Services, Inc., 
Rabbit & Rodent Diagnostic Associates (RRDA). The remainder was collected 
in EDTA-treated tubes. Plasma was obtained by removing blood cells through 
centrifugation and was run on an Olympus Bioanalyzer to determine blood 
chemistry values. Liver sections were examined by a pathologist (J.T.-F.) for 
all possible pathological conditions.

Statistical analysis. Data are presented as mean ± s.e.m. Student’s t test (two-
tailed) was used to compare two groups for independent samples, assuming 
equal variances on all experimental data sets. Spearman’s rank correlation test 
was used to test correlation between a sequence of pairs of values; R stands for 
the correlation coefficient (a measure of the strength of the correlation) that 
varies from −1 (perfect inverse correlation) through 0 (no correlation) to +1 
(perfect positive correlation).
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Quantitative image analysis is rapidly becoming the bottleneck in 
high-throughput experiments that seek to gain new insights from 
advanced 3D microscopic digital images collected using multiple fluo-
rescent probes of different colors, and optionally also for a series of 
time points1,2. This task is often challenging owing to the complexity of 
the multidimensional image objects in terms of shape (e.g., neurons)  
and texture (e.g., subcellular organelles), the large scale of the image 
data, which currently is in the range of hundreds of megabytes to  
several gigabytes per image stack, the low or limited signal-to-noise ratio 
of the image data, and the inapplicability of many two-dimensional  
(2D) image visualization and analysis techniques in these higher 
dimensional situations.

Real-time 3D visualization-assisted analysis can effectively help an 
investigator produce and proofread biologically meaningful results 
in these complicated situations. It is thus highly desirable to have 
high-performance software tools that can simultaneously visualize 
large multidimensional image data sets, allow the user to interact and 
annotate them in a computer-assisted manner, and extract quantita-
tive analysis results.

Many existing software packages, such as Amira (Visage Imaging), 
ImageJ3, Chimera4, Neurolucida (MBF Bioscience) and Image Pro 
(MediaCybernetics), can be classified into this visualization-assisted 
analysis category when an image under consideration has a relatively 
small volume or is primarily processed in a slice-by-slice 2D manner. 
The Visualization Toolkit5, in conjunction with the Insight segmenta-
tion and registration toolkit6, is also useful for visualization-assisted 
analysis of 3D biomedical images. However, the performance of these 
tools is not yet scalable to multidimensional, multi-gigabyte image 
data sets.

Here we present a visualization-assisted analysis system called V3D 
designed to fill this niche. V3D has two distinctive features. First, it 

contains a visualization engine that is fast enough to render multi-
gigabyte, 3D volumetric data in real time on an ordinary computer 
and to be scalable to very large images. Second, we developed methods 
to directly pinpoint any XYZ location in an image volume using just 
one or two mouse clicks while viewing it directly in 3D. The previous 
alternatives were to do this in a 2D slice or to use a virtual mouse 
in an expensive stereo-viewing system. These two characteristics in 
combination make V3D suitable for performing complicated analyses  
of multidimensional image patterns in a user-efficient way. We 
demonstrated the strength of V3D by developing a suite of tools for 
neuroscience, called V3D-Neuron. We applied V3D-Neuron to recon-
structing a 3D neuronal structure and produced a 3D digital atlas of 
stereotypical neurite tracts in a fruitfly’s brain.

RESULTS
Real-time 3D visualization of large-scale heterogeneous data
The cross-platform V3D visualization engine renders heterogeneous 
data including 3D, four-dimensional (4D) and five-dimensional (5D) 
volumetric image data and a variety of 3D surface objects. These capa-
bilities are demonstrated in Figure 1a (and Supplementary Video 1),  
which in a single 3D view shows a multi-channel image stack of a 
fruitfly brain, a set of surface objects corresponding to brain compart-
ments and several individually reconstructed neurons.

V3D can render image intensity and color in several ways. For the 
multidimensional intensity data of image stacks, V3D can render a 
maximum intensity projection, an alpha-blending projection and a 
cross-sectional view, as well as permitting arbitrary cutting planes 
through the image stack. For color channels that are often associated 
with different fluorescent molecules, V3D provides color mapping 
for improved visualization. V3D supports four categories of ‘model’ 
objects: (i) irregular surface meshes (to model objects such as a brain 

V3D enables real-time 3D visualization and quantitative 
analysis of large-scale biological image data sets
Hanchuan Peng, Zongcai Ruan, Fuhui Long, Julie H Simpson & Eugene W Myers

The V3D system provides three-dimensional (3D) visualization of gigabyte-sized microscopy image stacks in real time on current 
laptops and desktops. V3D streamlines the online analysis, measurement and proofreading of complicated image patterns 
by combining ergonomic functions for selecting a location in an image directly in 3D space and for displaying biological 
measurements, such as from fluorescent probes, using the overlaid surface objects. V3D runs on all major computer platforms  
and can be enhanced by software plug-ins to address specific biological problems. To demonstrate this extensibility, we built  
a V3D-based application, V3D-Neuron, to reconstruct complex 3D neuronal structures from high-resolution brain images.  
V3D-Neuron can precisely digitize the morphology of a single neuron in a fruitfly brain in minutes, with about a 17-fold 
improvement in reliability and tenfold savings in time compared with other neuron reconstruction tools. Using V3D-Neuron,  
we demonstrate the feasibility of building a 3D digital atlas of neurite tracts in the fruitfly brain.
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compartment or a nuclear envelope), (ii) spheres (as a simple proxy 
for globular objects such as cells and nuclei), (iii) fibrous, tubular or 
network-like structures with complicated branching and connection 
patterns (to describe the tree-like structure of a neuron, or other rela-
tional data or graphs of surface objects), and (iv) markers (to represent 
various XYZ locations and often used to guide image segmentation, 
tracing, registration and annotation). Any combination of collections 
of these objects can be rendered in different colors, styles and in differ-
ent groupings, on top of an intensity-based multidimensional image. 
We have used these features to describe a range of digital models of 
microscopic image patterns, such as a 3D digital nuclear atlas model 
of Caenorhabditis elegans7 and the fruitfly brain map in Figure 1a.

V3D permits interactive rotation, zoom and pan by moving the 
computer mouse. The speed of the V3D visualization engine is one 
of the key factors to its usability. It is well known that 3D volumetric 
image visualization is computationally expensive. To enable real-time 
3D rendering of gigabytes of volumetric image data, we first opti-
mized the synchronous rendering of 4D red-green-blue-alpha images 

using OpenGL 2D or 3D texture mapping (http://www.opengl.org/  
and ref. 8), at the full resolution. This resulted in a maximum intensity 
projection rendering at rates of 15 and 8 frames per second (f.p.s.) in 
our tests of 2.25- and 3-gigabyte red-green-blue colorimetric images 
(1,024 × 1,024 × 768 and 1,0243 voxels, respectively) on a 64-bit Linux 
machine with only 1-gigabyte of graphics card memory (Nvidia 
GTX280) (Fig. 1b). A number of studies show that 5 f.p.s. gives a 
satisfactory interactive experience9, indicating that V3D synchronous 
rendering is sufficiently fast for multi-gigabyte images.

We further designed an asynchronous rendering method perform-
ing at almost 80 f.p.s. for a 3-gigabyte image, a tenfold improvement 
in speed compared to the synchronous rendering (Fig. 1b). To do so, 
we took advantage of the fact that human eyes are not sensitive to 
the details of a moving object and can distinguish such details only 
when an object is still10. Therefore, in the asynchronous mode, when 
a user is rotating, or using other ways to interact with a large image, 
V3D renders a medium-resolution representation of this image. Once 
such an interaction is over, V3D displays the full resolution. This 
asynchronous method achieves both high resolution and high speed. 
It is largely independent of the graphics cards used and is limited 
by the bandwidth of the peripheral component interconnect express 

a b
140

c

120

100

80

V
ol

um
e 

re
nd

er
in

g 
sp

ee
d 

(F
P

S
)

60

40

20
f.p.s. = 5

0

Image size (gigabytes)
0.75 1 1.5 2 2.25 3

Global viewer

B A

Local viewer
at location A

Ch1

Local viewer
around location B

Analysis and
proofreading

Ch2 Ch3

Ch1 Ch2 Ch3

Synchronous

Asynchronous

Figure 1 V3D visualization. (a) Use of V3D in visualizing a digital model of 
a fruitfly brain. Magenta voxels: the 3D volumetric image of a fruitfly brain; 
green voxels: a 3D GAL4 neurite pattern; colored surface objects of irregular 
shapes: digital models of various brain compartments; colored tree-like 
surface objects: 3D reconstructed neurons. (b) Volumetric image rendering 
speed of V3D visualization engine under synchronous and asynchronous 
modes. For each image size, both the peak speed (green and yellow bars) 
and the respective s.d. (black line-ranges) of at least ten speed-test trials 
are shown. The tests were done on a 64-bit Redhat Linux machine with 
a GTX280 graphics card. (c) V3D hierarchical visualization and analysis. 
Local 3D viewers of different brain regions can be initialized from the global 
viewer. Local viewers can have their own color maps and surface objects 
independent of the global viewer. They can also be used to analyze sub-
volumes of an image separately.
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Figure 2 3D pinpointing methods of V3D. (a) 3D pinpointing using 
two mouse-clicks. The color image is a 3D confocal image of neurons, 
fluorescently tagged for three different transcriptional factors at the same 
time, in a fruitfly embryo. A and B: non-parallel rays generated at two 
viewing angles, corresponding to two mouse-clicks; p: the estimated 3D 
intersection location that is closest to both A and B. (b) 3D pinpointing 
using one mouse-click. p1 to pN: the progressively estimated centers of 
mass; R1 to RN: the progressively smaller intervals to estimate p1 to pN.
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connection of the underlying computer. We achieved a similar speed 
improvement on different test machines, such as a Mac Pro with a 
512-megabyte graphics card (Supplementary Fig. 1).

The only restriction on image size for V3D is that there should be 
sufficient memory in the underlying hardware. For very large images, 
for example, 8–16 gigabytes, or for an older machine, the interaction 
speed becomes an issue. V3D accommodates these situations by 
displaying two 3D viewers for an image stack: a global viewer and 
another local viewer of a region of interest dynamically specified by 
the user (Fig. 1c and Supplementary Video 2a–c). This combination 
of dual 3D viewers allows responsive visualization of any detail in a 
large image stack. Visualization-assisted analysis can be performed in 
both global and local 3D viewers.

Direct 3D pinpointing of 3D image content
Direct user interaction with the content of a volumetric image requires 
a user to select one or more points in 3D space, which may be used as 
‘markers’ in subsequent analyses. To complement our fast 3D viewers, 
we developed two software-based methods to accomplish direct 3D 
pinpointing within a volumetric image, which has previously only been 
possible with stereo-viewing hardware or virtual reality equipment.

The first method prompts a user to mouse-click on a point of interest  
twice while the user is inspecting a volumetric image, each from 
a different viewing angle (Fig. 2a and Supplementary Video 3a). 
Each click defines a ray through the current cursor location ortho-
gonal to the screen. V3D creates a marker at the point in space for 
which the sum of its Euclidean distance to each ray is minimal (this 
is to allow for some slight displacement and/or inaccuracy in the 
user’s 2D clicks). This method is independent of the color channels  
of the image.

The second method pinpoints a 3D marker with just one mouse 
click (Fig. 2b and Supplementary Video 3b). Because in this case 
there is only one ray defined by the click, we estimated the most 
probable location on the ray that the user intended by looking at 
the intensity information in a given image color channel. We used 
the mean-shift algorithm11 that begins by finding the center of 
mass (CoM) of the projection ray, and then repeatedly reestimates 
a CoM using progressively smaller intervals around the proceeding 
CoM until convergence. This heuristic is very robust in estimating 

the desired 3D location in real data sets. 
When there are multiple color channels, the 
user specifies one by pressing a number key,  
e.g. 1, 2, while clicking the mouse.

3D pinpointing is useful for measuring and 
annotating any spatial location in a multi-
dimensional image (Supplementary Fig. 2), 
as well as providing manually selected seeds 
for more complex visualization-assisted 
analyses and for manually correcting the 
output of such analyses. For instance, one 
can quantitatively profile the voxel intensity 
along the straight line segment connecting 
a pair of markers. Thus one could quickly 
measure the gradient of fluorescently labeled 
gene expression along an arbitrary direction 
in an image of C. elegans (Fig. 3). We also 
used 3D pinpointing to rapidly count the 
number of neurons in the arcuate nucleus 
of a mouse brain (Supplementary Video 4), 
and to examine the relative displacement of 
neurons in a 5D image series of a moving  

C. elegans that was produced by selective plane illumination micro-
scopy (Supplementary Fig. 3a–c and Supplementary Video 5).

V3D-Neuron: 3D reconstruction of neurites
V3D provides basic software functions for building specialized appli-
cations to address specific biological questions. To demonstrate this, 
we considered digital reconstruction or tracing of 3D neurite struc-
tures, which is one of the essential yet bottleneck steps in understand-
ing brain circuit structure and function12. We developed V3D-Neuron 
to trace the 3D structure of a neuron or a neurite tract from images. 
V3D-Neuron also immediately displays the tracing results super-
imposed upon the raw image data, letting one proofread and correct 
the tracing results interactively.

We reconstructed a neuron (Fig. 4 and Supplementary Video 6) 
based on automated searching of the optimal ‘paths’ connecting a 
set of markers, which are locations pinpointed by a user to indicate 
where the tracing should begin and end (Fig. 4a). Our algorithm 
finds a smooth tree-like structure in the image voxel domain to 
connect one marker (root) to all remaining markers with the least 
‘cost’, as defined below. We treated individual image voxels as graph 
vertexes and defined graph edges between the spatial neighboring 
voxels. The weight of an edge is defined as the product of the inverse 
of the average intensity of the two neighboring voxels and their 
Euclidean distance. The least-cost path between a pair of markers 
will be the one that goes through the highest intensity voxels with 
the least overall length. We used Dijkstra’s algorithm13 to find the 
shortest paths (parent-vertex lists) from every non-root marker to 
the root. We detected in these lists the vertexes where two or more 
paths merge. These vertexes were treated as the branching points 
of the reconstructed neuron tree. Subsequently, we represented the 
traced neuron using the individual segments that connect markers 
and branching points (Fig. 4b), which can be easily edited in 3D 
whenever needed. For each segment, V3D-Neuron lets an inves-
tigator optionally refine its skeleton using a deformable curve 
 algorithm14 that fits the path as close as possible to the ‘midline’ of 
the image region of this segment. In most cases, this not only leads 
to a smoother path that better approximates the skeleton of a neuron 
(Fig. 4c) but also more accurately estimates the radius of the traced 
neuron along this skeleton.

Green (GFP)

Line Profile (marker #1 – –> marker #4)

min =13 max = 175 mean = 31.096 std = 36.7898

min = 4 max = 119 mean = 31.448 std = 25.8199

0 length = 124.608

Blue (DAPI)

Figure 3 Quantitative measurement of the 3D gene expression level in a C. elegans confocal  
image. Green voxels: myo3: green fluorescent protein (GFP)-tagged body wall muscle cells;  
blue voxels: DAPI (4,6-diamidino-2-phenylindole)-tagged nuclei for the entire animal; colored 
spheres: pinpointed markers; colored line-segments: the line-indicator for measuring along  
different directions and with different starting and ending locations; line profile graph: the  
channel-by-channel display of the voxel intensity along a line segment.
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We evaluated V3D-Neuron using ten single neurons in the adult 
fruitfly brain, stained using the twin-spot MARCM technique15. These 
data were challenging owing to the unevenness of the fluorescent 
signal and sharp turns in the neurites. Each neuron was traced twice 
independently. V3D-Neuron allowed us to reconstruct each neuron 
and correct the potential errors, typically in 3–5 min. Compared to the 
state-of-the-art 2D manual reconstruction tool of Neurolucida (also 
with two independent tracings for each neuron), V3D-Neuron avoided 
the inconsistencies between manual tracings (Fig. 5a, e1–e4), which 
were due to human variation in tracing during distinct trials. The dif-
ference between V3D-Neuron reconstructions occurred mostly at the 

tips of the neurons (Fig. 5a, e5) because of the human variation in pin-
pointing terminal markers. Quantitatively, V3D-Neuron reconstruc-
tions have sub-pixel precision, whereas the manual reconstructions 
have a remarkably bigger variation for the entire structure (Fig. 5b).  
Taking a closer look at the proportion of neuron skeletons that have 
visible deviation (that is, >2 voxels) between two trials, we found on 

average only 1.26% of the total path length 
of a reconstruction was >2 voxels from its 
counterpart when traced with V3D-Neuron, 
whereas the same statistic was 21.8% for 
Neurolucida (Fig. 5c). In addition, pro-
ducing the reconstruction in V3D-Neuron 
took an order of magnitude less time, as 
we spent more than 2 weeks obtaining the 
Neurolucida results. A comparison between 
V3D-Neuron and other tools (e.g., Image Pro, 
see Supplementary Note) also showed that 
V3D-Neuron was superior.
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Figure 5 Accuracy of V3D-Neuron 
reconstructions compared with manual 
reconstructions. (a) Inconsistency of 
independent trials of reconstructions. e1, e2, 
e3, e4: examples of the obvious inconsistent 
parts in manual reconstructions; e5: an example 
of the inconsistent region in V3D-Neuron 
reconstructions. (b) Spatial divergence of 
reconstructed neurons using different methods, 
each with two independent runs. Also shown 
in the legend are the average and the s.d. 
of the spatial divergence (Online Methods) 
of all neurons. (c) Percent of the neuron 
structure that noticeably varies in independent 
reconstructions. Also shown in the legend are 
the average and the s.d. of this score over all 
neurons. SSD: substantial spatial distance.

Figure 4 V3D-Neuron tracing. (a) Pinpointing terminals of a fruitfly 
neuron. 3D image: a GFP-tagged neuron produced via twin-spot  
MARCM; colored spheres: markers defined for the tips of this neuron.  
(b) Reconstructed neuron produced by V3D-Neuron. Colored segments: 
the automatically reconstructed neurite structures. (c) Skeleton view of 
the reconstructed neuron.
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A comprehensive 3D atlas of neurite tracts in a brain is critical for 
understanding both the anatomy and functions of the brain. To dem-
onstrate the feasibility of building such an atlas with V3D-Neuron, 
we started with more than 3,000 confocal image stacks of the adult 
fruitfly brain taken of 500 fruitfly enhancer trap GAL4 lines (unpub-
lished data). First, these images were deformably aligned to a ‘typical’ 
brain (Fig. 6a) using an NC82 intensity pattern in a separate channel 
(unpublished data), which serves as the reference for accomplishing 
the automatic alignment. Then, we used V3D-Neuron to trace 111 
representative neurite tracts that project throughout the brain (Fig. 6a 
and Supplementary Video 7). We reconstructed two to six instances 
of each tract from multiple replicate images of the same GAL4 line. 
We produced a mean tract model for each group of reconstructed 
instances and the average deviation of members of the group from 
this mean. The overall shape and relative positions of these tracts are 
reproducible with deviations in the range from 0.5 to 4.5 µm (Fig. 6b).  
This variance approximates the upper bound on the biological vari-
ability, as some portion of it was due to alignment optimization differ-
ences. Compared to the typical size of an adult fruitfly brain (590 µm ×  
340 µm × 120 µm), the deviations are small, indicating that the layout 
of these neural tracts is highly stereotyped in a fruitfly brain.

DISCUSSION
V3D provides an efficient and ergonomic platform for visualization-
based bioinformatics in neuroscience, molecular and cell biology, and 
general biomedical image computing. Compared to many existing 
visualization-assisted analysis tools, V3D provides real-time visualiza-
tion of multi-gigabyte volumetric images and the ability to interact 
with and quantitatively measure the content of such images directly in 
3D. Together, these features facilitate rapid computer-assisted analyses 
and proofreading of the output of such analyses. V3D can also be used 
for fully automatic analyses of massive image data sets. The software  
runs on all major computer platforms (Mac, Linux and Windows). It is  
further enhanced by various built-in V3D toolkits for better visuali-
zation and processing, and is extensible by means of user-developed  
plug-ins (Online Methods). V3D includes a carefully designed graphical  
user interface and supports common file formats.

The emerging flood of multidimensional cellular and molecular 
images poses enormous challenges for the image computing commu-
nity. Although fully automated high-throughput analyses are desired, 
these approaches are difficult to perfect and are still in their infancy.  
In this light, it will be helpful to have real-time visualization-assisted 
tools like V3D to develop, debug, proofread and correct the output 
of automated algorithms. Indeed, we have already used V3D in devel-
oping a number of automatic image analysis methods in addition to  
V3D-Neuron, including 3D cell segmentation7, 3D brain registration and  
3D neuron structure comparison, among others. Some of these  
methods, such as the 3D brain registration algorithm, are being 
deployed in the high-throughput automatic mapping of the 3D neuro-
anatomy of a fruitfly (unpublished data).

Image analysis is particularly challenging when the signal-to-noise 
ratio is low or when only part of an image needs to be analyzed, 

such as reconstructing one neuron from several that are present in 
an image. The neurite tracing algorithm in V3D-Neuron addresses 
this challenge by combining global cues supplied by a user and local 
cues generated automatically from the image data, allowing the user 
to guide the software when fully automated analysis is difficult. In 
contrast, existing neuron reconstruction algorithms16–20 either 
have not considered such a combination, or are limited to 2D. More 
importantly, our method is able to complement these algorithms by  
enabling them to be invoked within V3D, possibly with some guiding 
marker information, and then their results proofread and corrected 
in a faster and more accurate way.

Stereotypy, which often refers to the biological invariability, and the 
degree to which it occurs in the gross and fine-scale anatomy of fly 
neurons is a question of biological significance and debate21,22. The 
stereotypy of neurite locations found in this work indicates that it may 
be fruitful to add more neurites to our preliminary atlas and to use 
these neurites as templates to retrieve and catalog unknown fruitfly 
neurite patterns. Such information will be useful in modeling 3D ana-
tomical projections and connectivity diagrams of neurons in a brain 
and in investigating neuron functions. The approach presented here 
is applicable to a wide range of organisms and at different imaging 
scales. V3D and V3D-Neuron also have the potential to allow one to 
manipulate the image data in real-time during functional imaging.

METhODS
Methods and any associated references are available in the online  
version of the paper at http://www.nature.com/naturebiotechnology/.

Note: Supplementary information is available on the Nature Biotechnology website.
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ONLINE METhODS
V3D design. We developed V3D using C/C++, with GCC compliers. We used 
Qt libraries (Nokia) for developing the cross-platform user interface. V3D can 
be compiled as either a 32-bit or a 64-bit program; the latter can load and save 
multi-gigabyte and bigger image stacks.

The V3D visualization engine optimizes OpenGL calls to maximize the 3D 
rendering throughput of a computer graphics card. We rendered volumetric 
data and surface data separately. For volumetric data, we considered a 4D  
image stack as the basic display object. A 4D image with any number of color 
channels is always mapped to red-green-blue-alpha channels for rendering. 
Then the V3D visualization engine produces either 2D or 3D OpenGL textures, 
whichever the user chooses, to render the colorimetric 3D volume image. V3D 
visualization engine also detects automatically a graphics card’s data com-
pression capability and lets the user control that. V3D allows a user to switch 
between synchronous and asynchronous modes for volumetric rendering. In 
the asynchronous mode, V3D renders a medium-size representation while a 
user is interacting with the currently displayed volume image, and renders 
the full-size image once such interaction (e.g., rotating, zooming) is over. The 
medium-size volume, which has 512 × 512 × 256 red-green-blue voxels by 
default and can be enlarged if the graphics card has enough memory, is good 
for visual inspection of image details in most practical cases we have tested. For 
each image, V3D has a default global 3D viewer and a dynamically generated 
local 3D viewer for any region of interest. Both the global and local viewers in 
V3D can use either the synchronous or asynchronous rendering methods for 
visualization-assisted analysis. Because the local 3D viewer often uses a much 
smaller volume than the entire image, we often reduced the time of an analysis 
by aggregating the visualization-assisted analysis results in multiple dynamically  
invoked local 3D viewers. The volumetric rendering of a 5D image was built 
upon rendering a series of 4D image stacks, each of which corresponds  
to a time point. For 3D surface data, the V3D visualization engine uses an 
object list to manage the rendering of irregular surface meshes (for surface 
objects of any shape, e.g., brain compartments), spherical objects (for point 
cloud objects, e.g., cells, nuclei), tubular objects with branches (e.g., neurons, 
or user-defined line segments) and markers (user-defined XYZ locations). 
These surface objects can be displayed as solid surface, wiring frame, semi-
transparent surface or contours. For the tubular objects with branches, V3D 
has an additional skeleton display mode. These different visualization methods 
together make it easy to observe an image and the respective surface objects. 
They are useful for a number of tasks, for example, developing new image 
analysis algorithms, proofreading image analysis results, and annotating the 
image content or surface objects. The speed-test of V3D for Figure 1b was 
done on a Dell Precision T7400 desktop. For the test of synchronous rendering 
of Figure 1b, we used the compression of the graphics card.

A user can develop plug-in programs for V3D. We designed V3D application 
interfaces (APIs) for writing plug-ins. A plug-in program can request V3D to 
supply a list of currently opened images, as well as the markers and the regions 
of interest a user may have defined for these images. After processing any of these 
data, a plug-in can display the results in either an existing window or a new image 
viewer window. In this way, it is convenient to use the V3D visualization engine 
and 3D interaction of image content to develop new image processing tools.

V3D lets one annotate any XYZ location and measure the statistics of image 
voxels, including the mean intensity, peak intensity, s.d., volume and aniso-
tropy of the shape of the local image patterns in a local region around this 
3D location (Supplementary Fig. 2). Because for fluorescent images these 
statistics usually are associated with biological quantities such as gene expres-
sion, V3D makes it possible to quickly generate a data table of measurements 
of gene expression and protein abundance in a number of 3D regions. V3D 
also supports other types of quantitative measuring, including profiling voxel 
intensity along a straight line (Fig. 3), and profiling the length and the number 
of branches of a neuron.

V3D-neuron design and algorithm. To model a neuron (or neurite) digitally, 
we developed a suite of new 3D tracing, 3D visualization, 3D editing and 3D 
comparison methods on top of V3D. These functions all together are called 
V3D-Neuron. The version of V3D-Neuron reported here is 1.0.

We modeled a 3D traced neuron as a graph of ‘reconstruction nodes (ver-
texes)’. Each node is described as a sphere centered at a 3D XYZ location p. 

The diameter of the sphere, r, quantifies the width of the neurite fiber at this 
location. The value r is defined as the diameter of the largest surrounding 
sphere centered at p but at the same time within this sphere at least 90% (or 
99% at a user’s choice) of image voxels are brighter than the average intensity 
of all image voxels. To describe this graph, we used the SWC format23. Through 
a single run of the tracing algorithm, V3D-Neuron produces a tree graph, 
or a line graph if there is no branching point. Through multiple sequential 
reconstruction steps, V3D-Neuron is able to produce a forest of these trees, 
or looped graphs, or any complicated structures of neurites.

V3D-Neuron tracing method integrates both the shortest path algorithm 
and the deformable curve algorithm. In V3D-Neuron, we also provided several 
ways for a user to optionally optimize the performance. We allowed using only 
the set of image voxels whose intensity is greater than the average voxel inten-
sity of the entire image in the shortest path computation. We also allowed con-
sidering only six neighboring voxels along X, Y and Z directions of a 3 × 3 × 3  
local cube, instead of using all the 26 neighbors, in formulating the shortest 
path search. These optimizations substantially accelerate our algorithm. We are  
also developing other methods, such as detecting the 3D markers automatically, 
to improve the V3D-Neuron tracing. Although we believe the 3D interactive 
tracing in V3D-Neuron is a merit but not a caveat, V3D-Neuron of course  
can also reconstruct a neuron in an off-line (non-interactive) manner, similar 
to all other conventional off-line automatic neuron tracing methods.

V3D-Neuron visualizes in 3D the reconstructed digital model of a neuron 
right away. We overlaid a reconstruction on top of the raw image in several 
ways (Supplementary Video 8): (1) display the entire model; (2) display a 
portion of the model at a user’s choice; (3) display only the skeleton of the 
model; (4) display the model semi-transparently; (5) display the contour of 
the model. These different methods can also be combined in visualizing and 
proofreading a reconstruction. In this way, it is straightforward to tell whether 
or not in the reconstruction there is any error, which can be corrected easily 
using the 3D editing function below.

In the 3D editing mode (Supplementary Video 9), V3D-Neuron auto-
matically represents the entire neuron model as the aggregation of segments, 
each of which is bounded by a pair of tip or branching nodes. V3D-Neuron 
renders each segment using a different color, lets a user edit in 3D directly its 
type (axon, dendrite, apical dendrite, soma or a user-defined type), scale its 
diameter, and allows deleting it if this segment is deemed to be wrong. Each 
segment can also be broken into smaller pieces, which can be further edited 
in the same way. V3D-Neuron can scale, rotate, mirror and translate a neuron 
in 3D. It also allows annotating a neuron using user-supplied information, 
and undo/redo operations.

V3D-Neuron can also be used to compare the similarity of multiple neu-
rons. It can display many neurons in the same window in 3D, thus allowing 
visual comparison of their structures (Supplementary Video 10). Moreover, 
it displays the basic information of the morphology of a neuron, including the 
total length, the number of branches, number of tips and number of segments. 
It also provides a method to compute the spatial “distance” (SD) of any two  
neurons. To compute the distance, we first spatially resampled the neuron 
model so that the distance between adjacent reconstruction nodes is 1 voxel 
in the 3D space. Then we computed the directed divergence of neuron A from 
neuron B, or DDIV(A,B), as the average Euclidean distance of all the resampled 
nodes in A to B. Finally, the undirected spatial distance between A and B, 
SD(A,B) is defined as the average of DDIV(A,B) and DDIV(B,A). SD(A,B) is a 
good indicators of how far away of A and B. However, when A and B are fairly 
close, SD(A,B) does not well quantify the amount of different portions of the 
two structures. Therefore, we defined another score called substantial spatial 
distance (SSD), which is the average distance of all resampled nodes that are 
apart from the other neuron at least 2 voxels. The percentage of resampled 
nodes that are substantially distal to the counterpart neuron is a robust indi-
cator of how inconsistent of these two neuron reconstructions. Indeed, for 
the results in Figure 5, the SSD scores of V3D-Neuron reconstructions and 
manual reconstructions are similar, both about 3 voxels. This is because the 
major SSD parts of V3D-Neuron reconstructions are at the neuronal terminal 
regions where the variation of human pinpointing is about 3 voxels, similar 
to that produced using the Neurolucida tool. However, the percentage of SSD 
nodes of manual reconstructions is much bigger than that of V3D-Neuron 
reconstructions (Fig. 5c). When two neurons are spatially apart from each 
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other, SD and SSD scores have comparable values. Of course, when an image 
is quite dark to see, the 3D pinpointing variation of human subjects becomes 
more pronounced, which may accordingly enlarge the variation of the paths 
detected by V3D-Neuron.

Data and software. The multi-platform V3D software can be freely down-
loaded from http://penglab.janelia.org/proj/v3d. Included in Supplementary 
Software is the 64bit Linux version for Redhat and Fedora. A test image 
stack and an instruction to run V3D are included in Supplementary Data. 

Additional tutorial movies and test data sets are available at the same web 
site. The database of stereotyped neurite tracts is provided at http://penglab.
janelia.org/proj/flybrainatlas/sdata1_flybrain_neuritetract_model.zip. The 
entire database can be conveniently visualized using the V3D software itself 
(Supplementary Video 10).

23. Cannon, R.C., Turner, D.A., Pyapali, G.K. & Wheal, W.H. An on-line archive of 
reconstructed hippocampal neurons. J. Neurosci. Methods 84, 49–54 (1998).
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Synthetic biology has shown that the metabolic behavior of 
mammalian cells can be altered by genetic devices such as 
epigenetic and hysteretic switches1,2, timers and oscillators3,4, 
biocomputers5, hormone systems6 and heterologous metabolic  
shunts7. To explore the potential of such devices for 
therapeutic strategies, we designed a synthetic mammalian 
circuit to maintain uric acid homeostasis in the bloodstream, 
disturbance of which is associated with tumor lysis syndrome 
and gout8,9. This synthetic device consists of a modified 
Deinococcus radiodurans-derived protein that senses uric 
acids levels and triggers dose-dependent derepression of a 
secretion-engineered Aspergillus flavus urate oxidase that 
eliminates uric acid. In urate oxidase–deficient mice, which 
develop acute hyperuricemia, the synthetic circuit decreased 
blood urate concentration to stable sub-pathologic levels in a 
dose-dependent manner and reduced uric acid crystal deposits 
in the kidney. Synthetic gene-network devices providing self-
sufficient control of pathologic metabolites represent molecular 
prostheses, which may foster advances in future gene- and 
cell-based therapies.

State-of-the-art treatment of metabolic disorders consists of small-
molecule drug-based interventions to fix out-of-control physiology.  
However, the daily dosing of drug-based therapies is rather empiric, 
which may result in undesired side effects. Thus, prosthetic  
gene-network devices integrated into cells and functionally connected 
to their metabolism could sense and correct metabolic disturbances 
as they develop by triggering therapeutic responses in a self- 
sufficient manner.

As a model system, we explored the potential of a mammalian 
 synthetic circuit for maintaining homeostasis of urate in the blood-
stream. Urate is the end-product of purine metabolism, and its homeo-
stasis may be disturbed by genetic predisposition, environmental 
factors, therapeutic interventions and nutritional imbalances, lead-
ing to hyperuricemia. Excess urate favors the formation of pathologic 
monosodium urate and uric acid crystals in the joints, kidney and 
subcutaneous tissues, which can trigger a variety of urate-associated 
pathologies, including the tumor lysis syndrome and gout9–11.

We began by engineering a synthetic circuit able to sense and 
respond to uric acid. The circuit uses a bacterial transcriptional 
repressor (HucR) that binds a DNA sequence motif (hucO) in the 
absence of uric acid. When uric acid is present, HucR dissociates from 
DNA, thereby allowing expression of a downstream gene.

HucR and hucO were cloned from Deinococcus radiodurans R1 
based on molecular insight into this bacteria’s remarkable ability to 
withstand DNA damage caused by ultraviolet radiation and oxidative 
stress12. Recently, a hypothetical uricase regulator (HucR) was identi-
fied in D. radiodurans and was suggested to play a critical role in the 
cellular response to oxidative stress13. Like mammals, D. radiodurans 
takes advantage of the radical-scavenging activity of uric acid, yet 
needs to control uric acid levels to prevent crystallization. HucR was 
shown to bind to a dyad-symmetrical operator site (hucO) in the 
intergenic region of divergently transcribed hucR and a gene encoding 
a putative uricase, suggesting that both genes are co-repressed by 
HucR, unless excessive uric acid levels trigger the release of HucR 
from hucO and induce uricase expression13,14. Taken together, these 
prior observations suggested that HucR and hucO could be used as 
building blocks in a uric acid–responsive expression network.

The uric acid–responsive expression network (UREX) required 
engineering HucR and hucO for optimal performance in mammalian 
cells (Supplementary Table 1). The HucR start codon was modified 
(GTG→ATG) and fused to a Kozak consensus sequence for maximum 
expression of the repressor protein in mammalian cells (mHucR). 
mHucR was engineered to be a stronger repressor by fusing it to the 
C terminus of the Krueppel-associated box (KRAB) protein domain15. 
Notably, fusing mHucR to the N terminus abolished the urate-respon-
siveness of mHucR (data not shown). The resulting repressor is a 
chimeric mammalian urate-dependent transsilencer (mUTS). To 
engineer a promoter that strongly drives expression of a target gene 
in the presence of uric acid, yet has low basal expression levels in the 
absence of uric acid, we placed eight tandem hucO modules down-
stream of a simian virus 40 promoter (PSV40-hucO8, referred hereafter 
as PUREX8) (Fig. 1a). PUREX8 was chosen as part of the uric acid sensor 
circuit because it provided the tightest repression in preliminary tests 
(for a detailed and quantitative evaluation of alternative promoter 
configurations, see below).
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We characterized the performance of PUREX8 by cloning it upstream 
of a reporter gene encoding SEAP (human placental secreted alkaline 
phosphatase), which is assayed in the culture supernatant. In the absence 
of uric acid, mUTS binds hucO8 and silences transcription from PUREX8 
(Fig. 1b). However, in the presence of uric acid, mUTS is released from 
hucO8 thereby inducing SEAP expression. Co-transfection of a vector 
constitutively expressing mUTS (pCK25) and the vector with SEAP 
controlled by PUREX8 (pCK9) into human cervical adenocarcinoma cells 
(HeLa), human embryonic kidney cells (HEK-293) and human fibro-
sarcoma cells (HT-1080) grown in medium free of uric acid showed that 
mUTS bound and silenced PUREX8-driven SEAP expression up to 98% 
(Fig. 1c), reaching a tightness which was previously only achieved by more 
complex transcription-translation networks16. Constitutive expression of 
mUTS was driven by the human elongation factor 1α promoter (PhEF1α). 
Addition of 5 mM uric acid to transfected cultures triggered the release of 
mUTS from hucO8 and derepressed SEAP expression (Fig. 1d–f).

To increase the sensitivity of the UREX circuit to uric acid, we  
co-transfected it into cells with a third plasmid that expressed the 
human urate-anion transporter URAT1, which is naturally involved 
in renal urate clearance and maintenance of uric acid homeostasis17,18. 
The transporter’s urate-uptake capacity is expected to increase intra-
cellular uric acid levels and consequently amplify UREX sensitivity. 
Transfecting a constitutive URAT1 expression vector (pURAT1) into 
HeLa, HEK-293 and HT-1080 cells engineered for UREX-controlled 
SEAP expression resulted in considerably higher SEAP levels  
(Fig. 1d–f) compared with URAT1-free cells or with cells that consti-
tutively expressed a control anion transporter OAT2 (human organic 
anion transporter 2), which is unrelated to uric acid transport. The 
expression of either endogenous or transgenic URAT1 and OAT2 was 
determined by semiquantitative RT-PCR and demonstrated that nei-
ther HeLa, HEK-293 nor HT-1080 wild-type cells express endogenous 
URAT1 or OAT2 (Supplementary Fig. 1 and Supplementary Table 2). 
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Figure 1 Synthetic uric acid–responsive mammalian sensor circuit. 
(a) Expression vectors for uric acid–responsive transgene expression 
(UREX) (Supplementary Table 1 for abbreviations). (b) Diagram of 
UREX in action. In the absence of uric acid (−UA), mUTS (KRAB-
HucR) binds to hucO8 and represses SEAP production. In the 
presence of uric acid (+UA), mUTS is released from hucO8, which 
derepresses PUREX8 and results in PSV40-driven SEAP expression.  
(c) mUTS-mediated repression of PUREX8 in different human cell lines. 
HeLa, HEK-293 and HT-1080 were transfected with pCK9 (PUREX8-
SEAP-pA; -mUTS) alone or together with pCK25 (PhEF1α-mUTS-pA; 
+mUTS) and cultivated for 48 h before quantification of SEAP 
expression. (d–f) Uric acid–dependent dose-response characteristics 
of UREX in the presence or absence of the human urate transporter 
(URAT1) or the human organic anion transporter 2 (OAT2), which is 
not related to urate transport. 3 × 105 HeLa (d), HEK-293 (e) or  
HT-1080 (f) were co-transfected with the UREX sensor plasmids pCK9 
and pCK25 (Fig. 1a) and either pURAT1 (PhCMV-URAT1-pA), pOAT2 (PhCMV-OAT2-pA) or the isogenic control vector pcDNA3.1. The transfected 
populations were cultivated in medium supplemented with different uric acid concentrations and resulting SEAP levels were profiled after 48 h.
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HeLa cells were particularly more sensitive within the urate range 
 typically found in the human blood (200–500 µM) (Fig. 1d–f).

To characterize adjustability and long-term reversibility of the 
mammalian uric acid sensor system, we constructed the stable human 
cell line HEK-293UREX15 that is triple-transgenic for UREX-controlled  
SEAP and constitutive URAT1 expression. SEAP expression of 
HEK-293UREX15 could be precisely adjusted and showed a progres-
sive increase in response to escalating concentrations of uric acid  
(Fig. 2a). Reversibility of UREX-controlled SEAP production was 
assessed by cultivating HEK-293UREX15 for 10 d while alternating 
uric acid concentrations from 0 mM to 5 mM every 72 h. UREX 
control was completely reversible and could be reset at any time 
without showing any expression memory effect on SEAP produc-
tion (Fig. 2b). Indeed, 72 h after intraperitoneal implantation of 
microencapsulated cells engineered for URAT1 and UREX-controlled 
SEAP expression into urate oxidase-deficient (uox−/−) mice that 
were developing hyperuricemia with human-like symptoms19, the  
synthetic urate sensor circuit was sufficiently sensitive to discrimi-
nate between mice developing hyperuricemia (high urate levels  
(23.1 ± 5.6 (s.d.) mg/dl); 0.35 ± 0.15 (s.d.) U/L SEAP) and animals 
that received the licensed urate-reducing arthritis therapeutic allopu-
rinol (Zyloprim) in their drinking water (low urate levels (7.8 ± 3.1 
(s.d.) mg/dl); 0.02 ± 0.10 (s.d.) U/L SEAP) (Fig. 2c). Control mice 
treated with cells constitutively producing SEAP showed unaltered 
SEAP expression in the presence (low urate levels; 0.85 ± 0.10 (s.d.) 
U/L SEAP) or absence (high urate levels; 0.90 ± 0.15 (s.d.) U/L SEAP) 
of allopurinol. Taken together, these results suggest that the precise 
and robust uric acid sensor UREX may be suitable for therapeutic 
control of this pathologic metabolite.

For feedback-controlled reduction of uric acid levels in an auto-
nomous and self-sufficient manner, the uric acid sensor circuit must 
be linked to expression of a uricase/urate oxidase (Uox) which converts 
urate to the more soluble and renally secretable allantoin20. We therefore 
optimized the codons of the cofactor-independent Aspergillus flavus 
uricase for expression in mammalian cells obtaining mUox.

mUox reduced uric acid (0.5 mM) in the culture medium when 
constitutively expressed (PUREX8-mUox-pA, referred to as pCK67) 
or controlled by mUTS (pCK67 with pCK25, which constitutively 
expresses mUTS) (Fig. 3a). Urate reduction was more efficient when 
mUox was engineered for mammalian cell–based secretion by in-
frame fusion to an immunoglobulin-derived secretion signal21 (SSIgk). 
This optimized uricase, which is referred to as smUox, was used  
in further studies and was expressed on plasmid pCK65 (PUREX8-
SSIgk-mUox-pA).

The dynamics of UREX-controlled uric acid metabolism were  
profiled during a 120-h cultivation of HeLaURAT1 (a HeLa-derived 
cell line transgenic for constitutive URAT1 expression) engineered for 
constitutive mUTS and PUREX8-driven smUox expression (Fig. 3b). 
Isogenic HeLaURAT1 control cells that constitutively expressed smUox 
(without mUTS co-expression) cleared uric acid from the medium. 
In contrast, the uric acid levels of cell cultures harboring the synthetic 
UREX-smUox control circuit leveled out at 0.14 mM (a concentration 
suggested to support oxidative-stress protection in a physiologic con-
text), even when exposed to different starting uric acid concentrations. 
These results indicate that uric acid levels have fallen below a threshold 
concentration that was no longer able to induce UREX control and 
trigger further urate oxidation (Fig. 3b). The uric acid homeostasis 
level of 0.14 mM was consistently reached even when the UREX-based 
control device was challenged with a second dose of uric acid after 72 h 
(Fig. 3c). Overall, these data confirm self-sufficient feedback control of 
uric acid levels by UREX-smUox and suggest that this synthetic circuit 
could reduce pathologic urate levels into a physiologic window in an 
auto-controlled manner.

To further elucidate how the UREX system and its key design fea-
tures, such as the number of hucO sites in PUREX, would influence uric 
acid homeostasis in vivo, we established a dynamic mathematical model 
based on ordinary differential equations. Briefly, we developed an eight-
state model that describes all relevant processes such as (controlled) 
gene expression, transport and other enzyme-catalyzed reactions. Model 
parameters were constrained by literature data and further parameter 
estimation using part of the experimental data for the UREX system in 
HeLa cells. We validated the model with independent predictions, and 
obtained good matches between simulation results and experimental 
data in both scenarios. In addition, changes in a subset of cell line–
 specific model parameters allowed us to quantitatively capture UREX 
dose responses in HEK-293 and HT-1080 cells as well (Supplementary 
Results, Supplementary Figs. 2–7 and Supplementary Tables 3 and 4).

To predict the behavior after encapsulation of the HeLaURAT1-based 
system in mice, we initially used a simplified mathematical model 
where the implant and the cells inside are in a flow with constant 
influx and identical outflux with respect to the mouse body, such 
that the liquid volume is constant. This situation corresponds to the 
setup of a chemostat with cell retention for different constant dilu-
tion rates and input uric acid concentrations. The model predic-
tions show that, for large ranges of these parameters, the system will 
achieve a desirable steady-state uric acid output concentration in 
the physiological range. Moreover, with eight HucR binding sites per 
PUREX, the system will be rather insensitive to variations in uric acid 
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Figure 2 Validation of UREX-controlled SEAP 
expression in transgenic HEK-293 and urate 
oxidase–deficient mice. (a) Uric acid–based  
dose response profile of the triple-transgenic 
HEK-293UREX15 cell line stably engineered  
for UREX-controlled SEAP and constitutive 
URAT1 expression. 5 × 104 HEK-293UREX15  
cells were cultivated in the presence of different 
uric acid concentrations and SEAP levels were 
quantified in the culture supernatant after 72 h.  
(b) Reversibility of the UREX-based uric acid 
sensor circuit. 2 × 105 HEK-293UREX15 cells were 
cultivated for 10 d while uric acid concentrations were alternated from 0–5 mM every 72 h (arrows). (c) HeLaURAT1 cells engineered for UREX-controlled 
SEAP expression were microencapsulated in coherent alginate-poly-l-lysine-alginate microcapsules and intraperitoneally injected (2 × 106 cells per mouse, 
200 cells/capsule) into uox−/− mice that had received 150 µg/ml (wt/vol) of the hyperuricemia therapeutic allopurinol (+allopurinol) in their drinking water 
to reduce urate levels (UREX) or untreated uox−/− mice exhibiting pathologic urate levels (−allopurinol). Control implants contained cells transgenic for 
constitutive SEAP expression (control). SEAP levels were profiled in the serum of the animals 72 h after cell implantation.
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input, but substantially fewer operator sites will result in unphysi-
ologically low levels because of too-leaky promoter characteristics 
(Supplementary Results and Supplementary Fig. 8).

We tested these predictions by developing a more detailed pro-
moter model and by experimentally constructing UREX circuits 
with PUREX variants harboring fewer than eight binding sites. 
Both approaches showed very good quantitative agreement with 
the earlier predictions. An example for UREX-controlled dynam-
ics with PUREX4 is shown in Figure 3b (Supplementary Results, 
Supplementary Figs. 9–12 and Supplementary Table 5). Finally, 
we embedded the model into a more realistic physiological setting 
by conceptually splitting the mouse into two compartments, one 
containing the UREX implant and the other one consisting of the 
rest of the animal, respectively. For broad ranges of parameter val-
ues this model confirmed uric acid homeostasis (Supplementary 
Results and Supplementary Fig. 13). In addition, it allowed for 
detailed predictions of possibilities for fine-tuning the circuit. For 
instance, the model predicts that variation of mUTS levels is more 
effective in adjusting the circuit than replacing the promoter in 
PUREX (Fig. 3d). Surprisingly, the model reveals that manipulation 
of uric acid export is more promising than adjustment of URAT1 
expression, to which the system is not sensitive at all (Fig. 3e). 
Hence, the model predictions further reinforce the potential use 

of the synthetic circuit for uric acid homeostasis in pathological 
conditions, and they suggest key design features of the circuit.

When urate oxidase–deficient uox−/− mice were treated with 
cell implants expressing UREX-controlled smUox, urate levels 
in serum and in urine dropped to concentrations reached by 
standard allopurinol therapy. In contrast, control animals (e.g., 
HeLaURAT1 cell implants, no allopurinol) accumulated urate and 
developed acute hyperuricemia in the absence of allopurinol with 
acute uric acid crystal deposition in renal tubules resembling those 
of the tumor lysis syndrome in humans19 (Fig. 4a,b). Histologic 
 analysis of H&E-stained kidney sections from all treatment groups  
confirmed that UREX-smUox-based therapeutic cell implants 
were able to considerably reduce uric acid crystal deposits in the 
 proximal tubules (Fig. 4c–f).

Gout is the most common inflammatory arthritis, affecting >1% 
of the human population in industrialized countries. Clinical mani-
festations, which result from monosodium urate crystal deposition, 
include acute gouty arthritis, chronic gouty arthropathy, tophi, renal 
dysfunction and urolithiasis9,11. Owing to a urate oxidase deficiency, 
urate blood levels of humans are up to 50 times higher than in other 
mammals, which increases the risk of developing hyperuricemic  
diseases11,17. Uric acid has been suggested to be a free radical sca-
venger that may protect living systems from lipid peroxidation, DNA 
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Figure 3 Functional characterization of an 
engineered mammalian A. flavus–derived 
urate oxidase. (a) Profiling of urate reduction 
mediated by constitutive or UREX-controlled 
expression of an intracellular (mUox) or 
secretion-engineered (smUox) urate oxidase 
variant. 2 × 105 HeLaURAT1 cells were  
co-transfected with either pCK65 and  
isogenic control vector pcDNA3.1, pCK65  
and pCK25, pCK67 and pcDNA3.1, or  
pCK67 and pCK25. The cells were cultivated 
for 72 h with 0.5 mM uric acid before uric 
acid levels were determined in the culture 
supernatant. (b) Uric acid degradation profiles 
of UREX-controlled smUox expression. 2 × 105  
HeLaURAT1 cells engineered for UREX-
controlled smUox expression (solid lines) were 
cultivated in medium containing starting uric 
acid concentrations of either 0.1, 0.2, 0.5 or 
1 mM and uric acid reduction kinetics were 
profiled for 120 h. Control experiments show 
2 × 105 HeLaURAT1 engineered for constitutive 
smUox or mUTS expression (dashed lines). 
The upper panel shows smUox and GAPDH 
(control) transcript levels profiled 24 h after 
induction. (c) Uric acid homeostasis. 2 × 105 
HeLaURAT1 cells engineered for UREX-controlled 
smUox expression were cultivated in medium 
containing starting concentrations of 0, 0.1 
or 0.5 mM uric acid. After 72 h the cultures 
received a second dose of uric acid (0.1, 0.3, 
0.5 mM) after which the UREX-based control 
device again adjusted uric acid concentrations 
to the homeostasis level (dashed red line,  
0.5 mM uric acid profile of Fig. 3b). (d,e) Model 
predictions for uric acid homeostasis using a 
physiological model. Steady-state values of uric 
acid concentration obtained by simulating the 
interplay of UREX circuit in HeLaURAT1 cells and 
of body cells connected by a fluid flow (Supplementary Results). Contour plots of steady-state extracellular urate concentration as a function of relative 
mUTS expression and of relative PUREX promoter strength (d), and as a function of relative URAT1 expression and of maximal uric acid export rate (e), 
respectively. Colors indicate concentrations according to the color bar in e; see also labels, values in mM. 
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and protein damage, mitochondrial dysfunction22,23 and diseases such 
as cancer24 and neurodegenerative disorders22,25,26. Uric acid should 
therefore be carefully regulated to balance its positive and negative 
physiologic effects25.

Two urate-reducing drug classes have been developed for the treat-
ment of chronic gouty arthritis9. Uricosuric drugs such as probenecid 
(Probenecid), losartan (Hyzaar) and benzbromarone inhibit URAT1, 
thereby preventing reabsorption and increasing uric acid excre-
tion. Xanthine oxidase inhibitors, such as allopurinol, oxypurinol 
(Oxyprim) and Febuxostat (Uloric)27, which has recently been licensed 
by the US Food and Drug Administration for the treatment of chronic 
hyperuricemia, block metabolic production of uric acid. Xanthine 
oxidase inhibitors are used as first-line treatment of patients with 
renal calculi, renal insufficiency, urate overproduction and patients 
receiving simultaneous diuretic and cyclosporin therapies. In con-
trast, uricosuric drugs provide the treatment of choice in allopurinol-
allergic patients and underexcretors with normal renal function  
and no history of urolithiasis. Cell implants harboring a UREX-based 
network are prosthetic devices which provide self-sufficient and 
reversible control of uric acid levels in the bloodstream by preventing 
critical urate accumulation while also preserving basal uric acid levels 
that may improve urate-based protection from oxidative stress. Such 
devices may therefore be equally suited as a preventive treatment and 
as a therapy for acute hyperuricemic disorders including the tumor 
lysis syndrome and gout.

By functionally assembling a human urate transporter, a hucO-
HucR–derived sensor circuit and sensor-controlled expression of a 
secretion-engineered version of a clinically licensed A. flavus urate 
oxidase (or uricase) we have designed a synthetic mammalian uric 
acid homeostasis network that enables (i) monitoring of urate levels 
in the blood, (ii) automatic induction of the core sensor unit at patho-
logic urate levels, (iii) prompt reduction of urate by sensor-controlled  
expression of clinically licensed urate oxidase and (iv) spontane-
ous shutdown when physiologic urate levels have been reached.  

UREX-based control of urate levels in urate oxidase–deficient mice, 
which develop hyperuricemia with human-like symptoms19, showed 
that the synthetic circuit operated as expected and most importantly 
within the clinically relevant concentration range.

In humans, formation of monosodium urate crystals leading to 
painful inflammations typically occurs at blood urate levels of above 
6.8 mg/dl11,23,24. The crystals are known to dissolve at a circulation 
level below 6 mg/dl9, and cure of chronic hyperuricemia would 
require long-term maintenance of serum urate levels below this level. 
The UREX sensor is able to sense such pathologic levels and trigger 
dose-dependent expression of secreted uricase, which consequently 
reduces urate in the bloodstream of treated animals to 5 mg/dl.

The simple design principle of this therapeutic circuit may moti-
vate the assembly of other prosthetic networks that sense metabolic 
disturbances and circulating pathologic metabolites, process such 
signals and coordinate an adjusted therapeutic response. Provided 
that prosthetic networks are robust and operate in safely contained 
cell implants that can be readily replaced at reasonable intervals, such 
technology might provide standard preventive surveillance as well as 
precise interventions in acute situations.

MeThodS
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/naturebiotechnology/.

Note: Supplementary information is available on the Nature Biotechnology website.
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Figure 4 UREX-controlled smUox-mediated reduction of pathologic 
urate levels in mice. Microencapsulated HeLaURAT1 cells engineered for 
UREX-controlled smUox expression were intraperitoneally implanted 
(2 × 106 cells per mouse) into untreated uox−/− mice exhibiting 
pathologic urate levels or into uox−/− mice having received 150 µg/ml 
(wt/vol) of the hyperuricemia therapeutic allopurinol in their drinking 
water (UREX-smUox) (control). Control implants contained parental 
HeLaURAT1. (a,b) Urate levels were profiled in serum (a) and urine (collected 
for 24 h) (b) of the animals 3 and 7 d after cell implantation.  
(c–f) Tissue sections showing anisotropic uric acid crystals (arrow) in 
the kidneys of uox−/− mice receiving 150 µg/ml (wt/vol) allopurinol 
(positive control) (c), phosphate-buffered saline (negative control) (d),  
implants with HeLaURAT1 engineered for UREX-controlled smUox 
expression (e) and implants with HeLaURAT1 engineered for constitutive 
smUox expression (f). Quantitative morphometric analysis revealed 
3.3% ± 2.9 (s.d.)/1.5% ± 0.8 (s.d.) (c), 109.1% ± 27.3 (s.d.)/26.9% 
± 5.6 (s.d.) (d), 10.4% ± 4.6(s.d.)/3.7% ± 1.5 (s.d.) (e) and 0.4% ± 
0.5 (s.d.)/0.6% ± 0.7 (s.d.) (f), percent crystals/percent relative area 
of crystalline deposits per tubulus and/or tubulus lumen profile of the 
respective treatment group. Scale bars, 100 µm.
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oNLINe MeThodS
Vector construction. Design details of all plasmids and oligonucleotides are 
provided in Supplementary Table 1.

Cell culture and transfections. HeLa (American Type Culture Collection 
(ATCC)), HEK-293 (ATCC) and HT-1080 (ATCC) were cultivated in DMEM 
(Invitrogen) supplemented with 10% (vol/vol) FCS (PAN Biotech) and  
1% (vol/vol) penicillin/streptomycin solution (P/S, PAN Biotech). All cell 
types were cultivated at 37 °C in a humidified atmosphere containing 5% CO2.  
HEK-293 were transfected using a standard CaPO4-based protocol2. HeLa were 
also transfected according to this standard CaPO4-based protocol, with the 
exception that the DNA precipitates were incubated with the cells for 12 h 
before changing the medium. HT-1080 were transfected with FuGENE 6 (Roche 
Diagnostics) according to the supplier’s procedure. Transfected cells were culti-
vated in DMEM supplemented with 10% (vol/vol) knockout serum replacement 
(KOSR, Invitrogen), 1% P/S and, optionally, with uric acid (Acros Organics) 
(standard medium). Transgene expression values were normalized for varia-
tions in transfection efficiency by parallel transfections using the constitutive 
EYFP-expression vector pDF60. To establish uric acid-dependent dose-response 
characteristics, 3 × 105 cells were seeded per well of a six-well plate (Thermo 
Fisher Scientific) and transfected as described above. The cells were trypsinized 
(200 µl trypsin; PAN Biotech; 5 min, 37 °C), collected by centrifugation (2 min, 
120g) and resuspended in 1.5 ml standard medium. We transferred 100 µl of 
this cell suspension to individual wells of a 96-well plate, supplemented cells 
with different concentrations of uric acid and cultivated them for 48 h before 
reporter gene expression was profiled in the culture supernatant.

Semiquantitative RT-PCR. 1 µg of total cellular RNA, isolated from mock-, 
pURAT1-, pOAT2-, or pCK65 and pCK25 transfected HeLaURAT1, HEK-293 
and HT-1080 cells using the RNeasy Mini Kit (Qiagen), was reverse transcribed 
using the TaqMan Reverse Transcription Reagents (Applied Biosystems) and the 
RNA levels were quantified with the Mastercycler ep gradient/S system (Vaudaux-
Eppendorf) and probes specific for URAT1, OAT2, smUox and the glyceralde-
hyde-3-phosphate dehydrogenase (GAPDH) (Supplementary Table 2).

Analytical assays. SEAP levels were quantified in cell culture supernatants 
and mouse serum using a standard p-nitrophenylphosphate-based light-
absorbance time course2,6. Uric acid levels were assessed in cell culture super-
natants, murine serum or urine using the Amplex Red uric acid/uricase assay 
kit (Invitrogen) according to the manufacturer’s protocol. In brief, uric acid–
containing samples were diluted in reaction buffer. The addition of uricase 
triggered the enzymatic conversion of uric acid to allantoin, CO2 and H2O2, 
which reacts, in the presence of horseradish peroxidase stoichiometrically 
with Amplex Red reagent to generate the red-fluorescent oxidation product 
resorufin, which can be quantified at 585 nm.

Construction of stable transgenic cell lines. HeLa-derived HeLaURAT1 
cells, transgenic for the constitutive expression of the human renal urate-
anion exchanger (URAT1), were constructed by co-transfection of pURAT1 
(PhCMV-URAT1-pA; ImaGenes) and pZeoSV2 (conferring resistance to 
zeocin; Invitrogen) at a ratio of 10:1. After a 14-d selection period using  
200 µg/ml (wt/vol) zeocin cells were clonally expanded and individual clones 
were profiled for URAT1 expression using qRT-PCR. The cell line HeLaURAT1 was  
chosen for further experiments. The triple-transgenic HEK-293–derived HEK-
293UREX15 cell line, enabling urate-inducible SEAP expression, was constructed 
by sequential co-transfection and clonal selection of (i) pCK9 (PUREX8-SEAP-pA) 
 and pCK25 (PhEF1α-KRAB-mHucR-pA, also carrying a constitutive expression 
cassette conferring resistance to blasticidin) (ratio of 1:1, 14-d selection in 
DMEM containing 10% FCS and 20 µg/ml (wt/vol) blasticidin (InvivoGen)) 

and (ii) pURAT1 (PhCMV-URAT1-pA) and pZeoSV2 (conferring resistance to 
zeocin) (ratio of 10:1, 14-d selection in DMEM containing 10% FCS, 20 µg/ml 
(wt/vol) blasticidin and 200 µg/ml (wt/vol) zeocin (InvivoGen). Individual 
HEK-293UREX clones were randomly picked and assessed for urate-triggered 
SEAP expression. HEK-293UREX15 was chosen for further studies.

In vivo methods. Urate oxidase-deficient mice (uox−/−) developing hyper-
uricemia with human-like symptoms19 were used to validate the synthetic 
UREX-based uric acid control network in vivo (Charles River Laboratories). 
Because uox–/– mice die within 4 weeks of age, breeding and long-term main-
tenance requires the addition of 150 µg/ml (wt/vol) allopurinol (Sigma) to the 
drinking water19. Two weeks before implantation of UREX-transgenic cells the 
allopurinol treatment of urate oxidase–deficient mice was either continued or 
stopped to produce animal groups with low or high pathogenic uric acid levels 
in the bloodstream, respectively. HeLaURAT1 mice, transgenic for constitutive 
URAT1 expression, were either transiently transfected with pCK65 to pro-
vide an isogenic constitutive smUox expression control or co-transfected with 
pCK25 and either pCK9, pSEAP2-control or pCK65 and then microencapsu-
lated in 200 µm alginate-(poly-l-lysine)-alginate capsules (200 cells/capsule) 
using an Inotech Encapsulator Research IE-50R (EncapBioSystems), according 
to the manufacturer’s protocol and applying the following settings: 200 µm sin-
gle nozzle, stirrer speed control set to 5 units, 20-ml syringe with a flow rate of 
410 units, nozzle vibration frequency 1,024 Hz, voltage for capsule dispersion 
900 V. 700 µl PBS containing 2 × 106 encapsulated cells (104 capsules/mouse) 
was intraperitoneally injected into urate oxidase–deficient mice. Control mice 
were implanted with microencapsulated parental HeLaURAT1. Two and 6 d 
after implantation, the mice were transferred to a clean cage and the urine of 
each treatment group was sampled for 24 h. Three and 7 d after implantation 
the mice were euthanized, their blood was collected and the serum isolated in 
microtainer SST tubes (Becton Dickinson) according to the manufacturer’s 
protocol. All experiments involving animals were performed according to the 
directive of the European Community Council (86/609/EEC), approved by 
the French Republic (no. 69266310) and carried out by M.D.E. at the Institut 
Universitaire de Technologie, IUTA, F-69622 Villeurbanne Cedex, France.

Mathematical modeling. All details on model development are provided in the 
Supplementary Results, Supplementary Figures 2–13 and Supplementary 
Tables 3–6.

Histology and quantification of uric acid crystals in renal tubules. For 
microscopic analysis of uric acid crystal deposits in the kidney of uox−/− mice 
implanted with microencapsulated cells transgenic for constitutive URAT1 
and UREX-controlled smUox expression–treated animals were split into treat-
ment groups receiving 150 µg/ml (wt/vol) or no allopurinol in their drinking 
water as described above. Seven days after implantation, the mice were eutha-
nized, their kidneys explanted and fixed in 4% (wt/vol) paraformaldehyde 
(Sigma) in PBS for 4 h. The kidneys were washed in 10% (wt/vol) sucrose 
(Sigma) in PBS for 90 min, trimmed, dehydrated and embedded in paraffin. 
An ultracut device (Zeiss) was used to obtain 3-µm sections of the tissues, 
which were transferred to gelatinized microslides and air-dried overnight at 
37 °C. After paraffin removal by submersion in xylene (3 × 10 min), the tissues  
were rehydrated by sequential incubation (10 min) in decreasing ethanol  
concentrations (90%, 80%, 70%), rinsed twice in TBS (Tris-buffered saline;  
50 mM Tris/HCl (pH 7.4), 100 mM NaCl) and stained with H&E solution. The 
samples were visualized under polarized light to assess anisotropism using a 
Leica DMRBE microscope. The number of crystals as well as the total crystal-
line area of kidney sections, derived from at least five animals per treatment 
group, was quantified using the iTEM morphometry software (Olympus Soft 
Imaging Solutions).

©
 2

01
0 

N
at

u
re

 A
m

er
ic

a,
 In

c.
  A

ll 
ri

g
h

ts
 r

es
er

ve
d

.



nature biotechnology  VOLUME 28 NUMBER 4 APRIL 2010 361

l e t t e r s

Undifferentiated human embryonic stem cells (hESCs) are 
currently propagated on a relatively small scale as monolayer 
colonies1–7. Culture of hESCs as floating aggregates is widely 
used for induction of differentiation into embryoid bodies8. 
Here we show that hESC lines can be derived from floating 
inner cell masses in suspension culture conditions that do 
not involve feeder cells or microcarriers. This culture system 
supports prolonged propagation of the pluripotent stem cells 
as floating clusters without their differentiation into embryoid 
bodies. HESCs cultivated as aggregates in suspension maintain 
the expression of pluripotency markers and can differentiate 
into progeny of the three germ layers both in vitro and in vivo. 
We further show the controlled differentiation of hESC clusters 
in suspension into neural spheres. These results pave the way 
for large-scale expansion and controlled differentiation of 
hESCs in suspension, which would be valuable in basic and 
applied research.

HESCs hold great promise as a renewable source of cells for basic and 
applied research1–7. hESC lines have so far been derived in monolayer 
cultures from blastocysts, inner cell masses or single blastomeres that 
were plated on supporting cell layers9. In one instance, two hESC 
lines were derived in a feeder-free monolayer system on extracellular 
matrix (ECM) proteins3. hESC lines are most commonly expanded 
as adherent colonies, whereas the current notion is that detachment 
into free-floating clusters induces differentiation. However, adherent 
culture is a major limitation for large-scale expansion of the cells, that 
could be overcome by propagation in suspension. Recently, hESCs 
were expanded either attached to coated microcarriers or unattached 
in spinner flasks for short periods10–13. Here we show the derivation, 
prolonged propagation and controlled differentiation of hESCs in a 
defined microcarrier-free suspension culture system. Performing the 
whole process in a defined suspension system sets the stage for future 
generation of transplantable cells with minimal labor, in controlled, 
automated and reproducible bioreactor large-scale culture systems. 
Such systems will be useful as hESC technology moves toward indus-
trial and clinical applications.

In the course of our studies on the differentiation of hESC clusters 
in suspension into neural spheres14, we observed that in Neurobasal 

medium hESCs remained undifferentiated in a considerable number 
of the floating clusters. We therefore sought to develop the Neurobasal 
medium into a suspension culture system for hESCs. We supplemented 
Neurobasal medium with Knockout serum replacement (KO-SR), 
 commonly used in hESC culture media, and with Nutridoma-CS, a serum 
replacement designed to promote the proliferation of cells in suspension15. 
The unique component in Nutridoma-CS is beta-d xylopyranose, a 
ring-shaped sugar originating from xylose. Supplementation of serum 
replacement with this sugar allows the culture of cells in suspension with-
out serum16. In addition, we supplemented the medium with ECM com-
ponents previously shown to support the cultivation of undifferentiated 
hESCs in feeder-free culture systems3,17,18 and with neurotrophic factors 
(NT-3, NT-4 and brain-derived neurotrophic factor (BDNF)), which 
were reported to promote hESC survival19. Finally, we included fibro-
blast growth factor (FGF2) and activin A, as accumulating evidence  
suggests that FGF and activin signaling play a central role in maintaining 
the pluripotent state of hESCs18,20,21 (see Online Methods for complete 
medium composition).

We evaluated the ability of the key components in the culture  
system to promote proliferation of undifferentiated hESC clusters 
in suspension. HESC colonies were dissociated from the feeders and 
cultured for 3 weeks as floating aggregates in either KO medium 
or Neurobasal medium, each of which was supplemented with a  
combination of KO-SR, ECM components, FGF2 and activin A. The 
KO medium poorly supported the proliferation of hESCs, and the cells 
tended to differentiate (Supplementary Fig. 1a,b). In contrast, the 
Neurobasal medium was more effective for expansion of undifferenti-
ated hESCs. Further supplementation of the Neurobasal medium with 
Nutridoma-CS significantly (P < 0.01) increased the total number of 
cells obtained after 3 weeks of suspension culture without affecting the 
percentage of undifferentiated cells (Supplementary Fig. 1a,b).

Analysis of the effect of ECM components in the culture system 
showed that they significantly (P < 0.005) increased the number of cells 
without affecting the level of differentiation (Supplementary Fig. 1c). 
Fibronectin and laminin each had a significant (P < 0.05) effect on the 
number of cells, as did the combination of laminin, fibronectin and  
gelatin (P < 0.005). Immunostaining showed increased immuno-
reactivity with anti-laminin and anti-fibronectin antibodies of  
clusters that were cultured with the corresponding ECM components  
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(Supplementary Fig. 1d), suggesting binding of the dissolved ECM com-
ponents by the hESC clusters. We used the combination of all three ECM 
components in all subsequent experiments, although it is possible that 
a less complex ECM composition (e.g., laminin only) would have been 
sufficient. We also continued to supplement with neurotrophic factors, 
although they were probably dispensable (Supplementary Fig. 1e,f).

Next, we used the suspension culture conditions to propagate 
three hESC lines (HES1, HES2 and H7 (refs. 1,2)) for 10 weeks. The 
clusters of hESCs formed spheroid aggregates that gradually grew in 
size and were weekly triturated into small clusters during passaging. 
During the last 3 weeks of propagation, the hESCs were characterized 
(Fig. 1 and Supplementary Figs. 2 and 3). Fluorescence-activated cell 
sorting (FACS) analysis showed that ≥90% of the cells in all three 
lines expressed markers of pluripotent stem cells, including SSEA-4,  
TRA-1-60, TRA-1-81 (Fig. 1a and Supplementary Figs. 2a, 3a and 4) 
and SSEA-3 (Fig. 1a; HES1). Immunostaining showed that most of 
the cells expressed OCT-4 (Fig. 1c and Supplementary Fig. 2b). The 
floating clusters expressed alkaline phosphatase (Fig. 1e). The per-
centage of differentiating cells expressing PSA-NCAM (a marker of 
early neural differentiation) was ≤2% in all three lines (Fig. 1a and 
Supplementary Figs. 2a, 3a and 4). RT-PCR analysis showed the  
expression of pluripotent stem cell markers, including OCT-4, NANOG,  
REX-1 and TERT, lack of expression of FGF5, a marker of primitive 
ectoderm (Fig. 1b), and lack of or low expression of markers of endo-
derm, mesoderm and extra-embryonic endoderm (Supplementary 
Fig. 5a). Real-time PCR analysis confirmed the high expression levels 
of OCT-4, NANOG and REX-1 in hESCs cultured as floating clusters 
similar to monolayer colonies on feeders. It also confirmed the low 
levels of expression of markers of differentiation (Supplementary 
Fig. 5b). When replated on human feeders, the cell clusters gave rise to 
colonies comprised of cells with the morphology of undifferentiated 
hESCs and that expressed alkaline phosphatase (Fig. 1f,g).

We next demonstrated that hESCs cultivated in suspension maintain 
their pluripotent potential. Clusters of hESCs from the three lines that 
were inoculated under the testicular capsule of nonobese diabetic/severe 
combined immunodeficient (NOD/SCID) mice gave rise to teratomas. 
Histological analysis of the tumors demonstrated differentiated prog-
eny of the three germ layers (Fig. 1i–l and Supplementary Figs. 2c–f 
and 3b–e). To confirm the pluripotent potential in vitro, we cultured 
the clusters from the three lines under conditions that promote neural 
spheres14 or embryoid body22 formation. After plating, immunostain-
ing showed differentiated progeny representing the three germ layers 
(Fig. 1m–o and Supplementary Figs. 2g–i and 3f–h).

The karyotypes of the three lines were normal after 8 weeks in 
suspension (Fig. 1p and Supplementary Figs. 2j and 3i).

We examined the potential of the suspension culture system to pro-
mote undifferentiated cultivation (H7 and HES1 lines) for prolonged 
periods (20 weeks). FACS analysis showed that the percentage of cells 
expressing markers of pluripotent stem cells remained ≥90%, and the 
level of background differentiation was low (≤1% PSA-NCAM+ cells; 
Supplementary Fig. 6a). The karyotype of H7 was normal, whereas 
an abnormal karyotype was identified in HES1 (Supplementary 
Fig. 6b). The potential of hESCs to develop karyotypic abnormalities 
(in chromosome 1 of HES1 (ref. 23)) in a variety of culture systems 
has been described24,25. It is unclear whether these abnormalities are 
related to suboptimal culture conditions, the method of passaging, or 
a generic property of any type of cell that is propagated for prolonged 
periods with varying susceptibility to karyotypic changes in different 
cell lines. It is possible that with further development of the culture 
system, genetic stability could be improved.

The suspension culture system supported the expansion of the hESCs, 
though at a considerably lower rate compared with feeder-dependent mono-
layer hESC cultures. (Fig. 1h). We therefore characterized the prolifera-
tion, doubling time and cell death in the suspension culture system. FACS  
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representing the three embryonic germ layers, within the outgrowth of plated embryoid bodies (human muscle actin (m), and SOX-17, (o)) and neural 
spheres (β-III Tubulin, (n)). (p) G-banding analysis showing a normal karyotype. Nuclei are counterstained by DAPI in (c) and (m–o). Scale bars, 20 µm 
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analysis of BrdU incorporation showed that 47.8% ± 6.3 (mean ± s.d.)  
of the cells in suspension were BrdU+ compared to 40.18% ± 3.1 of cells 
in monolayer cultures (n = 3). The doubling time, determined by analyz-
ing the decay of carboxyfluorescein diacetate succinimidyl ester (CFSE) 
labeling26 was ~24 h (Supplementary Fig. 7b), similar to the doubling 
time of these hESCs cultured on feeders (23.5 h). The percentage of 
annexin-V+ apoptotic cells was 4.6% ± 2.9 in suspension compared to 
5.8% ± 2 among hESCs cultivated on feeders, and the percentage of  
propidium iodide (PI)-positive necrotic cells was 11.3% ± 2.4 and 

10.1% ± 5.9, respectively (Supplementary 
Fig. 7c). Thus, the levels of proliferation, cell 
death and apoptosis in suspension cultures 
were similar to those in standard feeder-
dependent culture conditions.

Given the similar doubling time and cell death 
rate in our suspension and monolayer cultures, 
we explored the contribution of cell loss dur-
ing passaging to the lower expansion rate in 
 suspension. Passaging of the suspension cultures 
was performed weekly by mechanical trituration 
into smaller aggregates and further culture for 
48 h in the presence of Rho-associated kinase 
(ROCK) inhibitor27 to reduce cell death. After 
mechanical passaging, cell loss was 58.3% ± 5.6 
with the suspension culture system, compared to 
21.4 ± 7.7 with monolayer cultures (P < 0.001). 
Hence, cell loss during passaging was the major 
cause of the lower expansion rate in suspension. 
This problem might be alleviated by refinement 
of the passaging method.

We evaluated whether the suspension cul-
ture conditions can support the derivation of 
new hESC lines. Sixteen human blastocysts, 
diagnosed as carriers of genetic abnormalities 
and destined to be discarded, were obtained. 
The inner cell masses were isolated with the 
assistance of a laser22 from 15 blastocysts. 
The inner cell masses and an additional intact 
blastocyst were cultured in the suspension cul-

ture conditions. The cells of two of the inner cell masses from embryos 
with neurofibromatosis, and of the intact embryo, affected by spastic 
paraplegia 4, proliferated. Each of these three cell clusters were mechani-
cally dissociated into multiple cell aggregates. The three newly derived 
cell lines (HAD17–19) were further expanded for an additional 10 weeks  
(Fig. 2 and Supplementary Figs. 8 and 9). The morphological charac-
teristics of the clusters of the three cell lines were similar to those of 
 clusters of established cell lines. The cells within the newly derived 
 clusters expressed alkaline phosphatase and markers of pluripotent 
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the inner cell mass after 10 weeks of cultivation (b). (c) Fluorescence image showing alkaline 
phosphatase activity within a cluster. (d–h) After plating on feeders, the clusters gave rise to 
colonies with morphological characteristics of colonies of undifferentiated hESCs (d, phase contrast 
image), which were comprised of cells immunoreactive with anti-SSEA-4 (e), SSEA-3 (f), TRA-1-60 
(g) and TRA-1-81 (h) (fluorescence images). (i–k) Immunostaining of in vitro–differentiated progeny, 
representing the three embryonic germ layers, within the outgrowth of plated embryoid bodies 
(β-III tubulin, (i); SOX-17, (j); human muscle actin, (k)). (l) G-banding analysis showing a normal 
karyotype after 10 weeks of cultivation in suspension. Nuclei are counterstained by DAPI in i–k. 
Scale bars, 20 µm (a, e–k); 50 µm (c); 100 µm (b,d). HAD17 hESC line.
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stem cells. Upon plating on human feeders, they gave rise to colonies 
and cells with morphological characteristics of undifferentiated hESCs, 
which expressed markers of pluripotent stem cells, including TRA-1-60, 
TRA-1-81, SSEA-3 and SSEA-4. Upon differentiation of the free-floating 
clusters in vitro into embryoid bodies and plating, all three lines differ-
entiated into progeny representing the three germ layers. The karyotype 
at passage 10 was normal in all lines. The clusters were frozen and suc-
cessfully thawed by vitrification22. Although the suspension culture sys-
tem could promote the derivation of hESC lines, it did not allow clonal 
expansion. The successful derivation of new hESC lines in suspension 
demonstrated the robustness of the culture system in promoting prolif-
eration of undifferentiated hESCs. These results showed that feeders or 
attachment to an ECM layer are not required to develop hESC lines and 
that new lines can be derived in suspension conditions.

Lastly, we determined whether the hESC free-floating clusters could 
be directed to differentiate in suspension into clusters enriched for 
cells of a specific lineage. For this purpose, clusters of HES1 and H7 
hESC lines (after 10 weeks cultivation) were cultured for 4 weeks in 
a chemically defined medium supplemented with FGF2 and noggin, 
as described14. The clusters gradually acquired the morphology of 
neural spheres, and FACS analysis showed that ≥90% of the cells 
expressed the neural marker PSA-NCAM, whereas the expression of 
TRA-1-81 was downregulated (Fig. 3a). We next demonstrated the 
potential of the neural precursors within the spheres to differentiate 
into progeny representing the three neural lineages. After plating the 
neural precursors on laminin and culturing for a week in the pres-
ence of survival factors, they differentiated into neurons expressing 
β-III tubulin, tyrosine hydroxylase (TH), GABA and glutamate  
(Fig. 3b–h and Supplementary Fig. 10). The neural precursors also  
gave rise to glial fibrillary acidic protein (GFAP)-expressing astrocytes and  
NG2-expressing oligodendrocyte progenitors (Fig. 3g,j). After 1 week of 
differentiation, the cultures also included remnants of neural precursors 
in rosettes co-expressing PAX-6 and nestin, and neural stem/radial glial 
cells expressing 3CB2 (Fig. 3b,c and Supplementary Fig. 10a,b). When 
the plated spheres were differentiated in the presence of FGF8 and sonic 
hedgehog (SHH) (which promote midbrain dopamine neuronal differ-
entiation28), multiple neurons co-expressing engrailed-1 and TH were 
observed (Supplementary Fig. 10f). Co-expression of these markers is 
characteristic of midbrain dopaminergic neurons29. Thus, the clusters 
of hESCs could be directed to differentiate in suspension into a popula-
tion highly enriched for precursors of a specific lineage.

In conclusion, we have demonstrated that pluripotent hESCs can be 
derived, propagated and directed to differentiate into neural precur-
sors in a feeder-free suspension culture system of floating clusters. 
This is an important step toward developing controlled suspension 
systems for large-scale expansion followed by directed differentiation 
in bulk of hESCs.
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oNLINE METHodS
HESC feeder-dependent culture system. Human ESCs of HES1, HES2  
(ref. 1) and H7 (ref. 2) lines at passages 24–33, 24–27 and 38–45, respectively, 
with normal karyotypes, were cultured on foreskin human feeders in KO 
medium consisting of 85% KO-DMEM, 15% KO-SR, 1 mM glutamine,  
0.1 mM β-mercaptoethanol, 1% nonessential amino acids, 50 units/ml peni-
cillin, 50 µg/ml streptomycin (Invitrogen) and 4 ng/ml FGF2 (Peprotech), 
as previously described30. HES1 and HES2 cells were passaged weekly with 
Ca/Mg2+-free PBS supplemented with 0.05% EDTA (Biological Industries) 
or type IV collagenase (1 mg/ml; Invitrogen), whereas mechanical dissocia-
tion was used for passaging H7. To determine expansion rate, in each passage, 
colonies from one well were mechanically removed, dissociated by trituration, 
and replated on feeders in four wells. To determine average cell number per 
well, 7 d after passage, the colonies in each of three wells were disaggregated 
and counted and the average number of cells per well was calculated. The 
fourth well was further passaged as above. To determine cell loss during pas-
saging, half of the colonies that were removed from each well were triturated 
as during cell passaging. Cell number was compared between the triturated 
and nontriturated clusters 2 h after plating.

Suspension culture system for propagating hESC. hESC colonies were dis-
sociated with collagenase IV (1 mg/ml, 1.5–2 h at 37 °C) and by agitation of 
the culture plate. The colonies were triturated into small cell clusters, which 
were suspended within nonadherent 12-well tissue culture dishes (Costar, 
Corning) at a density of ~0.7–1.2 × 106 cells/ml in Neurobasal medium, 14% 
KO-SR, l-glutamine 2 mM, 50 units/ml penicillin, 50 µg/ml streptomycin, 
1% nonessential amino acids (all from Invitrogen). The medium was sup-
plemented with FGF2 20 ng/ml, activin A 25 ng/ml (both from Peprotech), 
fibronectin 1 µg/ml (BD Biosciences), laminin 0.5 µg/ml, gelatin 0.001% 
(both from Sigma), the neurotrophins BDNF, NT3 and NT4, 10 ng/ml each 
(Peprotech) and 1× Nutridoma-CS (Roche). Aggregation and overgrowth of 
clusters was occasionally prevented by trituration with a 1,000 µl pipettor 
tip as required. Once a week, the clusters from each well were partially disag-
gregated by gentle trituration and split into two wells for further culture in 
fresh medium supplemented with ROCK inhibitor (Sigma)27 10 µM, which 
was removed after 48 h. Trituration could be replaced with similar results by 
using stem cell passaging tool (Invitrogen). The medium was changed every 
other day. For medium replacement, every other day, the tissue culture dishes 
were tilted under binocular microscope until cell clusters settled at the lowest 
part of each well and 80% of the medium was gently replaced. To determine 
average cell number per well, 7 d after passage the clusters in each of three 
wells were disaggregated and counted and the average number of cells per well 
was calculated. To determine cell loss during passaging, half of the clusters in 
each well were triturated as during cell passaging. Cell number was compared 
between the triturated and nontriturated clusters after 2 h.

FACS and alkaline phosphatase activity analysis. The hESC clusters were 
dissociated with PBS solution containing 2.25 mM EDTA and 0.06% trypsin, 
for 10 min at 37 °C, followed by gentle trituration to a single-cell suspension. 
The hESCs were then washed with PBS supplemented with 1% BSA and 0.05% 
sodium azide (both from Sigma). The cells were incubated with anti-SSEA4 
(1:100, mouse monoclonal IgG3; Developmental Studies Hybridoma Bank 
(DHSB)), anti-TRA-1-60 (1:100, monoclonal mouse IgM; Chemicon), anti-
TRA-1-81 (1:100, monoclonal mouse IgM; Chemicon), anti-SSEA3 (1:100, 
monoclonal rat IgM; Chemicon), and anti-PSA-NCAM (1:100, monoclonal 
mouse IgM; Chemicon). Control hESCs were stained with respective isotype 
control antibodies. Primary antibodies were detected using fluorescein isothio-
cyanate (FITC)-labeled goat anti-mouse immunoglobulin (1:100, Dako) or 
Alexa Fluor-labeled goat anti-rat IgM (1:100, Invitrogen). PI was added (final 
concentration of 4 µg/ml) for better gating of viable cells. FACS analysis was 
performed using the FACSCalibur system (Becton, Dickinson). Alkaline 
Phosphatase Substrate kit I (Vector) was used to analyze alkaline phosphatase 
activity within clusters according to the manufacturer’s instructions.

Replating of hESCs cultivated in suspension on feeders. Floating aggregates of 
hESCs were triturated with a 1,000 µl pipettor tip into small clusters that were 
plated on fresh feeders, cultured in KO-SR medium supplemented with 4 ng/ml 

FGF2, and the resulting colonies were passaged routinely as described above. 
Alkaline phosphatase activity within colonies was analyzed as for clusters.

Differentiation in vitro. For embryoid body formation, clusters of undifferen-
tiated hESCs were transferred and cultured for 3–4 weeks in DMEM medium 
(Invitrogen), supplemented with 20% FBS (Biological Industries), 1 mM  
l-glutamine, 0.1 mM β-mercaptoethanol, 1% nonessential amino acid stock, 
50 units/ml penicillin, 50 µg/ml streptomycin. For further differentiation, 
the embryoid bodies were dissociated using trypsin (0.025%, 3 mM EDTA in 
PBS) and plated on poly-d-lysine (30–70 kDa, 10 µg/ml; Sigma) and laminin  
(4 µg/ml; Sigma) precoated glass coverslips for an additional 1–2 weeks culture 
in the same medium.

For controlled differentiation into neural spheres, the hESC clusters were 
transferred and cultured for 3 weeks in DMEM/F12 medium (Invitrogen) sup-
plemented with B27 (1%, Invitrogen), FGF2 (20 ng/ml) and noggin (600 ng/ml, 
R&D Systems), followed by 1 week in the presence of FGF2 without noggin.

For further differentiation, the neural spheres were triturated to small 
clusters and plated on poly-d-lysine and laminin-coated glass coverslips and 
cultured for an additional week with DMEM/F12/B27 medium in the pres-
ence of survival factors (ascorbic acid (200 µM, Sigma), NT-4 and BDNF  
(10 ng/ml each, Peprotech)). For midbrain differentiation, the plated partially 
disaggregated spheres were cultured in the presence of 100 ng/ml of FGF8 
and 200 ng/ml SHH (both from R&D Systems) for a week followed by further 
 differentiation for a week in the presence of survival factors as above.

Immunostaining. Cells were fixed with 4% paraformaldehyde for 20 min at 
23 °C. For immunostaining with anti-intracellular marker antibodies, cell 
membranes were permeabilized with 0.2% Triton X100 (Sigma) in PBS for 
5 min. The cells were incubated with the following primary antibodies: anti-
OCT-3/4 (mouse IgG, 1:100, Santa Cruz Biotechnology), anti-β-III-tubulin 
(mouse monoclonal IgG2b, 1:2,000, Sigma), anti-TH (1:200, Pel Freeze), anti-
GABA (1:1,000, Sigma), anti-glutamate (1:2,000, Sigma), anti-3CB2 (1:100, 
DHSB), anti-GFAP (1:100, Dako), anti-NG2 (1:50, Chemicon), anti-human  
muscle actin (1:50, Dako), anti-SOX-17 (1:50, R&D Systems). Primary antibody 
localization was performed by using FITC-conjugated goat anti-rabbit  
immunoglobulins (1:20-50, Dako), or goat anti-mouse immunoglobulin 
conjugated with Cy3 (1:500, Jackson ImmunoResearch). Mounting medium 
containing 4′,6-diamidino-2-phenylindole (DAPI; Vector) was used for 
nuclei counterstaining and the specimens were visualized with a Nikon E600  
fluorescent microscope.

For immunostaining of ECM components, clusters of hESCs cultivated 
in the presence or absence of ECM components were permeabilized in 0.5% 
Triton X-100/4% paraformaldehyde and fixed in a 4% paraformaldehyde/
PBS-5% sucrose solution. The clusters were stained in suspension with 
anti-fibronectin (rabbit polyclonal antibody, a gift from K.M. Yamada) and 
anti-human laminin (rat monoclonal antibody, 1:100, Chemicon). Primary 
antibodies were detected using RhodamineX-conjugated donkey anti-Rabbit 
IgG and Cy2-conjugated donkey anti-Mouse IgG (Jackson Immunoresearch 
Labs). Imaging performed by quadruple laser-assisted confocal microscopy 
(FluoView FV100, Olympus), with a 40× objective UPLAPO40xOI2.

Teratoma formation. The potential of the hESCs to form teratoma tumors 
was evaluated in NOD/SCID mice. These experiments were approved by 
the Institutional Committee for animal research of the Hebrew University/
Hadassah Medical School. Cluster of hESCs were injected under the testicular 
capsule of 6-week-old NOD/SCID mice (Harlan) (30–40 clumps per testis). 
Eight to twelve weeks later, the resulting tumors were removed, embedded in 
paraffin and sections were stained with H&E. The specimens were visualized 
with a Nikon TE300 microscope with a 20× objective.

Derivation of hESCs in suspension. In vitro–fertilized human embryos that 
were not diagnosed in the preimplantation period as genetically normal were 
recruited for the study subject by informed consent of the couples. The study 
was approved by the ethics committee at the Hadassah Medical Center as well 
as the Israeli Ministry of Health National Helsinki Committee for Genetic 
Research in Humans. Fifteen inner cell masses of abnormal blastocysts were 
isolated by a laser-assisted system22 and transferred to the suspension culture 
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conditions as above. The medium was supplemented with ROCK inhibitor 
10 µM during the initial 7 d. One whole embryo was also plated in the same 
conditions. Proliferating clusters were mechanically dissected into smaller 
aggregates for further propagation in suspension.

Analysis of apoptosis necrosis and proliferation. Proliferation was deter-
mined by FACS analysis of BrdU incorporation using the BrdU Flow Kit (BD 
Biosciences) after 4 h incubation with BrdU according to the manufacturer’s 
instructions. Cell division was monitored according to the technique described 
by Lyons and Parish (1994) with slight modifications. Clusters of hESCs were 
incubated in PBS supplemented with CFSE at a final concentration of 5 µM at 
23 °C for 15 min. CFSE-labeled cells were washed three times with Neurobasal 
medium and cultured for up to 72 h. At 24 h intervals, samples of clusters 
were harvested for FACS analysis (as above) of CFSE fluorescence intensity. 
Cell apoptosis was measured with the Phosphatidyl Serine Detection kit  
(IQ Products) according to the manufacturer’s instructions. Cells were  
washed in calcium buffer and incubated with FITC-conjugated anti-annexin V  
 antibodies for 20 min. Propidium iodide (PI) was added to label nonviable 
cells and FACS analysis was performed as above.

Karyotype. For karyotype analysis, hESC clusters were reseeded on feeders and 
expanded with collagenase type IV for 3–4 passages. The colonies were incu-
bated for 40 min with 0.2–0.3 µg/ml demecolcine (Sigma). The hESC colonies 
were then removed from the feeders, dissociated with 0.05% EDTA, centri-
fuged at 170g for 5 min, resuspended in 0.075 M KCl (Sigma) and incubated 
for 10 min in 37 °C, followed by fixation with 3:1 methanol/acetic acid. The 
karyotype of 10–20 metaphases was analyzed using the G-banding method.

RT-PCR. Total RNA was isolated using TRI-Reagent (Sigma). cDNA synthesis 
was carried out using Moloney murine leukemia virus reverse transcriptase 
(M-MLV RT) and random primers, according to the manufacturer’s instruc-
tions (Promega). PCR was carried out using Taq DNA Polymerase (Gibco-BRL) 
with denaturation, 94 °C; 30 s, annealing, 55 °C; 30 s, extension, 72 °C; 45 s  

for 40 cycles. Primer sequences (forward and reverse 5′–3′) and the length of 
the amplified products were as follows:
hOCT4 (AGTGAGAGGCAACCTGGAGA, GTGAAGTGAGGGCTCCCATA; 
273 bp);
hNANOG (CGAAGAATAGCAATGGTGTGACG, TTCCAAAGCAGCCTCCA 
AGTC ; 328 bp);
hREX-1 (GAGCCTGTGTGAACAGAAC, CATAGCACACATAGCCATC; 322 bp);
hTERT (CTGCAGCTCCCATTTCAT, GGATGGTCTTGAAGTCTG; 306 bp);
hFGF5 (GATCCCACGAAGCCAATA, GCTCCGACTGCTTGAATC; 338 bp);
hCG (GTCAACACCACCATCTGTGC; GGCCTTTGAGGAAGAGGAGT; 285 bp);
αFP (CCATGTACATGAGCACTGTTG;CTCCAATAACTCCTGGTATCC; 338 bp);
FOXA2 (ACTGTGTAGACTCCTGCTTCTTC;GCACGCAGAAACCATAAAT; 
305 bp);
SOX17 (CGCACGGAATTTGAACAGTA;GGATCAGGGACCTGTCACAC; 180 bp);
Brachyury (CTTCCCTGAGACCCAGTTCA;CAGGGTTGGGTACCTGTCAC; 
289 bp);
Goosecoid (TTCCAGGAGACCAAGTACCC,TCGTCTGTCTGTGCAAGTCC; 
298 bp);
hGAPDH (GACAACAGCCTCAAGATC, GTCCACCACTGACACGTT; 311 bp)

For Q-PCR TaqMan Assays-on-Demand Gene Expression Products (OCT4, 
Hs01895061_µ1; NANOG, Hs02387400_g1; REX1, Hs00399279_m1; FGF5, 
Hs00738132_m1; Brachyury, Hs00610080_m1; Goosecoid, Hs00418279_m1; 
SOX17, Hs00751752_s1; FOXA2, Hs00232764_m1; hCG, Hs00361224_gH; 
alphaFP, Hs00173490_m1), TaqMan Universal PCR Master Mix and ABI 
Prism 7900HT Sequence Detection System (Applied Biosystems) were used. 
β-glucuronidase (GusB, Hs99999908_m1) was an internal reference for  
normalization.

Statistical analysis. Data are presented as mean ± s.d. The significance of dif-
ferences between treatments was calculated using one-tailed t-test.

30. Gropp, M. & Reubinoff, B. Lentiviral vector-mediated gene delivery into human 
embryonic stem cells. Methods Enzymol. 420, 64–81 (2006).
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Plant diseases cause massive losses in agriculture. Increasing 
the natural defenses of plants may reduce the impact of 
phytopathogens on agricultural productivity. Pattern-recognition 
receptors (PRRs) detect microbes by recognizing conserved 
pathogen-associated molecular patterns (PAMPs)1–3. Although 
the overall importance of PAMP-triggered immunity for plant 
defense is established2,3, it has not been used to confer disease 
resistance in crops. We report that activity of a PRR is retained 
after its transfer between two plant families. Expression of EFR 
(ref. 4), a PRR from the cruciferous plant Arabidopsis thaliana, 
confers responsiveness to bacterial elongation factor Tu in 
the solanaceous plants Nicotiana benthamiana and tomato 
(Solanum lycopersicum), making them more resistant to a range 
of phytopathogenic bacteria from different genera. Our results 
in controlled laboratory conditions suggest that heterologous 
expression of PAMP recognition systems could be used to 
engineer broad-spectrum disease resistance to important 
bacterial pathogens, potentially enabling more durable and 
sustainable resistance in the field.

The ever-growing world population, the threat of climate change and 
the increasing interest in crop-derived biofuel production are some 
of the factors that threaten global food security. Microbial diseases 
and pests place major constraints on food production and agricul-
ture. Agrochemical applications are the most common means of con-
trolling these, but more sustainable methods are required5. One way 
to improve plant disease resistance is to enhance the capability of the 
plants’ own innate immune system6,7. Although constitutive physical  
and chemical barriers contribute to their defense, like all higher 
eukaryotes, plants also depend for their survival on active recogni-
tion of microbial invaders. Plants can recognize potential pathogens 
via two perception systems1. One detects conserved microbial 
 molecules, named pathogen- or microbe-associated molecular  
patterns (PAMPs or MAMPs), through PRRs, leading to PAMP-
 triggered immunity (PTI). The other evolved to recognize microbial 

virulence effectors, usually through intracellular resistance proteins 
(R proteins), causing effector-triggered immunity (ETI).

ETI corresponds to what is classically referred to as gene-for-gene, 
vertical or race-specific resistance1. It generally occurs between cultivars 
of a given plant species bearing a particular R gene and a limited number 
of pathogenic strains carrying the matching virulence effector. R gene–
mediated resistance is widely used in breeding programs to control plant 
diseases. However, this type of resistance rarely confers broad-spectrum 
disease resistance. Moreover, it is often rapidly overcome by evolving 
pathogens that lose or mutate the nonessential recognized effector or 
that produce new effectors to counteract ETI1,8,9.

By definition, PAMPs are conserved across a wide range of microbes, 
which may or may not be pathogenic. Because these molecules are 
essential for viability or lifestyle, microbes are less likely to evade host 
immunity through mutation or deletion of PAMPs, compared with 
virulence effectors. PTI contributes to the plant innate immunity that 
is activated even during a susceptible (compatible) interaction. More 
notably, however, it probably constitutes an important aspect of non-
host resistance, which accounts for why most plants are resistant to 
the majority of pathogens they encounter10–17.

Relatively few plant PRRs have been identified. The leucine-rich 
repeat receptor kinases FLS2, EFR and XA21 recognize the bacterial 
PAMPs flagellin, elongation factor Tu (EF-Tu) and the type I–secreted 
sulfated protein ‘activator of XA21-mediated immunity’ (Ax21), 
respectively2,3,18. The transmembrane LysM domain–containing 
 protein CeBiP binds the fungal PAMP chitin2,3. Perception of both 
chitin and unknown bacterial PAMP(s) require the LysM receptor 
kinase CERK12,3,19. The receptor-like proteins EIX1 and EIX2 are PRRs  
for fungal xylanase, and the soluble protein GBP binds branched  
1,6-1,3-β-glucans from the oomycete Phytophthora sojae2,3.

Plant mutants in which PAMP recognition is affected are more  
susceptible to adapted pathogens (reflecting defects in basal resistance) 
and allow some degree of disease progression by non-adapted 
 pathogens (reflecting defects in non-host resistance). For example, loss 
of flagellin recognition in A. thaliana and N. benthamiana enhances  
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susceptibility to virulent, weakly virulent and non-adapted 
Pseudomonas syringae strains10–13. EFR contributes to resistance to 
Agrobacterium tumefaciens and weakly virulent strains of P. syringae 
pathovar tomato (Pto) DC3000 in A. thaliana4,20. The rice PRR XA21 
confers resistance to Xanthomonas oryzae pv. oryzae21.

Although some PAMPs are recognized by many plant species, oth-
ers have a narrower range of recognition3. For example, flagellin is 
recognized by both monocotyledonous and dicotyledonous species, 
as reflected by the identification of FLS2 homologs in A. thaliana, 
tomato, N. benthamiana and rice2. In contrast, EF-Tu (or its eliciting 
epitope elf18), cold-shock protein (or its eliciting epitope csp22) and 
Ax21 are only known to be recognized naturally by members of the 
Brassicaceae, Solanaceae and some rice cultivars, respectively3,18.

On the basis of this observation, we tested whether the transfer of 
new PAMP recognition capacities across plant families would confer 
broad-spectrum disease resistance. We hypothesized that pathogens 
that are adapted to a given host species might not have evolved viru-
lence effectors targeting PRRs that are normally absent from the host 
species. We chose the Brassicaceae-specific PRR EFR (ref. 4) because 
the high level of conservation of EF-Tu protein sequences across bac-
teria22 offers the possibility that EFR could confer resistance against 
a wide range of bacterial pathogens.

To confirm that EFR detects EF-Tu proteins from important phyto-
pathogenic bacteria, we first assessed the variability and eliciting 
activity of elf18 peptides derived from a selection of phytopatho-
genic bacteria spanning several genera. The ‘classical’ elf18 peptide 
sequence (acetyl-MSKEKFERTKPHVNVGTI) is based on the EF-Tu 
from Escherichia coli22. Previous work based on alanine-scanning 
and deletion analyses has shown that a fully active minimal peptide 
requires the sequence acetyl-MxKxKFxRxxxxxxxxx (where x is any 
amino acid)22. Alignment of the 19 selected elf18 sequences revealed 
seven different groups, with a maximum of five residues differing 
from the E. coli–based elf18 (elf18Ecoli; Fig. 1a). In agreement with the 
strong conservation of the consensus elf18 peptide (Fig. 1b), synthetic 
peptides from the seven groups all induced the production of reactive- 
oxygen species (ROS) in A. thaliana wild-type leaves (Fig. 1c).  
However, synthetic peptides from groups B and G (corresponding to 

strains of Xanthomonas campestris pv. campestris and Pto DC3000, 
respectively) showed only 0.8%–3.2% of the activity measured with 
peptides from the other groups (Fig. 1c). In the case of group B, this 
is probably due to the Lys→Arg substitution at position 3 of the elf18 
peptide (Fig. 1a), a residue that is required for full eliciting activity22. 
Although elf18PtoDC3000 (group G) does not show any variability in 
key residues, it has five substitutions compared to elf18Ecoli (group D; 
Fig. 1a,b), which probably explain its reduced activity in A. thaliana 
leaves (Fig. 1c)22.

Sequence information necessary to predict elf18 peptides may not 
always be available for all bacterial strains, especially in the case of 
emerging pathogens. Nonetheless, EF-Tu elicitor activity can eas-
ily be detected by A. thaliana cells in heat-killed bacterial soluble 
extracts22. We therefore compared the ability of bacterial extracts 
to elicit the production of ROS in A. thaliana leaves. Extracts from 
Pectobacterium carotovorum 193 (formerly known as Erwinia carotovora 
193), Pectobacterium atrosepticum SCRI1043 (formerly known as  
E. carotovora ssp. atroseptica SCRI1043) and Dickeya dadantii 3534  
(formerly known as Erwinia chrysanthemi 3534) all elicited ROS 
 production in wild-type or fls2 mutant A. thaliana leaves (Fig. 1d). 
In contrast, this response was completely abolished in efr and fls2 efr 
mutant leaves, revealing that the major PAMP in these extracts recog-
nized by A. thaliana is EF-Tu. In conclusion, we were able to demon-
strate EF-Tu eliciting activities in all phytopathogenic bacteria tested.

Next, we tested whether stable transformation of two solana-
ceous species with EFR confers responsiveness to EF-Tu. We have 
previously reported that Agrobacterium-mediated transient expres-
sion of EFR in N. benthamiana is sufficient to confer binding and 
responses to elf18 (ref. 4). We generated transgenic N. benthamiana 
plants expressing EFR under the control of its native promoter and 
selected homozygous plants carrying the EFR transgene for detailed 
phenotypic analysis (Fig. 2a). Whereas wild-type N. benthamiana 
plants were insensitive to elf18, transgenic EFR plants produced ROS 
in response to elf18 (Fig. 2b). In addition to triggering an oxidative 
burst, elf18 also induces the expression of defense-marker genes and 
seedling growth inhibition in A. thaliana22. Indeed, the expression of 
the PAMP-inducible genes CYP71D20, FLS2, ACRE132 and WRKY22 

a c

b

d

A

B

C

D

E

E
lic

iti
ng

 a
ct

iv
ity

 (
lo

g 
R

LU
)

F

G 0
A B C D E F G

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0
N c1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

1
2B

its

3
4

Pectobacterium
carotovorum 193

Pectobacterium
atrosepticum 1043

Dickeya
dianthicola 3534

0
Col efr fls2 fls2

efr
Col efr fls2 fls2

efr
Col efr fls2 fls2

efr

5

10

15

Lu
m

in
es

ce
nc

e
(×

10
4  

R
LU

)

20

25

0

5

10

15

20

25

0

5

10

15

20

2530

Q8NL22_XANAC 1 18
18
18
18
18
18
18
18
18
18
18
18
18
18
18
18
18
18
18

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

XANCM
Q5GWR8_XANOR
Q2NZX1_XANOM
Q3BWY6_XANC5
Q4URD7_XANC8
B0RU84_XANCB
Q8UE16_AGRT5
P75022_AGRTU
B9JDR0_AGRRK
B9JVL8_AGRVS
Q6CZW6_ERWCT
DIDIA
P0A6N1_ECOLI
Q8XGZ0_RALSO
Q48D34_PSE14
Q4ZMP2_PSEU2
Q3K5X4_PSEPF
Q889X3_PSESM

Figure 1 Eliciting activities of elf18 peptides and EF-Tu from selected 
phytopathogenic bacteria in A. thaliana. (a) Alignment of elf18 regions 
from selected bacteria. Capital letters on the right indicate the subgroups 
of elf18 peptides. Accession numbers are from UniProtKB. XANAC,  
X. axonopodis pv. citri 306; XANCM, X. campestris pv. musacearum 
4381; XANOR, X. oryzae pv. oryzae KXO85; XANOM, X. oryzae pv. oryzae 
MAFF 311018; XANC5, X. campestris pv. vesicatoria 85-10; XANC8,  
X. campestris pv. campestris 8004; XANCB, X. campestris pv. campestris 
B100; AGRT5, A. tumefaciens C58; AGRTU, A. tumefaciens; AGRRK, 
Agrobacterium radiobacter K84; AGRVS, Agrobacterium vitis S4; ERWCT, 
E. carotovora ssp. atroseptica/P. atrosepticum SCRI1043; DIDIA,  
Dickeya dianthicola/E. chrysanthemi SCRI3534; ECOLI, E. coli K12;  
RALSO, R. solanacearum GMI1000; PSE14, P. syringae pv. phaseolicola 
1448A/Race 6; PSEU2, Pss B728a; PSEPF, Pseudomonas fluorescens 
Pf0-1; PSESM, Pto DC3000. (b) WebLogo representation of the elf18  
consensus sequence. (c) Oxidative burst triggered by elf18 peptides from 
different subgroups as defined in a. We calculated the eliciting activity  
as the amount of relative light units (RLU) produced in response to 1 µM  
elf18 peptide minus the amount of ROS produced in response to water  
in wild-type (Col-0 ecotype) A. thaliana leaf discs. Results are averages ±  
s.e.m. (n = 12). (d) Oxidative burst triggered by 10 µl bacterial extracts 
from P. carotovorum 193, P. atrosepticum 1043 and D. dianthicola 3534 
in A. thaliana leaf discs from wild-type (Col-0; black), efr (light gray), fls2 
(gray) and fls2 efr (white) plants, measured as RLU. Results are averages ±  
s.e.m. (n = 12). We repeated all experiments at least three times with 
similar results.
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was induced by elf18 in the transgenic plants expressing EFR, but not 
in wild-type plants (Fig. 2c). In addition, the growth of the transgenic 
seedlings was inhibited in vitro in the presence of elf18, whereas wild-
type seedlings grew normally (Supplementary Fig. 1).

Similarly, homozygous transgenic tomato lines (S. lycopersicum 
variety Moneymaker) expressing EFR under the control of the 
 constitutive promoter 35S also gained elf18 responsiveness (Fig. 2d,e). 
Together, these results show that stable expression of EFR in  
N. benthamiana and tomato confers responsiveness to elf18.

The introduction of a receptor that is normally absent from a plant 
species could potentially affect the function of a preexisting receptor 
by, for example, competing for common signaling partners. To test 
whether the transfer of EFR to solanaceous plants could affect the 
function of the related endogenous PRR FLS2, we compared respon-
siveness to flg22 in wild-type and transgenic N. benthamiana plants 
expressing EFR. flg22 induced similar levels of ROS production and 
defense-marker gene expression in wild-type and transgenic plants 
expressing EFR (Fig. 2b,c). Therefore the presence of EFR has no 
detrimental effects on endogenous levels of FLS2.

Next, we tested whether EF-Tu responsiveness in the transgenic 
plants expressing EFR is associated with increased disease resistance 
to adapted virulent bacteria. Inoculation of N. benthamiana with  
P. syringae pv. syringae (Pss) B728a, the causal agent of bacterial brown 
spot of bean, caused severe disease symptoms and substantial bacte-
rial growth23 (Fig. 3a). However, transgenic N. benthamiana plants 
expressing EFR developed less severe disease symptoms and allowed 
only 1.25% of the bacterial growth observed in wild-type leaves 4 d 
post-inoculation (Fig. 3a).

To assess whether EFR confers resistance to other P. syringae patho-
vars, we next infected transgenic N. benthamiana plants expressing 
EFR with P. syringae pv. tabaci (Pta) 11528, the causal agent of tobacco 

wildfire (also known as angular leaf spot). Leaves of transgenic plants 
expressing EFR showed only minor disease symptoms compared with 
wild-type plants (Fig. 3b). This corresponded with very weak growth 
of Pta 11528 bacteria in leaves from transgenic plants expressing EFR, 
reaching only 0.02% of the bacterial growth observed in wild-type 
leaves 4 d post-inoculation (Fig. 3b).

We have previously reported that loss of EF-Tu recognition in  
A. thaliana leads to increased susceptibility to A. tumefaciens, the 
causal agent of crown gall disease. This demonstrates that EFR 
contributes to resistance to this phytopathogen in A. thaliana4.  
N. benthamiana is normally very amenable to Agrobacterium-
 mediated transient expression (Supplementary Fig. 2). In contrast, 
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leaves from transgenic N. benthamiana plants expressing EFR were 
strongly impaired in the transient expression of a reporter transgene 
encoding the enzyme β-glucuronidase (GUS; Supplementary Fig. 2). 
Next, we tested whether EF-Tu perception restricts gall formation 
caused by a virulent tumorigenic A. tumefaciens strain. Notably, stab-
inoculated stems of transgenic N. benthamiana plants expressing EFR 
developed tumors ~75% smaller than the ones present on wild-type 
stems (Fig. 3c).

Ralstonia solanacearum and Xanthomonas perforans (previously 
known as X. axonopodis pv. vesicatoria) are major pathogens of 
solanaceous plants, causing bacterial wilt and spot diseases, respec-
tively. Whereas soil drenching with R. solanacearum led to massive 
wilting of wild-type tomato plants, transgenic plants expressing EFR 
showed drastically reduced wilting symptoms (Fig. 4a,b). Similarly, 
transgenic tomato plants expressing EFR were more resistant to  
X. perforans than were wild-type strains of tomato plants (Fig. 4c and  
Supplementary Fig. 3). Transgenic EFR expression conferred resist-
ance to X. perforans, albeit to a lesser extent than transgenic expres-
sion of the Bs2 gene from pepper (Capsicum annuum) (Fig. 4c and 
Supplementary Fig. 3). The Bs2 gene encodes an R protein that con-
fers strong field resistance via recognition of avrBs2, an effector widely 
conserved in X. perforans isolates24. Notably, the resistance conferred 
by EFR appears less efficient against X. perforans than against other 
bacteria tested (Figs. 3 and 4). Overall, these results demonstrate that 
EF-Tu perception by EFR in transgenic solanaceous plants enhances 
resistance to adapted foliar and vascular phytopathogenic bacteria.

One problem often associated with the heterologous overexpres-
sion of defense-related genes in plants is constitutive activation 

of defense responses that can lead to necrosis and/or reduced 
growth6,7. Yet sterile and soil-grown transgenic N. benthamiana 
and tomato plants expressing EFR did not show any constitutive 
activation of ROS production (data not shown) or defense-gene 
expression (Fig. 2c and Supplementary Fig. 4) and did not show 
any developmental or growth defects when grown in nonsterile 
soil over several generations (Fig. 2a,d). Consistent with the  
specificity of EFR for bacterial EF-Tu and the absence of constitu-
tive activation of defense reactions, transgenic plants expressing 
EFR were not more resistant to the fungal pathogen Verticillium 
dahliae (Supplementary Fig. 5), which, like R. solanacearum, is a 
vascular phytopathogen. Therefore, transgenic expression of EFR 
does not seem to constitutively activate defense responses under 
laboratory conditions.

Genetic engineering of new PAMP recognition specificity across plant 
families offers several advantages over the current alternatives to improv-
ing resistance to phytopathogens. Using the plant’s own immune system 
to combat plant diseases should reduce agrochemical inputs and their 
associated financial, health and environmental costs. In comparison to 
classical breeding for R gene–mediated resistance, transgenic approaches 
will allow rapid transfer of new PRRs into several elite varieties, as well as 
into crops that are not amenable to classical breeding (e.g., banana). In 
contrast to R proteins, a given PRR has the potential to confer resistance to 
a wide range of pathogens that carry the recognized PAMP. Here, for exam-
ple, EFR conferred resistance to bacteria belonging to genera as diverse as 
Pseudomonas, Agrobacterium, Xanthomonas and Ralstonia. More impor-
tantly, gene-for-gene resistance is often rapidly broken down by evolving 
pathogens. Given the conserved and essential nature of PAMPs, it may be 
less likely for pathogens to evolve to evade recognition by PRRs; PAMP 
mutations are more likely to penalize fitness.

It should nonetheless be noted that rare examples of allelic vari-
ation in PAMP genes have been reported. These reflect a virulence 
strategy used by a small number of successful pathogens to avoid 
recognition2,3. In addition, some virulence effectors from the phyto-
pathogenic bacterium Pto DC3000 are known suppressors of PTI in 
A. thaliana and tomato25. For example, AvrPto and AvrPtoB directly 
target PRRs, including FLS2 and EFR17,26–28. However, these effectors 
are not able to fully suppress PTI during infection, as mutations in 
PRRs enhance susceptibility to virulent bacteria10,17. Notably, our 
results (Figs. 3 and 4) suggest that effectors secreted during infec-
tion by Pss B728a, Pta 11528, A. tumefaciens A281, R. solanacearum 
GMI1000 or X. perforans T4-4B cannot fully suppress the immu-
nity conferred by the transgenic expression of EFR in tomato and  
N. benthamiana. Moreover, because plants and their pathogens 
engage each other in a constant evolutionary arms race, the possi-
bility of eventual recognition escape or PTI suppression by existing, 
newly acquired or evolved effectors cannot be discounted. However, 
the reduced pathogen populations resulting from PTI activation will 
decrease the probability of new virulent pathogen isolates arising and 
thus decrease the likelihood that resistance might break down29.

Ultimately, our finding that PRRs can be transferred from one plant 
family to another provides a novel biotechnological approach to engi-
neering disease resistance. We propose that combinations of several PRRs, 
as well as combinations of PRRs with R proteins recognizing widely 
distributed effectors (for example, Bs2) can be used to enable broad-
spectrum disease resistance against multiple genera of plant pathogens 
with promising potential for durability under field conditions.

METhOds
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/naturebiotechnology/.
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Figure 4 Transgenic expression of EFR in tomato confers broad-spectrum 
bacterial resistance. (a) Wild-type (variety Moneymaker; left) and 
transgenic EFR (right) tomato plants infected with R. solanacearum 
GMI1000. We drench-inoculated 4-week-old plants with 108 CFU ml−1 
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twice with similar results.
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Note: Supplementary information is available on the Nature Biotechnology website.
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ONLINE METhOds
Plant growth. A. thaliana ecotype Columbia (Col-0) was the background 
for all mutant lines used in this study. We grew plants as one plant per pot at 
20–21 °C with an 10-h photoperiod or on plates containing MS salts medium 
(Duchefa), 1% (wt/vol) sucrose and 1% (wt/vol) agar with a 16-h photoperiod. 
We grew N. benthamiana and tomato (S. lycopersicum) variety Moneymaker 
as one plant per pot at 22 °C with a 16-h photoperiod.

Generation of transgenic plants. We transferred the recombinant binary  
vectors pGREENII-EFRp::EFR and pBIN19-35SEFR into A. tumefaciens 
strain Agl1 by electroporation. We generated transgenic N. benthamiana plants 
expressing pGREENII-EFRpEFR as described30, and transgenic tomato  
(S. lycopersicum) variety Moneymaker plants expressing pBIN19-35SEFR 
essentially as described31. For N. benthamiana, we recovered 15 primary 
transformants after selection on phosphinothricin-containing plates. After 
transfer to soil, we collected leaf discs collected from individual primary 
transformant plants and tested them for gain of elf18 responsiveness in the 
luminal-based oxidative burst assay. Of 15 primary transformants, 9 gained 
elf18 responsiveness with similar levels. We randomly selected two of these 
lines and further selected homozygous progeny on the basis of segregation 
analyses on selection plates. The behavior of these lines was identical in terms 
of elf18 responsiveness as measured by oxidative burst and seedling growth 
inhibition. Therefore, we used only one line (no. 6-12-18) at the T4 stage for 
the final analysis reported in the manuscript.

For tomato, we recovered 20 primary transformants after selection on  
kanamycin-containing plant plates. After transfer to soil, we collected leaf 
discs from individual primary transformant plants and tested them for gain of 
elf18 responsiveness in the luminal-based oxidative burst assay. Of 20 primary 
transformants, 13 gained elf18 responsiveness with similar levels. In the next 
generations, we identified homozygous lines using segregation analysis on 
selection plates and quantitative real-time PCR32. We used two homozygous 
lines (no. P[1]-II7 and no. L[16]-I4) for physiological and pathological char-
acterizations; these behaved similarly in all assays. The results presented in the 
manuscript are those of no. P[1]-II7.

Bioassays. We performed seedling growth inhibition and oxidative burst assays 
as previously described25. We ordered peptides from Peptron (http://www.
peptron.com/).

To prepare bacterial extracts, we grew bacteria from a fresh culture on plates 
overnight in 50 ml of L medium (10 g l−1 bacto-peptone, 5 g l−1 yeast extract, 
5 g l−1 sodium chloride, 1 g l−1 d-glucose, pH 7), pelleted them for 10 min, 
resuspended them in 2 ml sterile water, boiled them for 10 min at 95 °C,  
pelleted them for 10 min and collected the supernatant. We used 10 µl of 
bacterial extracts for the oxidative burst assays.

Sequence analysis. We retrieved EF-Tu sequences from UniProtKB (http://
www.uniprot.org/help/uniprotkb) and generated the alignment using 
ClustalW2 (http://www.ebi.ac.uk/) and Boxshade (http://www.ch.embnet.
org/) with default settings. We generated the consensus elf18 peptide using 
WebLogo (http://weblogo.berkeley.edu/).

Gene expression. We treated 2-week-old plants grown in liquid MS 1% (wt/vol)  
sucrose medium with 100 nM elf18 or flg22 for 0, 30, 60 or 180 min and 
froze them in liquid nitrogen. We extracted total RNA from seedlings with a 
RNeasy Plant Mini kit (Qiagen). We treated RNA samples with DNase Turbo 
DNA-free (Ambion), quantified with a Nanodrop spectrophotometer (Thermo 
Scientific) and reverse-transcribed 2 µg of total RNA into complementary DNA 
(cDNA) with SuperScript II reverse transcriptase (Invitrogen). We used 1 µl of 
cDNA in PCR under the following conditions: 95 °C, 2 min; (95 °C, 45 s; 58 °C, 
45 s; 55 °C, 30 s; 72 °C, 1.5 min) × 25 cycles; 72 °C, 5 min.

We used the following primers: CYP71D20, 5′-AAGGTCCACCGCACCATG
TCCTTAGAG-3′ and 5′-AAGAATTCCTTGCCCCTTGAGTACTTGC-3′; FLS2, 
5′-AAGGATCCTGTGACTTGAAGCCTTCAA-3′ and 5′-AAGAATTCATTGGTA
ATTCATCAGCTCCTGTAA-3′; ACRE132, 5′-AAGGTCCAGCGAAGTCTCTGA
GGGTGA-3′ and 5′- AAGAATTCCAATCCTAGCTCTGGCTCCTG-3′; WRKY22, 
5′- AAGGTCCGGGATCTACATGCGGTGGT-3′ and 5′- AAGAATTCCGGGT
CGGATCTATTTCG-3′; PR1acidic, 5′-TAGTCATGGGATTTGTTCTC-3′ and 
5′-TCAGATCATACATCAAGCTG-3′; EF-1α, 5′-AAGGTCCAGTATGCCTGG
GTGCTTGAC-3′ and 5′-AAGAATTCACAGGGACAGTTCCAATACCAC-3′.

We used the constitutively expressed EF-1α housekeeping gene as a  
loading control.

Disease assays. For infections with Pss B728a and Pta 11528, we sprayed four 
4-week-old N. benthamiana plants with 108 CFU ml−1 bacteria in water sup-
plemented with 0.06% (vol/vol) Silwet-L77. The bacterium inoculum was 
prepared from an overnight culture at 28 °C in King’s B medium (20 g l−1 
bacto-peptone, 1.5 g l−1 dipotassium hydrogen orthophosphate, 1% (vol/vol) 
glycerol, pH 7) started from a fresh culture on an agar plate. After spraying, 
we left plants uncovered for the duration of the experiment. We described 
bacterial populations by growth curve analysis as described13.

For infections with A. tumefaciens A281, we stab-inoculated stems of 16  
4-week-old N. benthamiana plants with a plastic tip that had been dipped into 
a fresh culture on an L-medium plate. We assessed tumor formation 3 weeks 
after inoculation by measuring the fresh weight of outgrowing tumors that 
were excised from the stem with a scalpel. We performed Agrobacterium-medi-
ated transient expression with pBIN19-35SGUS:HA as described25.

For infections with R. solanacearum GMI1000, we transferred 4-week-old 
tomato plants into the inoculation facility (28 °C, 16-h photoperiod), grew 
bacteria in rich B medium (10 g l−1 bacto-peptone, 1 g l−1 yeast extract, 1 g l−1  
casamino acids) and soil-drenched each tomato plant with 50 ml of 108  
CFU ml−1. We performed disease scoring daily using a visual index in which 
the numbers 1, 2, 3 and 4 correspond to 25%, 50%, 75% and 100% wilted 
leaves, respectively.

For infections with X. perforans T4-4B, we dipped 6-week-old tomato 
plants for 30 s into 107 CFU ml−1 bacteria in water supplemented with 
0.008% (vol/vol) Silwett-L77. The bacterium inoculum was prepared from 
an overnight culture at 28 °C in NYGB medium (5 g l−1 bacto-peptone, 3 g l−1  
yeast extract, 2% (vol/vol) glycerol, 1 mM magnesium chloride) started  
from a fresh culture on an agar plate. After dipping, we covered plants with 
plastic bags and returned them to the growth chamber for 3 d, then left them 
uncovered for the duration of the experiment. We described bacterial popula-
tions using growth curve analysis by grinding 1-cm2 leaf samples in water 
and plating appropriate dilutions on NYGB supplemented with rifampicin 
100 µg ml−1 to select for X. perforans T4-4B and cycloheximide 50 µg ml−1 
to prevent fungal growth.

For infections with V. dahliae, we inoculated 10-day-old tomato plants 
or 4-week-old N. benthamiana plants with V. dahliae race JR2 (106 conid-
iospores per milliliter) by uprooting and subsequent root-dip inoculation, as 
described33. As a control, we mock-inoculated plants with water.

30. Fillatti, J.J., Kiser, J., Rose, R. & Comai, L. Efficient transfer of a glyphosate 
tolerance gene into tomato using a binary Agrobacterium tumefaciens vector. Bio/
Technology 5, 726–730 (1987).

31. Horsch, R.B. et al. A simple and general method of transferring genes into plants. 
Science 227, 1229–1231 (1985).

32. German, A.M., Kandel-Kfir, M., Swarzberg, D., Matsevitz, T. & Granot, D. A rapid 
method for the analysis of zygosity in transgenic plants. Plant Sci. 164, 183–187 
(2003).

33. Fradin, E.F. et al. Genetic dissection of Verticillium wilt resistance mediated by 
tomato Ve1. Plant Physiol. 150, 320–332 (2009).
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Pluripotent hESCs are studied for potential applications in regenera-
tive medicine because of their unique capacity to self-renew and to 
differentiate into any cell type. Although they can be grown indefi-
nitely in culture, they commonly undergo adaptive changes during 
prolonged passaging in vitro. Such ‘culture-adapted’ cells tend to show 
increased growth rate, reduced apoptosis and karyotypic changes1–5. 
The genomic stability of hESCs is routinely monitored, and it is well 
established that they may acquire nonrandom gains of chromosomes, 
particularly chromosomes 12, 17 and X5,6. These changes show a 
 striking similarity to those of germ cell tumors3,5, suggesting that 
culture adaptation of hESCs may have parallels to tumor progression 
and emphasizing the need for thorough analysis of cells destined for 
clinical application.

The resolution of conventional karyotyping, or G-banding, is 
only 3–20 Mb. New DNA array–based methods, such as compara-
tive genomic hybridization, increase the resolution from the Mb to 
the kb scale, enabling studies of CNVs7 and LOH. CNVs are ampli-
fied or deleted regions ranging in size from intermediate (1–50 kb) 
to large (50 kb–3 Mb)6,8,9 and are recognized as a major source of 

human genome variability. Specific recurrent CNVs are common in 
tumors10,11; particular tumor types have characteristic copy number 
patterns12, and CNVs increase during tumor progression, influencing 
phenotypes and prognosis11. LOH is a well-known characteristic of 
many tumors resulting from the unmasking of recessive alleles and 
aberrant expression of imprinted genes13. It is possible that hESCs 
might exhibit uniparental disomy (a form of LOH) as observed in 
mouse ESCs (mESCs), such that both chromosomes are of maternal 
or paternal origin3,14,15. Detection of CNVs and LOH in hESCs could 
provide a sensitive measure of culture-induced changes.

The analytic methods used in previous studies of hESCs were not of 
sufficient resolution to detect all CNVs and LOH. The first comparative 
genomic hybridization study followed three lines over 30 passages using 
arrays with a resolution similar to that of conventional karyotyping 
and reported an abnormality of 46,X,idic(X)(q21)16. Another study 
compared early and late passages of nine lines using an Affymetrix 
array containing 115,000 probes17. The changes detected included an 
amplification of 17q, deletion of chromosome 13 and four large CNVs, 
one of which contained the MYC oncogene. A third study identified 
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low-degree mosaicism of chromosome 13 trisomy for a short period 
during culture in one of the five lines, analyzed with normal metaphase 
comparative genomic hybridization target slides (Vysis) having a 
chromosome resolution of 400–550 bands18. More recently, 70 CNVs 
were detected in two hESC lines using Agilent 
arrays containing 236,000 probes19, and, in 
another study, 22 abnormalities, ranging from 
1.2 to 77.5 Mb, with a hotspot at 20q11.21, 
were identified in 17 lines with bacterial 
 artificial chromosome/P1-plasmid artificial 
chromosome arrays20.

Here we have analyzed 29 samples obtained 
at a range of passage numbers from 17 hESC 
lines of various origin. The analysis was per-
formed with an Affymetrix SNP 6.0 array 
containing 906,600 probes for SNPs and 
946,000 probes for CNVs. The array is suit-
able for detecting karyotype, CNV, LOH and 
SNP profiles. The intermarker distance of 
all the probes on the array is ≤0.7 kb, which 
 considerably increases the genomic coverage 
and resolution compared with the previous 

platforms. The samples studied included 
karyotypically normal and abnormal samples 
as well as samples at low (<50) and high (>50) 
passage numbers. To study culture-induced 
changes, we included sample pairs of the same 
line grown in different laboratories as well as 
several samples of the H7 line during the adap-
tation process. We also examined whether the 
CNVs and large chromosomal changes that 
we identified affect gene expression by hybrid-
izing RNA from nine samples to Human Exon 
1.0 ST Arrays (Affymetrix).

RESULTS
Sample representation
Samples (Table 1) were provided by eight labo-
ratories belonging to the ESTOOLS consortium 
(http://www.estools.eu/). Data were analyzed 
with the Affymetrix Genotyping Console 3.0.1, 
with a resolution configuration of 50 kb across 
the genome. Each hESC line had a unique SNP 
profile (Supplementary Table 1) as samples 
from individual lines maintained and cultured 
in different laboratories had identical SNP 
 fingerprints, confirming that the line originated 
from the same individual.

A majority of CNVs contribute to 
amplifications
In all karyotypically normal chromosomes, 
we identified a total of 843 CNVs ranging 
in size from 50 kb to 3 Mb (Supplementary 
Table 2). In each of the samples, we identified 
on average 29 CNVs, with an average size of 
221 kb and a median size of 133 kb. Based on 
the Toronto Database8 (http://projects.tcag.
ca/variation/), 79% of detected CNVs were 
known, 9% overlapped with known CNVs 
and 12% were novel. To compare these 

findings to the normal human genome, we analyzed 90 HapMap  
samples from Caucasians with identical analysis configurations 
(Online Methods) as with the hESC sample set (Supplementary 
Table 3). HapMap samples contained on average 26 CNVs per sample.  

Table 1 HESC lines used in the study
hESC line Passage (p) Karyotype (G-banding) Karyotyped at passage Laboratorya

H7 (s14) P30 P.W.A.
H7 (s14) P38 46,XX[20] P38 P.W.A.
H7 (s6) P128 P.W.A.
H7 (s6) P132 47,XX,+1,der(6)t(6;17)(q27;q1) 

[15] / 47,XX,+1,der(6)t(6;17) 
(q27;q1),i(20)(q10)[5]

P132 P.W.A.

H7 (s6) P230 P.W.A.
H7 (s6) P237 49,XXX,+add(1)(p3),der(6)t(6; 

17)(q27;q1),+20[30]
P237 P.W.A.

H7 (s6, teratoma) P125 P.W.A.
H7 (s6, teratoma) P127 47,XX,+add(1)(p1),der(6)t(6;17)

(q27;q1),i(20)(q10)[30]
P127 P.W.A.

H7 P 91 46,XX[30] P92 W.C.
H1 P 61 46,XY [12] / 46,XY,?dup(20) 

(q11.2q13.1)[21]
P63 W.C.

CCTL-10 P33 46,XY[30] P24 P.D.
CCTL-12 P143 46,XX[30] P143 P.D.
CCTL-14 P49 46,XX[30] P40 P.D.
CCTL-14 P38 46,XX[30] P40 P.D.
I6 P50 46,XY[30] P41 N.B.
H9 P34 46,XX[30] P33 N.B.
H9 P25 46,XX[20] P27 R.L.
HS237 P135 46,X,idic(X)(q13)[30] P135 R.L.
HS306 P35 46,XX[30] P40 O.H.
I3 (I3.2) P55 46,XX[30] P50 N.B.
I3 P41 46,XX[30] P41 O.B.
HS401 P53 46,XY[30] P53 R.L.
HS293 P60 R.L.
HS293 P26 46,XY[30] P37 O.H.
FES21 P51 46,XY,del(10)(q24)[1] / 

46,XY[30]
P52 T.O.

FES22 P41 46, XY[11] P42 T.O.
FES29 P37 46,XY, add(13)(p1)[1] / 

46,XY[30]
P37 T.O.

FES61 P48 54, XY, +3,+5,+11,+12,+12,+16,+ 
17,+20[15] / 54,XY,+3,+5,+11,+ 

12,+12,+16,+16,+add(17)(q?23?),+
20 [1] / 46, XY[15]

P50 T.O.

FES75 P19 47,XY,+12[2] / 46,XY[28] P21 T.O.

First column describes the hESC line used. Further specification of the line is indicated inside brackets: (s14) = unadapted, 
(s6) = adapted, (teratoma) = samples were grown out of a teratoma in an immune-compromised mouse after the mouse had 
been injected with H7 (s6) cells34. (I3.2) = subclone of I3 created at P19.
aSee author list for full names.

0.7 Loss
Gain

0.6

0.5

0.4

P
er

ce
nt

 o
f t

he
 c

hr
om

os
om

e 
si

ze

P
er

ce
nt

 o
f t

he
 c

hr
om

os
om

e 
si

ze

0.3

72% 51%

49%

0.2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X Y 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X Y

0.1

0

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

28%

Chromosome Chromosome

a b Loss
Gain

Figure 1 Amplifications contribute to majority of total genomic size affected by CNV in hESCs.  
(a,b) Average chromosomal distribution of 50 kb–3 Mb size CNVs in hESCs (a) and in Caucasian 
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The average and median sizes were 232 kb and 127 kb, respectively, 
of which 80% were known, 10% overlapped with known CNVs 
and 10% were novel. Thus, the basic CNV statistics were similar 
in hESCs and the normal human genome. However, there were 
obvious differences in the pattern and distribution of the CNVs. 
These differences were most prominent in chromosomes 10, 14, 
20, X and Y (Fig. 1). Strikingly, a clear majority (72%) of the total 
genomic size affected by CNVs in hESCs corresponded to ampli-
fications, whereas in the HapMap samples gains and losses were 
equally distributed.

Fourteen of the CNVs detected were large, >1 Mb in size (Table 2). 
These were found only in the hESCs, with the exception of changes  
in 15q11.2, which were also detected in 30% of the HapMap samples.  
A change of particular interest was a 1,829-kb gain at 20q11.21 found 
in CCTL-14 passage (P)38/49. This region contains several genes, 
including DNMT3B, a known pluripotency-associated gene, and 
BCL2L1, which encodes the anti-apoptotic 
protein BCL-X. We validated the copy 
number gain in the gene area of DNMT3B by 
RT-PCR and also measured increased RNA 
production of DNMT3B in affected samples 
(Supplementary Fig. 1a).

LOH detected in 16q
All of the samples had heterozygous chromo-
somes except for the 16q arm of the hESC line 
FES21 (Supplementary Fig. 2). The karyotype 
of this line indicated a normal pair of chromo-
somes 16. However, these chromosomes had 
identical q arms based on the LOH profile.

CNV and LOH sites change in culture
To study whether CNV and LOH regions 
are vulnerable during prolonged culture, 
we compared samples of the same line at 

 different passages (H9 P25/P34, CCTL-14 P38/P49, HS293 P26/P60, 
I3 P41/P55, H7 P30/P91). We reasoned that this analysis would 
detect only changes that had occurred during culture, excluding 
normal individual variation. We detected differences in CNV and 
LOH regions in all sample pairs studied (Fig. 2a). On average, 24% 
of the LOH sites and 66% of the CNVs had undergone changes 
between early and late passages. These values were considerably 
higher than the calculated false-positive estimate for CNVs (12.5%) 
(Supplementary Table 4). The number of LOH sites correlated  
positively with the number of passages between sample collections 
in four sample pairs. These data showed that new LOH sites were 
 created at an average rate of 1.3 per passage. The LOH changes, which 
were on average 1,000 kb in size, were identified in all chromosomes 
except in chromosomes 21 and Y (Supplementary Table 5).

Next, we investigated whether the total genomic area affected 
by changes increases in culture. We concentrated on analyzing the 

Table 2 Large CNV changes (1–3 Mb in size) detected in hESC samples and genes within or overlapping these regions

Sample
Copy number  

state Type Chromosome Start End Size (kb) %CNV Start
Name of  
variation RefSeq genes on the area

HS306 P35 3 Gain 4 q22.1 q22.2 1,081 25 93332297 10054 GRID2

CCTL-12 P143 3 Gain 5 q14.2 q14.3 2,534 2 81717787 22770 XRCC4, VCAN, HAPLN1, EDIL3
I3.2 P55 3 Gain 10 q11.21 q11.22 1,203 100 46010225 0136 PTPN20B, FRMPD2L2, FAM35B, SYT15, 

GPRIN2, PPYR1, ANXA8, ANXA8L1
H7 s6 P128 1 Loss 10 q21.2 q21.3 1,288 15 63869872 30508
H7 s6 P132 1 Loss 10 q21.2 q21.3 1,288 15 63869872 30508 ZNF365, C10orf22 (also known as ADO), EGR2
H7 s6 Tera P125 1 Loss 10 q21.2 q21.3 1,288 15 63869872 30508 NRBF2, JMJD1C, REEP3
H7 s6 Tera P127 1 Loss 10 q21.2 q21.3 1,288 15 63869872 30508
HS401 P53 1 Loss 15 q11.2 q11.2 1,009 100 18875309 0318
H1 P61 1 Loss 15 q11.2 q11.2 1,243 100 18846092 0318 HERC2P3, POTE15 (also known as POTEB)
H9 P25 3 Gain 15 q11.2 q11.2 1,357 100 18732853 0318
H9 P34 3 Gain 15 q11.2 q11.2 1,434 100 18655531 0318

HS237 P135 3 Gain 18 q21.32 q21.33 1,713 19 56145790 3171 MC4R, CDH20, RNF152

CCTL-14 P38 3 Gain 20 q11.21 q11.21 1,829 38 29298698 35916 DEFB115/116/118/119/121/ 123/124, REM1, 
HM13, ID1, COX4l2, BCL2L1, TPX2, MYLK2, 
FKHL18 (also known as FOXS1), DUSP15

CCTL-14 P49 3 Gain 20 q11.21 q11.21 1,831 38 29298698 35916 TTLL9, PDRG1, XKR7, C20orf160, HCK, 
TM9SF4, PLAGL2, POFUT1, KIF3B, ASXL1, 
C20orf112, LOC149950, COMMD7, DNMT3B, 
MAPRE1, SPAG4L (also known as SUN5), 
BPIL1, BPIL3, C20orf185

These changes are below the detection limit of conventional karyotyping and were detected only with the array. %CNV, percent size of detected change overlapping location of the known genomic 
variation, if %CNV is 0 = novel CNV. Genes in boldface are involved with pluripotency and anti-apoptosis.
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 unadapted (s14) P30/P38 and adapted (s6) middle P128/P132 and late 
P230/P237 samples of H7 cultured in similar conditions. The total size 
of large genomic areas and CNVs within each chromosome was studied 
in relation to the passage (Supplementary Table 6). We found a high 
correlation (from 0.83 to 0.97) in chromosomes 1, 10, 17, 20 and X,  
indicating that the actual chromosomal area with genomic changes 
increases in prolonged culture (Fig. 2b). Four randomly selected 

culture-induced CNVs were validated with 
RT-PCR. The CNVs (loss 10q21.2, 1,288 kb) 
and (gain 2q11.2, 213 kb) were present in all 
adapted samples but absent from unadapted 
samples, whereas (loss 6p23, 290 kb) and (gain 
9q32, 896 kb) were present only in adapted 
late samples (Supplementary Fig 3).

Correlation between G banding
Abnormalities found with conventional karyo-
typing corresponded with the array data.  
For example, the array results of the line HS237 
karyotyped as 46,X,idic(X)(q13) exhibited 
an 82,496 kb loss Xq13.1–q28. In addition, 
the arrays further clarified karyotype results.  
For instance, karyotype analysis showed  
that all H7 (s6) samples contained a struc-
turally abnormal additional chromosome 1. 
The array indicated a gain of chromosome 1 
except for p22.2–p21.1. Therefore, based on 
both methods the karyotype for chromo-
some 1 is +del(1)(p22.2p21.1). Notably, in 
H7 (s6) P230/P237 samples, besides detecting 
+del(1)(p22.2p21.1), the array also revealed a 
large deletion of 1p35 terminus in addition to 
gains of 9p13–p21.2 (12,038 kb) and 10p11.2–p15 
(32,732 kb), which had not been detected by 
conventional karyotyping (Fig. 3a).

When conventional cytogenetics detected 
a mosaic karyotype, that is, 2 adapted cells 
among 30, the array could not detect any 
abnormalities. Conversely, if the sample 
contained a high level of mosaicism, the 
array detected multiple CNVs along affected 
chromosomes. For example, FES61 had a 
particularly complex karyotype, with one 
extra copy of chromosomes 3, 5, 11, 16, 17 
and 20, and two of chromosome 12 in half 
of the population, with the other half being 
diploid. The array detected multiple CNVs 
in the chromosomes of one extra copy and 
a total gain in the case of chromosome 12 
(Fig. 3b). Multiple CNVs created by a mosaic 
karyotype are just the sum result of two types 
of cell population on the array. The large 
chromosomal abnormalities detected are 
summarized in Figure 3c. These results sug-
gest that the gain of 10p11.2–p15 in H7 (s6) 
was the result of a mosaic population at P230 
that became further enriched by P237.

Shared variation between hESC lines
To study whether hESC lines share changes, 
we sorted out genes that showed CNVs in 

>25% of the samples. Seven amplified and two deleted regions were 
identified (Table 3). Many of the genes within these areas encoded 
immunoglobulin segments and olfactory receptors. However, many 
of these were also present in the 90 HapMap samples analyzed for 
comparison (Supplementary Table 7 and Table 3). Notably, a dele-
tion of a known tumor suppressor HIC2 was found in eight samples. 
These deletions seemed to be culture induced because they were not 
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Figure 3 Chromosomal abnormalities detected. (a) The array karyotype of the sample H7 (s6)  
P237 shows deletions of extra abnormal chromosome 1 in 1p35 and in 1p terminus, as well as 
gains of 9p13–p21.2 and 10p11.2–p15, which were not seen by conventional karyotyping.  
(b) Mosaic karyotype of FES61, having an extra copy of chromosomes 3, 5, 11, 16, 17 and 20 and 
two extra copies of chromosome 12 in half of the cell population, was seen on the array karyoview  
as multiple CNVs in the chromosomes of the extra copy and total gain in the case of chromosome 12. 
(c) Summary of the large karyotype abnormalities detected. Gain, blue (↑); loss, red (↓). Each 
individual CNV is marked with a symbol: , gain, , loss.
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seen in the earlier passages of the lines affected. Some of the CNVs 
were specific for certain hESC lines. Four of these, 14q23.2, 305 kb, 
H9 P25/P34; 15q14, 103 kb, I3 P41/P55; 19q13.33, 345 kb, HS293 
P15/P29; and 20q11.21, 1,829 kb, CCTL-14 P38/P49, were validated 
with RT-PCR (Supplementary Fig. 4).

Genes affected by CNVs
To investigate further which genes were affected by CNVs, we used 
the Ensembl (build 49) database21 to find genes within CNV areas, 
resulting in a list of 354 genes (Supplementary Table 8). Notably, 
77% of these corresponded to gene amplifications. We identified 
developmental genes HOXA5,6,7,9,10,11 and 13, which were affected 
by a 73-kb gain detected only in H7 (s6) P132 of the H7 samples, 
indicating that the change was culture associated. In addition, a 
gain of DNMT3B in both of the CCTL-14 samples was found, as 
mentioned above.

To identify genes associated with adaptation, we determined that 
127 genes (Supplementary Table 9) had a different copy number in 
different passages of the same line (H9, CCTL-14, HS293, I3 and H7). 
Of these, 82% corresponded to amplifications and 19.1% were shared 
between different sample pairs. When these hits were compared to a 
list of oncogenes altered by CNVs (http://www.sanger.ac.uk/genetics/
CGP/Census/)10, within the area (155 kb gain 1q21.1) of the sample 
H7, we found a gene PDE4DIP, which is a known translocation gene 
in myeloproliferative disorder.

Genomic changes affect expression of genes
To study whether the CNVs and large chromosomal changes that we 
identified affect gene expression, we hybridized RNA from nine samples 
(FES21, 22, 29, 61, 75; H9 P25; H7 (s14) P38; H7 (s6) P132; H7 (s6) 
P237) to Human Exon 1.0 ST Arrays (Affymetrix). We integrated the 
copy number value with the gene expression values by computing a  
P-value for the association (Supplementary Table 10). With these set-
tings, 29.9% of the genes had a significant (adjusted p < 0.05, fold change 
>2) increase in expression associated with an increase in copy number, 
whereas 41.6% of the copy number losses resulted in decreased expres-
sion. Next, we studied biological function related to these genes with 
Ingenuity Pathway analysis software (http://www.ingenuity.com/). The 
 majority of the genes (44.4%) were linked to cancer; of these, 20.2% were 
associated with cell transformation and 14.3% with cell stage or division. 

Cancer types identified were gastrointestinal cancer, uterine tumor, ovar-
ian cancer, non-Hodgkin lymphoma, myeloid leukemia, sarcoma, heart 
and pleura tumor, melanoma and central nervous system tumor.

To understand how culture-associated changes influence expression, 
we further studied the normal and adapted samples of H7. The major-
ity of the changes were amplifications that increased expression. From 
the 1,121 gene amplifications detected only in adapted samples, 54.9% 
were identified already at P132 and the rest at P237. Thus, the number 
of changes influencing gene expression and the phenotype increased 
with prolonged time in culture. The most interesting gains found only 
in adapted H7 (s6) P237 sample were a cancer/testis-specific anti-
gen MAGEA4, which was expressed over 17-fold, and FGF13, which 
was expressed over 2.5-fold at the RNA level compared to samples 
with normal copy number. In addition, the epigenetic regulator and  
cancer/testis gene CTCFL was expressed over tenfold in both adapted 
H7 (s6) samples P132 and P237. This gene has been shown to be co-
expressed with OCT-4 (also known as POU5F1) in hESCs at the pro-
tein level, transcribed in oocytes and downregulated in early cleavage 
stage embryos22. The gain of MAGEA4 and CTCFL was validated with  
RT-PCR on the DNA and RNA levels (Supplementary Fig. 1b,c).

DISCUSSION
HESCs destined for therapeutic use should have a normal genetic 
composition. However, it is difficult to define ‘normal’ in this context 
as even the smallest change can have a substantial functional effect, 
for example, on the oncogenic potential of a cell. Our data show 
that genetic changes continue to increase during culture. Clearly, 
for clinical applications it will be important to minimize the time 
in culture. Our data did not allow us to define a safe cut-off passage. 
The average passage number of lines with a normal karyotype was 
49.5 (median 41) compared with 110.8 (median 126) for lines with 
an abnormal karyotype. However, there were exceptions in both 
groups, as CCTL-12 had a normal karyotype at P142 and FES75 
contained trisomy already at P19. In addition, the large 1–3 Mb 
changes affecting multiple genes were detected in both early and late 
passages. Some of the CNVs we identified were constitutional and 
were not acquired during culture. Ideally, the rest of the blastocyst 
used for hESC derivation or cells from very early passages should be 
stored as a standard procedure to facilitate identification of culture-
induced changes.

Table 3 Regions of variation shared by >25% of hESC samples
Average  
size (kb) CNV% Chromosome Band Biotype Description Genes

Gain in  
n samples

Loss in  
n samples

208 100 1 p36.13 Protein coding Rootletin (ciliary rootlet coiled-coil protein) CROCC 13 0
345 100 1 p36.33 Protein coding Olfactory receptor OR4F5 8 0
416 100 2 p11.2 V segment Immunoglobulin κ light chain V gene segment IGKV1-5, IGKV4-1, 

IGKV2-24, IGKC
27–29 0

124 100 7 q35 Protein coding AP-4 complex subunit mu-1, seven transmembrane helix receptor AP4M1, OR2A5 7–13 2
442 100 14 q32.32 C/V segment Immunoglobulin heavy chain C/V gene segments IGHM, IGHD, 

IGHV3-23, IGHG3, 
IGHV4-31

15–29 0

578 100 15 q11.2 Protein coding Olfactory receptor OR4N4, OR4M2 2 9–14
267 100 21 p11.2 Protein coding Putative tyrosine-protein phosphatase TPTE TPTE 11 0
181 100 22 q11.22 V segment Immunoglobulin λ light chain V gene segment IGLV2-23, IGLV2-18, 

IGLV2-11, IGLV2-14, 
IGLV3-25, IGLV3-22, 
IGLV3-21, IGLV3-16, 
IGLV3-12, IGLV3-19, 

IGLV4-3

13–29 0

260 100 22 q11.21 Protein coding Hypermethylated in cancer 2 protein (Hic-2) (Hic-3), tumor 
 suppressor, putative phosphatidylinositol

HIC2, PI4KAP2 0 8

Genes in boldface had <5% representation on (90) HapMap samples.
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We were able to confirm the identity of the different lines based on 
SNP profiles. This feature of the array can be used to verify the origin 
of different hESC lines. In addition, LOH was detected in the 16q arm. 
To our knowledge, LOH has not been reported previously in hESCs. 
The LOH of 16q is one of the most frequent somatic alterations in 
breast cancer23 and occurs mainly in grade III tumors24. In addition, 
LOH of 16q has been identified in multiple myelomas and in prostate 
cancer25,26. We also showed that smaller LOH sites arise in culture. In 
mESCs, carcinogens are known to induce LOH15, and a single inser-
tion of the gene neo can undergo LOH as a result of selection pressure 
in culture, resulting in a duplicated neo-targeted locus27. Thus, it is 
not surprising that LOH can also occur in hESCs in culture.

We compared our data to earlier genomic studies of hESCs carried 
out with different array platforms. The HS237 line was reported to 
contain an aberrant X chromosome 46,X,idic(X)(q21) at p61 (ref. 16). 
In our analysis, HS237 had also deleted a part of the X chromosome 
at P135, that is, 46,X,idic(X)(q13), earlier karyotyped normal at P93. 
It is noteworthy that the same line grown in different laboratories 
undergoes a similar change, strengthening the conclusion that the 
change confers a selective advantage. Another study reported a dele-
tion in chromosome 18 (ref. 17). We observed a 1,713 kb gain in this 
area that contains the genes MC4R, CDH20 and RNF152. Recently, 
two studies reported recurrent genomic instability at 20q11.21 in 
multiple lines20,28. We also detected a 1,800 kb gain in this area in 
CCTL-14 samples.

Several mechanisms that may contribute to the genomic instability 
of hESCs have been identified. HESCs have an abnormal DNA repair 
system in that the mitotic spindle assembly checkpoint is functional 
but does not initiate apoptosis as it does in somatic cells29. In addition, 
hESCs downregulate the mismatch repair system when cultured in 
hypoxic conditions30. Furthermore, hESCs can accommodate LINE-1 
retrotransposition, which could promote genomic fluidity31.

Of the 354 genes affected by CNVs, 77% were located on ampliareas.  
Considering only CNVs that were culture induced, amplifications 
were observed in 82% of the affected genes. The greater proportion 
of amplifications in culture-induced CNVs might be explained by 
the process of adaptive amplification, in which amplification occurs 
as a part of the general stress response with which cells adjust to  
culture conditions32. CNVs can affect the phenotype of cells by 
 altering coding and regulatory sequences or by amplifying or deleting 
gene copies. We found that CNVs changed the expression level of  
30 % of the genes overlapping CNVs. Notably, >44% of genes whose 
expression was altered by CNVs were associated with cancer, empha-
sizing the importance of careful monitoring of hESCs to be used for 
clinical applications.

In the future, it will be of interest to study whether CNVs influ-
ence the varying differentiation potential of hESC lines33. In addition, 
high-resolution genomic analysis could be used to elucidate possible 
rearrangement in the reprogramming process of induced pluripotent 
cells. Furthermore, advances in sequencing technology are expected to 
overcome limitations in analytic resolution, enabling identification of 
minor genomic changes that will facilitate understanding of the adap-
tation, pluripotency, differentiation and tumorigenicity of hESCs.

METHODS
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/naturebiotechnology/.

Accession codes. NCBI Gene Expression Omnibus: GSE15097.

Note: Supplementary information is available on the Nature Biotechnology website.
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be gained, and mG0 and σG0 the mean and s.d. of the samples, in which the 
gain was not detected40. To associate the lost copy number values with the low 
gene expression values, we labeled the genes into groups ‘loss’ and ‘no loss’, 
respectively, and computed the weight value for the association between a loss 
in copy number and a low gene expression value.

Second, we obtained a P-value for the weight value of each gene by per-
forming 10,000 permutations40. Thus, we could identify genes with significant 
association between copy number and gene expression value. Third, the 
 resulting P-values were adjusted with Benjamini Hochberg’s multiple com-
parison method41. All the associations with over a twofold change between the 
mean values of the expression levels of groups ‘gain’ and ‘no gain’, or ‘loss’ and  
‘no loss’ and the adjusted P-value >0.05 were considered to be significant42.

Real time quantitative RT-PCR validation of the copy number states. To vali-
date genomic copy number states, we used DNA from the original samples as 
a template. For the RNA analysis the RNA was isolated using RNeasy Kit. To 
eliminate genomic DNA from RNA samples, we included DNase I digestion 
in the column. Concentration of the samples was measured with Nanodrop. 
A second round of DNAse treatment was carried out for 500 ng of total RNA 
with DNase I Amplification Grade (Invitrogen). To verify that no genomic 
DNA was present, we performed negative RT-PCR control by measuring lev-
els of the housekeeping gene EF1α. Subsequently, cDNA was prepared using 
a Superscript II kit (GIBCO). Gene expression levels were measured using 
the 7900HT Fast Real-Time PCR System (Applied Biosystems) using 2 µl of 
the template in 10 µl reaction volume. The primers and probes used were 
designed using Universal ProbeLibrary Assay Design Center (Roche). The 
primers designed for the analysis were first validated to respond by standard 
curve validation. All measurements were performed in duplicate in two separate 
runs and repeated if necessary to produce four Ct (threshold cycle) values for 
each gene where s.d. < 0.5. ∆Ct for each gene was calculated ∆Ct = Ct(gene) −  
Ct(GAPDH). The average results of the samples shearing gain (CN 3) or loss 
(CN 1) was compared to the samples of normal CN state (CN 2) for each 
gene studied. CN was counted real if the difference measured was in range 
of expected difference, 0.5 ∆Ct for CN state 3 and 1 ∆Ct for CN state 1. The 
two-tailed t-test was counted for each result and required to be under 0.05 (*), 
0.01 (**) or 0.001 (***). Copy number states including loss and gains and size 
varying from 103 kb to chromosomal changes were selected for validation. 92% 
of the CNV selected for validation were verified with RT-PCR analysis.
Primers 5′–3′:
GAPDH: ACACCCACTCCTCCACCTTT, TGACAAAGTGGTCGTTGAGG, 
probe:45
DNMT3B: TGTAATCCAGTGATGATTGATGC, GGTAGGTTGCCCCAGAA 
GTAT, probe:84
RHOJ: GATGAGCTACGCCAACGAC, GCATAGTGGTCAAACACAGTGG, probe:6
CTCFL: GTGAGAAGCCTCACCTGTGTC, CGCAGCAGAGTGACCGTA, probe:13
EGR2: GGGTGTGTGCACCATGTC, GGTGGCGGAGAGTACAGGT, probe:85
MAGEA4: CCAATGAGGGTTCCAGCA, AACAAGGACTCTGCGTCAGG, probe:35
ZNF613: GGCAACCTCCTTATTCATCG, AGCCTTTCCCACATTCATTG, 
probe:47
ID1: CCAGAACCGCAAGGTGAG, GGTCCCTGATGTAGTCGATGA, probe:39
REV1: CCGGGAACAAGTAGAGCAAG, TTTTTGTCGCCATGTGACTC, probe:56
JARID2: TTCGCTCAGGAAAAAGAAGTG, AGTCATTGAGGACGCCTTTG, 
probe:63
TNFSF15: ACAGCCAGTGTGGAAATGCT, CCAGGCAGCAGGTGAGAG, 
probe:68
JMJD1C: GCAAACTGGGGAATCCTTTT, TTCTCGACACTTTTGTAAATT
AGGC, probe:18
GOLGA8B: TGGCTTATTTCCGAGGAATG, CAAATGCTCTAAGCTAGGAA
AGGT, probe: 76
RNA
EF1α: CTGAACCATCCAGGCCAAAT, GCCGTGTGGCAATCCAAT, probe: 6 
(FAM)-AGCGCCGGCTATGCCCCTG-(TAMRA)

ONLINE METHODS
Sample handling. Each hESC line isolated from the inner cell mass of in vitro 
fertilized genetically unique blastocyst was grown in each collaboration labo-
ratory. Samples (Table 1) containing 1–2 million cells were harvested in the 
collaborating laboratory and sent frozen. Most of the samples were karyotyped 
also by conventional karyotyping. The culture technique and the media com-
position varied in different laboratories (Supplementary Table 11). Genomic 
DNA was extracted using QIAamp DNA Mini Kit (Qiagen). Concentration 
and quality of the samples was measured with spectrophotometer (Nanodrop, 
Thermo Scientific) and gel electrophoresis using Reference DNA as a control. 
All 29 samples were hybridized in the Finnish DNA Microarray Centre, at the 
Turku Centre for Biotechnology, using Genome-Wide Human SNP Nsp/Sty 
6.0 protocol and SNP 6.0 arrays (Affymetrix).

For expression analysis, RNA was isolated using RNeasy Kit (Qiagen). To 
eliminate DNA from RNA samples DNase I (Qiagen) digestion was performed. 
Concentration of the samples was measured with Nanodrop. The selected nine 
samples (FES21, FES22, FES29, FES61, FES75, H9 (P25), H7 (s14) P38, H7 (s6) 
P132, H7 (s6) P237) were hybridized in the Finnish DNA Microarray Centre, 
at the Turku Centre for Biotechnology accordingly to manufacturer’s protocol 
and hybridized on GeneChip Human Exon 1.0 ST Arrays (Affymetrix).

SNP 6.0 analysis. Data were analyzed using Affymetrix Genotyping Console 
3.0.1 and Birdseed v2-algorithm. Samples were normalized against 40 
International HapMap samples35, which were also hybridized in-house to 
decrease technical variation. Sample codes for HapMap samples used are 
presented in the Supplementary Table 1. For the copy number analysis,  
we used regional GC correction and required ten markers to be found within 
the changed region and the size of the region to be at least 50 kb. All the arrays 
passed quality control requirements having contrast QC (Quality control) 
and MAPD (Median absolute pairwise difference) values within boundaries 
(Supplementary Table 12). Genotyping Console Browser (Affymetrix) was 
used to illustrate changes detected.

CNVs, in which the average distribution between markers was >20 kb, were 
considered as false positive in addition to CNVs affecting Y chromosome in 
female samples and excluded from the analysis. The false-positive estimate 
was studied by hybridizing three different HapMap samples in four replicates 
(Supplementary Table 4). By using identical analysis settings as for the main data, 
we found that on average 62% of CNVs were detected in all four replicates, 10.9% 
in three, 14.6% in two and 12.5% only in one of the replicates. These values are 
analogous with an earlier study6. We also analyzed all the CNV values across the 
genome of the sets of replicates, and on average 99.95% of the regions of all the 
replicates returned the same CNV value, either gained, normal or lost.

Ensembl (build 49) database was used to find the genes within the CNV 
areas21. The genes were further linked to HUGO Gene Nomenclature 
Committee gene symbols36. To compare an hESC CNV profile to a normal 
human genome, we analyzed 90 additional CEPH samples (Caucasians, Utah 
residents with Northern and Western European ancestry from the Centre 
d’Etude du Polymorphisme Humain collection) from the International 
HapMap Project (http://www.hapmap.org/) with identical settings to our own. 
The CEPH samples were chosen because they represent best the same sample 
origin as the hESC lines used in the study.

Exon array analysis. The probe values of the array were directly linked to 
Ensembl genes (build 49)21 using alternative CDF-files, version 11 (ref. 37). We 
used the aroma.affymetrix package38 in analyzing the gene values of the expres-
sion measurements, and used RMA39 for pre-processing the Exon array values.

Integration of genomic changes and gene expression. To find the genes of 
which CNV is associated with increased or decreased gene expression level, we 
performed an integration analysis. First, we labeled the gene values into two 
groups; ‘gain’ and ‘no gain’. For each gene, we computed a weight value 
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where G is the gene in question, mG1 and σG1 denote the mean value and s.d. 
of the gene expression values of the samples, in which the gene was found to 
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mentoring and visionary department chair 
was important to his decision, and is some-
thing he was glad to have considered. Some 
faculty thought that the start-up package and 
location of the university (to attract good 
students and postdocs) superseded the fac-
ulty profile and department chair. Postdocs, 
on the other hand, rated the faculty profile 
highest. Salary remained the bottom con-
tender on everyone’s list.

Competition arises from disparity between 
supply and demand. Does this imply that 
the system trains more people than science 
needs? People were divided on this question. 
Some thought that this may be affected by 
the lack of a retirement cutoff for ‘baby 
boomer’ faculty. Others suggested that if all 
careers after the PhD are included, we are 
training just the right amount.

Part of this issue is that many postdocs and 
faculty consider nonacademic positions as 
‘alternative careers’ as opposed to a primary 
career path. It need not be so, but many of 
us struggle with the decision to not set up a 
lab. This decision is often fraught with much 
soul-searching and indecision, and given that 
seven out of ten postdocs are in this posi-
tion, this is not trivial. Approximately 95% 
of postdocs felt that they would appreciate 
honest input from their PI on their ability to 
pursue an academic career. Every single PI 
polled, including Roth, said that they would 
suggest an alternative career to someone 
whom they felt was making a poor decision 
based on their strengths. We were surprised 
by this because we were not aware if this did 
really happen. Understandably, some faculty 
hinted that it may be unwise for them to pass 
personal judgment on someone’s career—
what if they are mistaken? We hope that this 
candid feedback will encourage honest dis-
cussions on career goals between postdocs 
and PIs. Finally, although many postdocs 
are keen to explore nonacademic careers, 
many feel unsure on how to go about this 

good students to one’s lab. But although a 
good career in science needs all of the above, 
many of us worry as much about the ability 
to sustain scientific temper and creativity as 
about funding and job-seeking. In the next 
few sections, we summarize these various 
facets of building a scientific career.

Sustainability in developing a scientific 
career. The median age for landing a faculty 
position is 38, and for one’s first R01 grant 
from the US National Institutes of Health it 
is 42 (refs. 2,3). Given the strong competi-
tion, what makes a good job candidate in 
academia? Roth opined that good publica-
tions, pedigree and recommendations suffice. 
But is that all it takes? Our faculty added the 
following. First, most Rockefeller faculty (as 
well as postdocs) surveyed felt that network-
ing at meetings and seminars was important. 
We find this of note because David Roth, as 
well as most principal investigators (PIs) in 
a recent Science Careers survey4, downplayed 
networking to an extent. Second, every single 
Rockefeller faculty member surveyed stated 
that good communication skills were crucial. 
This agrees with communication ranking 
first in a 2009 faculty survey on attributes of 
a successful postdoc4,5. Given that commu-
nication ranked number 7 in a national post-
doc survey4, postdocs should be aware of the 
importance faculty give to communication 
skills. More reason to keep using those lab 
meetings as practice ground! Teaching was 
another ingredient, but only for those apply-
ing to primarily teaching colleges. Mentoring 
undergraduates or summer interns, interest-
ingly, did not make the cut.

We asked people to rank the relative weight 
of the following in choosing a job: location, 
salary, start-up package, department chair’s 
leadership, and faculty profile. Roth, to our 
surprise, had brought up “the identity, vision 
and personality of the department chair” as 
his primary concern. Having a supportive, 

The word “sustainability” derives from the 
Latin word sustinere (tenere, to hold; sus-, 

up), to support or endure. A principal con-
cern of postdocs is our path to initiating and 
sustaining a fruitful career. Whereas approxi-
mately 79% of postdocs start out aiming for 
a tenure-track academic position, only about 
30% end up with one1. What does it take for 
postdocs to decide whether or not they want 
an academic job? What is a successful strategy 
for getting and sustaining one?

This was the subject of a roundtable 
discussion with David Roth, chairman of 
the department of pathology at New York 
University, at the fourth annual Rockefeller 
University postdoctoral retreat. Afterward, 
we polled Rockefeller postdocs and faculty 
on issues that were raised at the discussion. 
Here, we compile the opinions voiced at the 
retreat and in the surveys.

Defining “sustainability” in science
Our discussion title starting out was vague 
and open-ended on purpose. We wanted 
postdocs and faculty to tell us what con-
cerned them most when thinking of their 
path to getting and sustaining a scientific 
career. Our own thoughts included getting 
a tenure-track position; sustaining funding; 
and becoming good mentors. In addition, to 
some, this meant balancing cost-effectiveness 
with creativity; sustaining a flow of creative 
ideas; ensuring that one’s data upholds 
validity over time, and doing science with-
out compromises. One Rockefeller faculty 
member defined it as the ability to conduct 
efficient research with effective reagents, 
tools and manpower in a cost-effective man-
ner. Roth put foremost the ability to attract 
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questions with testable hypotheses, and stay 
focused on only the skills needed to get the 
job done. The bottom line: learn how to get 
grants; you will manage them just fine. Learn 
how to get papers out; new ideas will likewise 
follow just fine.

Summary
At the end of our discussion and survey, post-
docs signed off wishing for more mentorship 
and interaction with their PI and more help 
when gearing up for nonacademic routes. 
We urge all faculty to be more involved in 
helping sketch out the career paths of their 
postdocs. At the same time, we also remind 
postdocs to become more proactive. If you 
miss some aspects of mentorship from your 
PI, it is wise to tap into alumni, peers or 
other PIs. It remains our responsibility to 
build sustainable careers—ones to last us a 
lifetime.
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biochemistry to tissue samples and clinical 
models. Not surprisingly, 85% of postdocs 
felt that multilab collaborations will increas-
ingly become the norm, compared to 64% of 
faculty. The need for collaborations in the 
long run brings back to us the importance of 
networking, with our peers as much as with 
senior faculty.

We asked whether it was appropriate for 
junior PIs to collaborate with their previ-
ous mentors. The general response was that 
although it is not advisable, neither is it a 
strict ‘no’. However, discussion participants 
indicated that in most cases, work done in 
collaboration with one’s mentor is not likely 
to be taken as one’s independent work—an 
important note for those pursuing tenure-
track positions. Therefore, starting as post-
docs, we should look for projects that will 
define our independent role and help aug-
ment our careers as postdocs today—and later 
our careers as independent investigators.

Sustainability of scientific temper. How do 
we know we will be able to sustain creativity, 
select and mentor students, and learn manage-
ment of people and of costs? Is it a handicap to 
not have these skills honed during a postdoc? 
Although it may seem daunting, the faculty 
we surveyed said that, with common sense, 
developing these skills is easy, and lack of their 
prior development is not at all a handicap. 
However, they did highly recommend other 
skills as crucial: they suggested that postdocs 
ask to be involved in reviewing papers and 
writing grants. In addition, faculty suggested 
we should learn the skill of framing important 

and whom to tap for guidance. Be that as it 
may, most respondents said that finding a job 
in an alternative career remains the primary 
responsibility of the postdoc. PIs obviously 
cannot be our role model for a career outside 
the lab. The onus is on us, be it tapping into 
alumni networks or career networks such as 
the Nature Network, or proactively enhanc-
ing our resumes with skills we think we may 
need. What we can ask of and hope for from 
our PI is to be a sounding board, offering 
support and guidance in pointing us in the 
right direction.

Sustainability in running a lab. Two trends 
are gaining prominence in science: transla-
tional research and collaborative science. Are 
these just fads or a are they a shift in scientific 
methodology? Discussion participants agreed 
translational research is getting more hype 
than is warranted but does seem to be here to 
stay. We asked people to list the importance 
of translational research from “Primary goal 
of my research” to “basic research, without 
an attempt to translation, is just as good”. 
Although some people did list it as critical, 
or somewhat important, it was interesting 
to note that the majority listed translational 
research as “somewhat important”, ranging 
from “yes, important for NIH objectives” to 
“a way to fool granting bodies”. Postdocs were 
much more likely than faculty to see transla-
tional research as important for publishing 
and funding.

Such science necessarily translates into 
collaborations—not all of us can with 
aplomb combine fields from genetics and 
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OXiGENE board since 1998 and had served as 
chair of the audit committee, the chair of the 
compensation committee and a member of the 
nominating and governance committee.

Rib-X Pharma-
ceuticals (New 
Haven, CT, USA) 
has announced the 
appointment of Mark 
L e u c h t e n b e r g e r 
(left) as president, 
CEO and a mem-
ber of the board 

of directors. He joins the company from 
Targanta Therapeutics, where he served as 
president and CEO. His predecessor as CEO,  
Susan Froshauer, has been appointed to the 
newly created role of CSO at Rib-X.

Prosensa (Leiden, 
The Netherlands) 
has announced the 
appointment of 
Berndt Modig (left) as 
CFO. He brings more 
than 20 years of expe-
rience in company 
finance to Prosensa, 

most recently serving as CFO of Jerini.

Adeona Pharmaceuticals (Ann Arbor, MI, 
USA) has named Jeff Lucero Riley as a mem-
ber of its board of directors. Riley has more 
than 19 years of experience in the biotech and 
pharma industries. He is currently managing 
director of Black Crow Ventures and has held 
senior corporate and commercial development 
positions at Amphora Discovery, Ontogen and 
AvMax.

Cytokinetics (S. San Francisco, CA, USA) has 
announced the resignation of co-founder and 
former CEO James H. Sabry from its board 
of directors; Sabry is taking an operational 
role at a pharmaceutical company. Sabry, who 
had been serving as chairman of the board, 
will remain a consultant to the company.  
L. Patrick Gage, formerly president of Wyeth 
Research and a Cytokinetics board member 
since 2009, has been named to succeed Sabry 
as chairman.

Phillip Frost to serve as chairman of the com-
pany’s board of directors, after the resigna-
tion of Eli Hurvitz to recover from illness. 
Frost previously served as vice chairman since 
2006, after Teva’s acquisition of Ivax, where he 
served as chairman and CEO. Moshe Many, 
who had been serving as interim chairman 
of Teva, has been appointed vice chairman 
of the board of directors.

Charles Homcy has announced his retirement as 
president and CEO of Portola Pharmaceuticals 
(S. San Francisco, CA, USA) to take on the 
role of co-chairman of the board of directors. 
He has served as president and CEO since 
he co-founded the company in 2003. COO  
William Lis will succeed Homcy as the new CEO 
and Hollings C. Renton has been appointed 
co-chairman and lead director of the board of 
directors. Renton previously served as president 
and CEO, director and chairman of the board of 
Onyx Pharmaceuticals.

Nicholas A. LaBella Jr. has joined Insmed 
(Richmond, VA, USA) as CSO. LaBella has 
held a number of senior-level positions in 
drug development and regulatory affairs at 
Watson Laboratories and the former Sandoz 
Research Institute.

OXiGENE (S. San Francisco, CA, USA) has 
announced the resignation of Arthur B. Laffer 
from its board of directors to pursue other 
longstanding interests. Laffer has served on the 

Pacific Biosciences (Menlo Park, CA, USA) 
has named Susan K. Barnes as CFO. Barnes 
has nearly 30 years experience in senior 
financial management. From 1997 to 2005, 
she was senior vice president, finance and 
CFO of Intuitive Surgical.

Craig W. Carlson has joined Hana Biosciences 
(S. San Francisco, CA, USA) as CFO. He has 
held senior leadership and financial man-
agement positions for the past 25 years, 
most recently as CFO and COO for 20 Cent 
Ventures. From 2006 to 2008, he served as 
CFO of Neurobiological Technologies.

Compugen (Tel Aviv) has announced the 
appointments of Anat Cohen-Dayag as presi-
dent and CEO and Martin Gerstel as chair-
man. Cohen-Dayag and Gerstel previously 
served as co-CEOs of the company. Cohen-
Dayag joined Compugen in 2002 and held 
the positions of director of diagnostics, vice 
president for diagnostic biomarkers and drug 
targets, and vice president of R&D. Gerstel 
joined Compugen in 1997 as chairman of the 
board, and served in that role until January 
of last year when he was appointed presi-
dent and CEO, and then co-CEO in June. 
Dov Hershberg, who served as chairman of 
Compugen during 2009, will remain a direc-
tor of the company.

Teva Pharmaceutical Industries (Jerusalem) 
has announced the appointment of  

VaxInnate (Cranbury, NJ, USA) has named 
Thomas Hofstaetter (far left) as president and 
CEO. Alan Shaw (near left), who previously held 
that position, has assumed the newly created 
role of CSO and becomes chairman of the 
board. Hofstaetter joined the company earlier 
this year as COO and member of the board 
after more than 30 years at research-based 
pharmaceutical companies. He previously 

served as senior vice president of corporate business development at Wyeth, where he also 
headed global business development for the company’s pharmaceutical division. Shaw 
joined VaxInnate in 2005 from the vaccine division of Merck & Co., where he was executive 
director of the public policy, public health and medical affairs group.

“I am delighted to accept the challenge of taking VaxInnate and its paradigm-shifting 
vaccine technology platform to the next level,” Hofstaetter said. “I look forward to 
collaborating with Alan and the entire VaxInnate team to accomplish that.”
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